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Abstract

Given a zero-dimensional idealI ⊂ K[x1, . . . ,xn] of degreeD, the transformation of the ordering of its
Gröbner basis from DRL to LEX is a key step in polynomial system solving and turns out to be the bottle-
neck of the whole solving process. Thus it is of crucial importance to design efficient algorithms to perform
the change of ordering.

The main contributions of this paper are several efficient methods for the change of ordering which take
advantage of the sparsity of multiplication matrices in the classicalFGLM algorithm. Combing all these
methods, we propose a deterministic top-level algorithm that automatically detects which method to use
depending on the input. As a by-product, we have a fast implementation that is able to handle ideals of
degree over 40000. Such an implementation outperforms theMagma andSingular ones, as shown by our
experiments.

First for the shape position case, two methods are designed based on the Wiedemann algorithm: the first
is probabilistic and its complexity to complete the change of ordering isO(D(N1 +nlog(D))), whereN1 is
the number of nonzero entries of a multiplication matrix; the other is deterministic and computes the LEX
Gröbner basis of

√
I via Chinese Remainder Theorem. Then for the general case, the designed method

is characterized by the Berlekamp–Massey–Sakata algorithm from Coding Theory to handle the multi-
dimensional linearly recurring relations. Complexity analyses of all proposed methods are also provided.

Furthermore, for generic polynomial systems, we present an explicit formula for the estimation of the
sparsity of one main multiplication matrix, and prove its construction is free. With the asymptotic analysis
of such sparsity, we are able to show for generic systems the complexity above becomesO(

√

6/nπD2+ n−1
n ).
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1. Introduction

1.1. Motivation

Gröbner basis is an important tool in computational ideal theory Buchberger (1985); Cox
et al. (1998); Becker et al. (1993), especially for polynomial system solving. For a given ideal
and term ordering, the Gröbner basis of this ideal with respect to (w.r.t.) the term ordering is a
set of generators with good properties, such that manipulation of the ideal can be achieved with
these generators.

The term ordering plays an important role in the theory of Gröbner bases. It is well-known
that Gr̈obner bases w.r.t. different term orderings are also different and possess different theoreti-
cal and computational properties. For example, Gröbner bases w.r.t. the lexicographical ordering
(LEX) have good algebraic structures and are convenient to use for polynomial system solving,
while those w.r.t. the degree reverse lexicographical ordering (DRL) are computationally easy
to obtain. Therefore, the common strategy to solve a polynomial system is to first compute the
Gröbner basis of the ideal defined by the system w.r.t. DRL, change its ordering to LEX, and
perhaps further convert the LEX Gröbner basis to triangular sets Lazard (1992) or Rational Uni-
variate Representation Rouillier (1999). That is one of the main usages of algorithms for the
change of ordering.

However, the computation of Gröbner bases greatly enhanced recently Faugère (1999, 2002),
the step to change the ordering of Gröbner bases has become the bottleneck of the whole solving
process (see Section 7). Hence it is of crucial significance to design efficient algorithms for the
change of ordering. The purpose of this paper is precisely to provide such efficient algorithms.

Furthermore, some practical problems can be directly modeled as the change of ordering of
Gröbner bases. For example, the Gröbner basis of an ideal derived from the AES-128 cryptosys-
tem w.r.t. a certain term ordering (other than LEX) has been obtained Buchmann et al. (2006),
and it may lead to a successful cryptanalysis on this system if one is able to convert its term
ordering to LEX. And the decoding of some cyclic codes can also be regarded as a problem of
changing the term ordering Loustaunau and York (1997).

1.2. Related works

Several algorithms for the change of ordering have already existed, for example theFGLM

algorithm for the zero-dimensional case Faugère et al. (1993) and the Gröbner walk for the
generic case Collart et al. (1997). Similar algorithms have also been proposed to change the
orderings of triangular sets Pascal and Schost (2006); Dahan et al. (2008) or using theLLL

algorithm Basiri and Faug̀ere (2003) in the bivariate case.
Among them, theFGLM algorithm, only applicable to the zero-dimensional case, is an effi-

cient one. The number of field operations it needs to complete the change of ordering isO(nD3),
wheren is the number of variables, andD is the degree of the given idealI ⊂K[x1, . . . ,xn]. Its ef-
ficiency may be due to the fact that it reduces the problem of change of ordering to linear algebra
operations. Such a connection is achieved through the multiplication matrixTi (i = 1, . . . ,n) used
in this algorithm, which represents the multiplication byxi in the quotient ringK[x1, . . . ,xn]/I
viewed as a vector space. These matrices are sparse, even when the input polynomial system is
dense (see Section 6). And in this paper we take advantage of this sparsity structure to obtain fast
FGLM algorithms with good complexity and performances.
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1.3. Our contributions

We first study the particular but important case when the zero-dimensional idealI is in shape
position. Two methods based on the Wiedemann algorithm are proposed to compute the Gröbner
bases ofI or

√
I w.r.t. LEX. They both make use of the sparsity by constructing the linearly

recurring sequence
[〈r,T i

1e〉 : i = 0, . . . ,2D−1],

wherer is a vector ande = (1,0, . . .)t is the vector representing1 in K[x1, . . . ,xn]/I . It is easy
to see that the minimal polynomialf1 in K[x1] of this linearly recurring sequence is indeed a
polynomial in the Gr̈obner basis ofI w.r.t LEX (x1 < ∙ ∙ ∙ < xn) when deg( f1) = D, and it can be
computed by applying the Berlekamp–Massey algorithm Wiedemann (1986). Furthermore, we
show how to recover efficiently the other polynomials in the Gröbner basis by solving structured
(Hankel) linear systems. Hence, we are able to complete the first method for the change of order-
ing to LEX for ideals in shape position with complexityO(D(N1 + nlog(D))), whereN1 is the
number of nonzero entries inT1. Whenn≪ D this almost matches the complexity of computing
the minimal polynomial.

The other method for the shape position case uses the deterministic Wiedemann algorithm,
which can always return the correct univariate polynomial in the Gröbner basis w.r.t. LEX. Mak-
ing use of the Chinese Remainder Theorem, this method adapts and extends the previous one
to recover the Gr̈obner basis of

√
I , instead ofI . Thus it is suitable to those problems where

the zeros, instead of the multiplicities, are of interest. For ideals in shape position, this de-
terministic method can always return the Gröbner basis of

√
I w.r.t. LEX with the complexity

O(D(N1 +D(log(D) log log(D)+n))).
We also briefly discuss how to apply an incremental variant of the Wiedemann algorithm to

compute the univariate polynomial, which is of special importance among all the polynomials in
the Gr̈obner basis. Such an variant has a complexity sensitive to the output, namely the degree of
the univariate polynomial, and is efficient when this degree is small.

Then for general ideals to which the methods above may be no longer applicable, we follow
the idea above by generalizing the linearly recurring sequence to an-dimensional mapping

E : (s1, . . . ,sn) 7−→ 〈r,Ts1
1 ∙ ∙ ∙Tsn

n e〉.
The minimal set of generating polynomials (w.r.t. a term ordering) for the linearly recurring
relation determined byE is essentially the Gröbner basis of the ideal defined byE, and this
polynomial set can be obtained via the Berlekamp–Massey–Sakata (BMS for short hereafter)
algorithm from Coding Theory Sakata (1988, 1990). With modifications of theBMS algorithm,
we design a method to change the ordering in the general case. The complexity of this algorithm
is O(nD(N+ N̂N̄D)), whereN is the maximal number of nonzero entries in matricesT1, . . . ,Tn,
while N̂ andN̄ are respectively the number of polynomials and the maximal term number of all
polynomials in the resulting Gröbner basis.

Combing all these methods above, we present a deterministic top-level algorithm, which is
able to choose automatically which method to use according to the input. The efficiency of the
proposed methods is verified by experiments. The current implementation outperforms those of
FGLM in Magma andSingular. Take a randomly generated quadratic polynomial system of 13
variables for example, it generates an ideal in shape position of degree 8192. For such an ideal,
the change of ordering to LEX can be achieved in 193.5 seconds: this is 54 times faster than the
correspondingMagma function. As shown in Table 2, zero-dimensional ideals over a prime field
of degree greater than 40000 are now tractable.
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Furthermore, the performances of these methods are heavily dependent on the sparsity of
the multiplication matrices, especiallyT1 for the shape position case. In general we assume the
multiplication matrices known. However, for generic polynomial systems consisting ofn-variate
polynomials of degreed, the sparsity ofT1 is investigated, and we are able to give an explicit
formula to compute the number of dense columns inT1 and show indeed its construction is
free. These results furnish a complete complexity analysis of the proposed method for generic
polynomial systems. Then with an asymptotic analysis of the number of dense columns asd
tends to+∞, we show the complexity of the first method for the shape position case becomes
O(

√

6/nπD2+ n−1
n ) for generic systems. Such simplified complexity is better than that ofFGLM

with smaller constant and exponent.

1.4. What is new

To be self-contained, this paper also includes results obtained in Faugère and Mou (2011) in a
refined way for description. However, several original extensions have also been presented here,
making the discussion on this subject more comprehensive: (1) For ideals in shape position, one
new algorithm is proposed based on the deterministic Wiedemann algorithm. Compared with the
previous probabilistic one, this algorithm becomes deterministic and aims at the Gröbner basis
of the radical of the input ideal. (2) The multiplication matrices are assumed known in Faugère
and Mou (2011), but here for the multiplication matrixT1 which is of special importance, its
sparsity, together with the asymptotic behaviors, and construction cost are analyzed for generic
polynomial systems. Such a study furnishes a complete understanding for the complexity of
the change of ordering for generic systems, with construction of multiplication matrices also
considered. (3) The proof of Theorem 4.1 is further simplified via introduction of known results
in the literature.

1.5. Paper structure

The organization of this paper is as follows. Related preparatory algorithms used in this paper,
along with some notations, are first reviewed in Section 2. Then Section 3 is devoted to the shape
position case, where two methods with their complexity analyses are exploited. The method
based on theBMS algorithm for the general case is presented in Section 4. Section 5 combines
all the previous methods to a top-level algorithm. The sparsity ofT1 is studied in Section 6 and
experimental results are provided in Section 7.

2. Backgrounds: FGLM and BMS algorithms

Let K[x1, . . . ,xn] be then-variate polynomial ring over a fieldK, with variables ordered as
x1 < ∙ ∙ ∙ < xn. SupposeG1 is the Gr̈obner basis of a 0-dimensional idealI ⊂ K[x1, . . . ,xn] w.r.t.
a term ordering<1. Given another term ordering<2, one wants to compute the Gröbner basis
G2 of I w.r.t. it. Denote byD the degree ofI , that is, the dimension ofK[x1, . . . ,xn]/I as a vector
space. These notations are fixed hereafter in this paper.

2.1. FGLM algorithm

TheFGLM algorithm is one to perform the change of ordering of Gröbner bases of 0-dimensional
ideals efficiently Faug̀ere et al. (1993). The reason why it is fast may be due to the idea that
it reduces the problem of ordering change to linear algebra operations in the quotient ring
K[x1, . . . ,xn]/I . Such a reduction is realized in the following way.
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First one computes the canonical basis ofK[x1, . . . ,xn]/〈G1〉 and orders its elements accord-
ing to <1. Let B = [ε1, . . . ,εD] be the ordered basis. Thenε1 will always equal1, for <1 is a
term ordering. Given a variablexi , for each elementε j in B, one can compute the normal form
of ε jxi w.r.t. G1, denoted by NormalForm(ε jxi). This normal form, viewed as an element of
K[x1, . . . ,xn]/〈G1〉, can be further written as a linear combination ofB. Writing the coefficients
as a column vector, one can construct aD×D matrix Ti by adjoining all the column vectors for
j = 1, . . . ,D. This matrix is called themultiplication matrixof xi . It is not hard to verify that all
Ti commute:TiTj = TjTi for i, j = 1, . . . ,n.

Next one handles all the terms inK[x1, . . . ,xn] one by one following<2. For each termx
s

with s = (s1, . . . ,sn), its coordinate vector w.r.t.B can be computed by

vs = Ts1
1 ∙ ∙ ∙Tsn

n e,

wheree = (1,0, . . . ,0)t is the coordinate vector of1. Then criteria proposed inFGLM guarantee
that once a linear dependency of the coordinate vectors of computed terms

∑
s∈S

csvs = 0 (1)

is found, a polynomialf ∈ G2 can be directly derived in the following form

f = x
l + ∑

s∈S,s 6=l

cs

cl

x
s , (2)

wherex
l is the leading term off w.r.t. <2 (denoted by lt( f )) Faug̀ere et al. (1993).

As can be seen now, all one needs to do to obtain the Gröbner basisG2 is computing the
coordinate vector of each term one by one, and checking whether a linear dependency of these
vectors occurs after a new vector is computed, which can be realized by maintaining an echelon
form of the matrix whose columns are coordinate vectors of previously computed terms. These
steps are merely matrix manipulations from linear algebra. A trivial upper bound for the number
of terms to consider isD+1 because of the vector size.

2.2. BMS algorithm

TheBMS algorithm from Coding Theory is a decoding algorithm to find the generating set
of the error locator ideal in algebraic geometry codes Sakata (1988, 1990); Saints and Heegard
(2002). From a more mathematical point of view, it computes the set of minimal polynomials
(w.r.t. a term ordering<) of a linearly recurring relation generated by a given multi-dimensional
array. It is a generalization of the Berlekamp–Massey algorithm, which is applied to Reed–
Solomon codes to find the generating error locator polynomial, or mathematically the minimal
polynomial of a linearly recurring sequence.

The BMS algorithm, without much modification, can also be extended to a more general
setting of order domains Cox et al. (1998); Høholdt et al. (1998). Combining with the Feng–Rao
majority voting algorithm Feng and Rao (1993), this algorithm can often decode codes with more
with (dmin−1)/2 errors if the error locations are general Bras-Amorós and O’Sullivan (2006),
wheredmin is the minimal distance. Next a concise description of theBMS algorithm is given,
focusing on its mathematical meanings.

As a vectoru = (u1, . . . ,un) ∈ Zn
≥0 and a termx

u = xu1
1 ∙ ∙ ∙xun

n ∈K[x1, . . . ,xn] are 1–1 corre-
sponding, usually we do not distinguish one from the other. A mappingE : Zn

≥0 −→K is called
a n-dimensional array. In Coding Theory, the arrayE is usually a syndrome array determined
by the error word Saints and Heegard (2002). Besides the term ordering, we define the following
partial ordering: for two termsu = (u1, . . . ,un) andv = (v1, . . . ,vn), we say thatu ≺ v if ui ≤ vi
for i = 1, . . . ,n.
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Definition 2.1. Given a polynomialf = ∑s fsxs ∈K[x1, . . . ,xn], an-dimensional mappingE is
said to satisfy then-dimensional linearly recurring relationwith characteristic polynomial fif

∑
s

fsEs+r = 0, ∀r ≻ 0. (3)

The set of all characteristic polynomials of then-dimensional linearly recurring relation for the
arrayE forms an ideal, denoted byI(E). Again in the setting of decoding whenE is a syndrome
array, this ideal is called theerror locator idealfor E, and its elements are callederror locators.
The definition ofI(E) used here in this paper follows Saints and Heegard (2002), and one can
easily see that this definition is equivalent to that in Cox et al. (1998) by (Saints and Heegard,
2002, Thereom 23).

Furthermore, the set of minimal polynomials forI(E) w.r.t. <, which theBMS algorithm
computes, is actually the Gröbner basis ofI(E) w.r.t.< (Sakata, 1990, Lemma 5). The canonical
basis ofK[x1, . . . ,xn]/I(E) is also called thedelta setof E, denoted by∆(E). The term “delta
set” comes from the property that ifu ∈ Zn

≥0 is contained in∆(E), then∆(E) also contains all
elementsv ∈ Zn

≥0 such thatv ≺ u.
Instead of studying the infinite arrayE as a whole, theBMS algorithm deals with a truncated

subarray ofE up to some termu according to the given term ordering<. A polynomial f with
lt( f ) = s is said to bevalid for E up tou if eitheru 6≻ s or

∑
t

ftEt+r = 0, ∀r (0≺ r ≤ u−s).

E may be omitted if no ambiguity occurs. A polynomial set is said to be valid up tou if each its
polynomial is so.

Similarly toFGLM, theBMS algorithm also handles terms inK[x1, . . . ,xn] one by one accord-
ing to<, so that the polynomial setF it maintains is valid up to the new term. SupposeF is valid
up to some termu. When the next term ofu w.r.t. <, denoted by Next(u), is considered, the
BMS algorithm will updateF so that it keeps valid up to Next(u). Meanwhile, terms determined
by Next(u) are also tested whether they are members of∆(E). Therefore, more and more terms
will be verified in∆(E) as theBMS algorithm proceeds. The set of verified terms in∆(E) after
the termu is called thedelta set up tou and denoted by∆(u). Then we have

∆(1) ⊂ ∙∙ ∙ ⊂ ∆(u) ⊂ ∆(Next(u)) ⊂ ∙∙ ∙ ⊂ ∆(E).

After a certain number of terms are considered,F and∆(u) will grow to the Gr̈obner basis of
I(E) and∆(E) respectively.

Next only the outlines of the update procedure mentioned above, which is also the main part
of theBMS algorithm, are presented as Algorithm 1 for convenience of later use. More details
will also be provided in Section 4. One may refer to Saints and Heegard (2002); Cox et al. (1998)
for a detailed description. In Algorithm 1 below, the polynomial setG, called thewitness set, is
auxiliary and will not be returned withF in the end of theBMS algorithm.

3. Shape position case: probabilistic, deterministic and incremental algorithms

In this section, the case when the idealI is in shape position is studied.

Definition 3.1. An idealI ⊂K[x1, . . . ,xn] is said to bein shape positionif its Gröbner basis w.r.t
LEX is of the following form

[ f1(x1),x2− f2(x1), . . . ,xn− fn(x1)]. (4)
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Algorithm 1 : (F+,G+) := BMSUpdate(F,G,Next(u),E)

Input :
F , a minimal polynomial set valid up tou;
G, a witness set up tou;
Next(u), a term;
E, an-dimensional array up to Next(u).

Output :
F+, a minimal polynomial set valid up to Next(u);
G+, a witness set up to Next(u).

(1) Test whether every polynomial inF is valid up to Next(u)
(2) UpdateG+ and compute the new delta set up to Next(u) accordingly
(3) Construct new polynomials inF+ such that they are valid up to Next(u)

One may easily see thatI here is 0-dimensional and deg( f1) = D.
Such ideals take a large proportion in all the consistent ideals and have been well studied

and applied Becker et al. (1994); Rouillier (1999). The special structure of their Gröbner bases
enables us to design specific and efficient methods to change the term ordering to LEX. In the
following, methods designed for different purposes, along with their complexity analyses, are
exploited.

Throughout this section, we assume the multiplication matrixT1 is nonsingular. Otherwise,
one knows by the Stichelberger’s theorem (cf. (Rouillier, 1999, Theorem 2.1)) thatx1 = 0 will be
a root of the univariate polynomial inI ’s Gröbner basis w.r.t. LEX, and sometimes the polynomial
system can be further simplified.

3.1. Probabilistic algorithm to compute Gröbner basis of the ideal

3.1.1. Algorithm description

Given a 0-dimensional idealI , if the univariate polynomialf1(x1) in its Gröbner basis w.r.t.
LEX is of degreeD, then we knowI is in shape position.

The way to compute such a univariate polynomial is the Wiedemann algorithm. Consider now
the following linearly recurring sequence

s= [〈r,T i
1e〉 : i = 0, . . . ,2D−1], (5)

wherer is a randomly generated vector inK(D×1), T1 is the multiplication matrix ofx1, e is
the coordinate vector of1 w.r.t the canonical basis ofK[x1, . . . ,xn]/I , and〈∙, ∙〉 takes the inner
product of two vectors. It is not hard to see that the minimal polynomialf̃1 of the sequence
s is a factor of f1. As D is always a bound on the size of the linearly recurring sequence, the
Berlekamp–Massey algorithm can be applied to the sequences to computef̃1. Furthermore, if
deg( f̃1) = D, then f̃1 = f1 andI can be verified in shape position.

Suppose deg( f̃1) = D holds and fi in (4) is of the form fi = ∑D−1
k=0 ci,kxk

1 for i = 2, . . . ,n.
Then computing the whole Gröbner basis ofI w.r.t. LEX reduces to determining all the unknown
coefficientsci,k. Before we show how to recover them, some basic results about linearly recurring
sequences are recalled.
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Definition 3.2. Let s= [s0,s1,s2, ∙ ∙ ∙ ] be a sequence of elements inK andd an integer. Thed×d
Hankel matrixis defined as

Hd(s) =

















s0 s1 s2 ∙ ∙ ∙ sd−1

s1 s2 s3 ∙ ∙ ∙ sd

...
...

...
...

...

sd−1 sd sd+1 ∙ ∙ ∙ s2d−2

















.

Theorem 3.1 (Jonckheere and Ma (1989)). Let s = [s0,s1,s2, ∙ ∙ ∙ ] be a linearly recurring se-
quence. Then the minimal polynomialM(s)(x) = ∑d

i=0mixiof the sequences is such that:
(i) d = rank(Hd(s)) = rank(Hi(s)) for all i > d;

(ii) ker(Hd+1(s)) is a vector space of dimension 1 generated by(m0,m1, . . . ,md)
t .

For eachi = 2, . . . ,n, asxi −∑D−1
k=0 ci,kxk

1 ∈ I , one has NormalForm(xi −∑D−1
k=0 ci,kxk

1) = 0, thus

vi := Tie =
D−1

∑
k=0

ci,k ∙Tk
1 e.

Multiplying T j
1 and taking the inner product with a random vectorr to both hands forj =

1, . . . ,D−1, one can further constructD linear equations

〈r,T j
1 vi〉 =

D−1

∑
k=0

ci,k ∙ 〈r,Tk+ j
1 e〉, j = 0, . . . ,D−1. (6)

With ci,k considered as unknowns, the coefficient matrixH with entries〈r,Tk+ j
1 e〉 is indeed a

D×D Hankel matrix, and thus invertible by Theorem 3.1. Furthermore, the linear equation set
(6) with the Hankel matrixH can be efficiently solved Brent et al. (1980). All the solutions of
these linear systems fori = 2, . . . ,n will lead to the Gr̈obner basis we want to compute.

The method above is summarized in the following algorithm, whose termination and correct-
ness are direct results based on previous discussions. The subfunction BerlekampMassey() is the
Berlekamp–Massey algorithm, which takes a sequence overK as input and returns the minimal
polynomial of this sequence Wiedemann (1986).

Remark 3.1. As can be seen from the description of Algorithm 2, such a method is a probabilis-
tic one. That is to say, it can return the correct Gröbner basis w.r.t. LEX with probabilities, and
may also fail even whenI is indeed in shape position.

3.1.2. Complexity
In this complexity analysis and others to follow, we assume that the multiplication matrices

are all known and neglect their construction cost.
Suppose the number of nonzero entries inT1 is N1. The Wiedemann algorithm (both con-

struction of the linearly recurring sequence and computation of its minimal polynomial with
the Berlekamp–Massey algorithm) will takeO(D(N1 + log(D))) field operations to return the
minimal polynomial f̃1 Wiedemann (1986).

Next we show how the linear system (6) can be generated for free. Note that for anya,b ∈
K

(D×1) andT ∈K(D×D), we have〈a,Tb〉= 〈Tt
a,b〉, whereTt denotes the transpose ofT. Thus

in (5) and (6)
〈r,T i

1e〉 = 〈(Tt
1)i

r,e〉, 〈r,T j
1 vi〉 = 〈(Tt

1) j
r,vi〉.
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Algorithm 2 : Shape position (probabilistic)G2 := ShapePro(G1,<1)

Input : G1, Gröbner basis of a 0-dimensional idealI ⊂K[x1, . . . ,xn] w.r.t. <1

Output : G2, Gröbner basis ofI w.r.t. LEX if the polynomial returned by
BerlekampMassey() is of degreeD; Fail, otherwise.

Compute the canonical basis ofK[x1, . . . ,xn]/〈G1〉 and multiplication matricesT1, . . . ,Tn;1

e := (1,0, . . . ,0)t ∈K(D×1);2

Chooser0 = r ∈K(D×1) randomly;3

for i = 1, . . . ,2D−1 do4

ri := (Tt
1)ri−1;5

end6

Generate the sequences := [〈ri ,e〉 : i = 0, . . . ,2D−1];7

f1 := BerlekampMassey(s);8

if deg( f1) = D then9

H := HD(s) // Construct the Hankel matrix10

for i = 2, . . . ,n do11

b := (〈r j ,Tie〉 : j = 0, . . . ,D−1)t ;12

Computec = (c1, . . . ,cD)t := H−1
b;13

fi := ∑D−1
k=0 ck+1xk

1;14

end15

return [ f1,x2− f2, . . . ,xn− fn];16

else17

return Fail;18

end19

Therefore, when computing the sequence (5), we can record(Tt
1)i

r (i = 0, . . . ,2D−1) and use
them for construction of the linear equation set (6).

First, as each entry〈r,Tk+ j
1 e〉 of the Hankel matrixH can be extracted from the sequence (5),

the construction ofH is free of operations. What is left now is the computation of〈(Tt
1) j

r,vi〉,
where(Tt

1) j
r has already been computed andvi = Tie = NormalForm(xi). Without loss of gen-

erality, we can assume that NormalForm(xi) = xi (this is not true only if there is a linear equation
xi + ∙ ∙ ∙ in the Gr̈obner basisG1, and in that case we can eliminate the variablexi). Consequently
vi is a vector with all its components equal to 0 except for one component equal to 1. Hence
computing〈(Tt

1) j
r,vi〉 is equivalent to extracting some component from the vector(Tt

1) j
r and

there is not additional cost.
For eachi = 2, . . . ,n, solving the linear equation setHc = bi only needsO(D log(D)) oper-

ations if fast polynomial multiplication is used Brent et al. (1980). Summarizing the analyses
above, we have the following complexity result for this method.

Theorem 3.2. Assume thatT1 is constructed (note thatT2, . . . ,Tn are not needed). If the mini-
mal polynomial of (5) computed by the Berlekamp–Massey algorithm is of degreeD, then the
complexity of this method is bounded by

O(D(N1 + log(D))+(n−1)D log(D)) = O(D(N1 +nlog(D))).

This complexity almost matches that of computing the minimal polynomial of the multiplica-
tion matrixT1 if n is small compared withD.
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3.1.3. Example
We use the following small example to show how this method applies to ideals in shape

position. Given the Gr̈obner basis of a 0-dimensional idealI ⊂ F11[x1,x2,x3] w.r.t. DRL

G1 = [x2
2 +9x2 +2x1 +6, x2

1 +2x2 +9, x3 +9],

we first compute the degree ofI asD = 4, the canonical basisB = [1,x1,x2,x1x2], and the multi-
plication matricesT1, T2 andT3.

With the random vectorr = (8,4,8,6)t ∈ K(4×1), we can construct the linearly recurring
sequence

s= [8,4,0,7,6,8,10,10].
Then the Berlekamp–Massey algorithm is applied tos to obtain the minimal polynomial̃f1 =
x4

1 + 8x1 + 9. From the equality deg( f̃1) = D = 4, we know now the input idealI is in shape
position.

The Hankel coefficient matrix

H =

















8 4 0 7

4 0 7 6

0 7 6 8

7 6 8 10

















is directly derived froms. Next take the computation of the polynomialx2 − f2(x1) ∈ G2 for
example, the vectorb = (8,6,8,3)t is constructed. The solution of the linear equation setHc = b

beingc = (1,0,5,0)t , we obtain the polynomial inG2 asx2 + 6x2
1 + 10. The other polynomial

x3− f3(x1) can be similarly computed. In the end, we have the Gröbner basis ofI w.r.t. LEX

G2 = [x4
1 +8x1 +9, x2 +6x2

1 +10, x3 +9].

3.2. Deterministic algorithm to compute Gröbner basis of radical of the ideal

As already explained in Remarks 3.1, the classical Wiedemann algorithm is a probabilistic
one. For a vector chosen at random, it may only return a proper factorf̃1 of the polynomialf1,
i.e., f̃1| f1 but f̃1 6= f1. In fact, the deterministic Wiedemann algorithm can be applied to obtain
the univariate polynomialf1, then one knows for sure whetherI is in shape position or not. The
main difficulty is to compute the other polynomialsf2, . . . , fn in a deterministic way.

In the following we present an algorithm to compute the Gröbner basis of the radical of the
idealI . Indeed, in most applications, only the zeros of a polynomial system are of interest and we
do not need to keep their multiplicities. Hence it is also important to design an efficient method
to perform the change of ordering of Gröbner basis of an idealI in a way that the output is the
Gröbner basis of

√
I .

3.2.1. Deterministic version of the Wiedemann algorithm
The way how this deterministic variant of the Wiedemann algorithm proceeds is first recalled.

Instead of a randomly chosen vector in the classical Wiedemann algorithm, in the deterministic
version all the vectors of the canonical basis ofK

(D×1)

e1 = (1,0, . . . ,0)t ,e2 = (0,1,0, . . . ,0)t , . . . ,eD = (0, . . . ,0,1)t

are used. One first computes the minimal polynomialf1,1 of the linearly recurring sequence

[〈e1,T
j

1 e〉 : j = 0, . . . ,2D−1]. (7)
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Supposed1 = deg( f1,1), andb1 = f1,1(T1)e. If b1 = 0, one hasf1,1 = f1 and the algorithm ends;
else it is not hard to see that the minimal polynomialf1,2 of the sequence

[〈e2,T
j

1 b1〉 : j = 0, . . . ,2(D−d1)−1]

is indeed a factor off1/ f1,1, a polynomial of degree≤D−d1 (that is why only the first 2(D−d1)
terms are enough in the above sequence). Next, one computesb2 = f1,1 f1,2(T)e and checks
whetherb2 = 0. If not, the above procedure is repeated and so on. This method ends withr (≤D)
rounds and one findsf1 = f1,1 ∙ ∙ ∙ f1,r .

3.2.2. Deterministic algorithm description
First we study the general case when a factor off1 is found. Suppose a vectorw ∈K(D×1) is

chosen to construct the linearly recurring sequence

[〈w,T i
1e〉 : i = 0, . . . ,2D−1], (8)

and the minimal polynomial of this sequence isf̃1, a proper factor off1 of degreed. We show
how to recover the Gröbner basis ofI + 〈 f̃1〉 w.r.t. LEX. Since the idealI is in shape position, it
is not hard to see that the idealI + 〈 f̃1〉 is also in shape position, and its Gröbner basis w.r.t. LEX
is indeed[ f̃1,x2− f̃2, . . . ,xn− f̃n], where f̃i is the remainder offi modulo f̃1 for i = 2, . . . ,n.

Now for eachi, we can construct the linear system similar to (6)

〈w,T j
1 Tie〉 =

d−1

∑
k=0

yk ∙ 〈w,Tk+ j
1 e〉, j = 0, . . . ,d−1, (9)

wherey0, . . . ,yd−1 are the unknowns. As thed×d Hankel matrix of (8) is invertible by Theorem
3.1, there is a unique solutionci,0,ci,1, . . . ,ci,d−1 for (9). Next we will connect this solution and
a polynomial in the Gr̈obner basis ofI + 〈 f̃1〉, and the following lemma is useful to show this
connection.

Lemma 3.3. Supposef̃1 is the minimal polynomial of (8) for somew ∈ K(D×1), T̃1 the multi-
plication matrix ofx1 of the idealI + 〈 f̃1〉 w.r.t. <1, andẽ = (1,0, . . . ,0) ∈K(d×1) the canonical
basis of1 inK[x1, . . . ,xn]/(I +〈 f̃1〉). Then f̃1 is also the minimal polynomial of[ẽ, T̃1ẽ, T̃2

1 ẽ, . . .].

Proof. Supposef̃1 = xd
1 +∑d−1

k=0 akxk
1. Then according toFGLM criteria, for the idealI + 〈 f̃1〉,

T̃d
1 e =

d−1

∑
k=0

akT̃
k
1 e

is the first linear dependency of the vectors ˜e, T̃1ẽ, T̃2
1 ẽ, . . . when one checks the vector sequence

[ẽ, T̃1ẽ, T̃2
1 ẽ, . . .]. That is to say,f̃1 is also the minimal polynomial of[ẽ, T̃1ẽ, T̃2

1 ẽ, . . .]. 2

Proposition 3.4. Supposew ∈K(D×1) is such a vector that a proper factorf̃1 of f1 of degreed <
D is found from the linearly recurring sequence (8). Then for eachi = 2, . . . ,n, the polynomial
xi −∑d−1

k=0 ci,kxk
1, whereci,0,ci,1, . . . ,ci,d−1 is the unique solution of (9), is in the Gröbner basis of

I + 〈 f̃1〉 w.r.t. LEX.

Proof. Let T̃1, . . . , T̃d be the multiplication matrices of the idealI + 〈 f̃1〉 w.r.t. <1.
For eachi = 2, . . . ,n, supposexi −∑d−1

k=0 c̃i,kxk
1 is the corresponding polynomial in the Gröbner

basis ofI + 〈 f̃1〉 w.r.t. LEX. ThenT̃i ẽ = ∑d−1
k=0 c̃i,kT̃k

1 ẽ holds, and for any vector ˜w ∈K(d×1), we
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have

〈w̃, T̃ j
1 T̃i ẽ〉 =

d−1

∑
k=0

c̃i,k ∙ 〈w̃, T̃k+ j
1 ẽ〉, j = 0, . . . ,d−1.

As long as ˜w is chosen such that the coefficient matrix is invertible, the coefficients ˜ci,0, c̃i,1, . . . , c̃i,d−1

will be the unique solution of the linear equation set

〈w̃, T̃ j
1 T̃i ẽ〉 =

d−1

∑
k=0

yk ∙ 〈w̃, T̃k+ j
1 ẽ〉, j = 0, . . . ,d−1. (10)

Therefore, to prove the correctness of the proposition, it suffices to show that there exists
w̃ ∈K(d×1) such that the coefficient matrix of (10) is invertible, and that the two linear equation
sets (9) and (10) share the same solution. In particular, we will prove (9) and (10) are the same
themselves for some ˜w.

To prove that, we need to show the two Hankel matrices and the vectors in the left hands of
(9) and (10) are the same. That is, for some vector ˜w

(i) 〈w,T j
1 e〉 = 〈w̃, T̃ j

1 ẽ〉, for j = 0, . . . ,2d−2;
(ii) 〈w,T j

1 Tie〉 = 〈w̃, T̃ j
1 T̃i ẽ〉, for j = 0, . . . ,d−1.

Next we will prove these two arguments respectively.
(i) We take the firstd equations in (i)

〈w,T j
1 e〉 = 〈w̃, T̃ j

1 ẽ〉, j = 0, . . . ,d−1.

As the vectors ˜e, T̃1ẽ, . . . , T̃d−1
1 ẽ are linearly independent, the above linear equation set has a

uniquesolutionw for the unknown ˜w. From Lemma 3.3, the vector sequence[ẽ, T̃1ẽ, T̃2
1 ẽ, . . .]

and the sequence (8) share the same minimal polynomialf̃1 of degreed. Thus there exista0, . . . ,ad−1∈
K such that

T̃d
1 ẽ =

d−1

∑
k=0

akT̃
k
1 ẽ, 〈w,Td

1 e〉 =
d−1

∑
k=0

ak〈w,Tk
1 e〉.

Hence

〈w, T̃d
1 ẽ〉 = 〈w,

d−1

∑
k=0

akT̃
k
1 ẽ〉 =

d−1

∑
k=0

ak〈w, T̃k
1 ẽ〉 =

d−1

∑
k=0

ak〈w,Tk
1 e〉 = 〈w,Td

1 e〉.

Other equalities in (i) forj = d+1, . . . ,2d−2 can also be proved similarly. Actually, the equality
〈w,T j

1 e〉 = 〈w0, T̃
j

1 ẽ〉 holds for anyj = 0,1, . . ..
(ii) Since there is a polynomialxi −∑D−1

k=0 a′kx
k
1 in the Gr̈obner basis ofI w.r.t. LEX, where

a′0, . . . ,a
′
D−1 ∈ K, we knowTie = ∑D−1

k=0 a′kT
k
1 e. Then on one hand, for the vectorw and any

i = 0, . . . ,d−1, we have

〈w,T j
1 Tie〉 =

D−1

∑
k=0

a′k〈w,Tk+ j
1 e〉.

On the other hand, asxi −∑D−1
k=0 a′kx

k
1 ∈ I , we havexi −∑D−1

k=0 a′kx
k
1 ∈ I + 〈 f̃1〉, and thusT̃i ẽ =

∑D−1
k=0 a′kT̃

k
1 ẽ. Therefore for the vectorw and anyj = 0, . . . ,d−1,

〈w, T̃ j
1 T̃i ẽ〉 =

D−1

∑
k=0

a′k〈w, T̃k+ j
1 ẽ〉 =

D−1

∑
k=0

a′k〈w,Tk+ j
1 e〉 = 〈w,T j

1 Tie〉.

This ends the proof. 2
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Now let us return to the special case of the deterministic Wiedemann algorithm, where unit
vectors are used to findf1 = f1,1 ∙ ∙ ∙ f1,r with r ≤ D and deg( f1,i) = di . Suppose deg( f1) = D
so the idealI is verified in shape position. In theith step of the algorithm, the unit vectorei is
applied to construct the linearly recurring sequence

[〈ei ,T
j

1 bi−1〉 : j = 0, . . . ,2(D−
i−1

∏
k=1

dk)−1],

wherebi−1 = ∏i−1
k=1 f1,k(T1)e. With this sequence the factorf1,i is computed. As the above se-

quence is the same as

[〈(
i−1

∏
k=1

f1,k(T1))
t
ei ,T

j
1 e〉 : j = 0, . . . ,2(D−

i−1

∏
k=1

dk)−1],

from Proposition 3.4 we can recover efficiently the Gröbner basis ofI + 〈 f1,i〉 w.r.t. LEX by
constructing and solving linear equation sets with Hankel coefficient matrices.

So we have at hands the factorizationf1 = f1,1 ∙ ∙ ∙ f1,r , together with the Gr̈obner basis of
I + 〈 f1,i〉 w.r.t. LEX for i = 1, . . . , r. Suppose the Gröbner basis fori is

Pi = [ f1,i ,x2− f2,i , . . . ,xn− fn,i ]. (11)

Then to recover the polynomialsf j in (4) for j = 2, . . . ,n, we have the following modulo equation
set constructed fromP1, . . . ,Pr :











f j ≡ f j,1 mod f1,1

∙ ∙ ∙
f j ≡ f j,r mod f1,r

. (12)

Now it is natural to give a try of the Chinese Remainder Theorem (short asCRT hereafter).
To use theCRT, we have to check first whetherf1,1, . . . , f1,r are pairwise coprime. One simple

case is whenf1 is squarefree, or in other words the input idealI is radical itself. In that case, the
direct application ofCRT will lead to the Gr̈obner basisG of I w.r.t. LEX, and the change of
ordering ends.

When the polynomialf1 is not squarefree, theCRT does not apply directly. In this case, the
Gröbner basis of

√
I w.r.t. LEX is our aim. Before the study on how to recover this Gröbner basis,

we first make clear how a polynomial set of form (4) can be split to a series of polynomial sets
with a certain zero relation according to some factorization off1. The following proposition is a
direct result of (Lazard, 1992, Proposition 5(i)), and it is actually a splitting technique commonly
used in the theory of triangular sets Wang (2001). In what follows, Z(F) denotes the common
zeros of a polynomial setF ∈K[x1, . . . ,xn] in K

n
, whereK is the algebraic closure ofK.

Proposition 3.5. Let T ⊂K[x1, . . . ,xn] be a polynomial set in the form

[t1(x1),x2− t2(x1), . . . ,xn− tn(x1)],

andt1 = t1,1 ∙ ∙ ∙ t1,r . For i = 1, . . . , r, define

T(i) = [t1,i ,x2− t2,i , . . . ,xn− tn,i ],

wheret j,i is the remainder oft j modulo t1,i for j = 2, . . . ,n. Then we have the following zero
relation

Z(T) =
r

⋃

i=1

Z(T(i)). (13)
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Let f 1 be the squarefree part off1. As eachPi in (11) satisfies the form in Proposition 3.5, we
can computet new polynomialsetsP j whose univariate polynomials inx1 is f 1, j for j = 1, . . . , t,
suchthat f 1 = ∏t

j=1 f 1, j , and f 1, j are pairwise coprime. These new polynomial sets can be found

in the following way. Setp = f 1. We start withj = 1 andcomputesf 1, j = gcd( f1, j , p). As long
as this polynomial is not equal to 1, a new polynomialsetP j whose univariate polynomialis f 1, j

is constructed fromPj by Proposition 3.5. Next setp := p/ f 1, j and check whetherp = 1. If so,
we know we already have enough new polynomial sets; otherwisej := j + 1, and the process
above is repeated.

Now we reduce the current case to the earlier onewith f 1 squarefreeandP1, . . . ,Pt to con-
struct the modulo equation sets. Thus the Gröbner basis of

√
I w.r.t. LEX can be obtained simi-

larly (note that extracting the squarefree part off1 results in the radical ofI ).
The whole method based on the deterministic Wiedemann algorithm is summarized in Al-

gorithm 3 below. The subfunction Sqrfree() returns the squarefree part of the input polynomial.
The operator “cat” means concatenating two sequences.

Remark 3.2. If the factorsf1,1, . . . , f1,r of f1 returned by the deterministic Wiedemann algorithm
are pairwise coprime (which needs extra computation to test), the Gröbner basis ofI w.r.t. LEX
can be computed from theCRT.

The method of the deterministic version described above is also applicable to the Wiede-
mann algorithm with several random vectors. To be precise, when the first random vector does
not return the correct polynomialf1, one may perform a similar procedure as the deterministic
Wiedemann algorithm by updating the sequence with a newly chosen random vector (instead of
ei in the basis) and repeating Wiedemann (1986). In that case, the method above withCRT can
also be used to compute the Gröbner basis of

√
I w.r.t. LEX.

3.2.3. Complexity
Next the computational complexity, namely the number of field operations needed, for the

deterministic method for ideals in shape position is analyzed.
(1) In total the deterministic Wiedemann algorithm needs

O(D(N1 +D log(D) log log(D)))

operations if fast polynomial multiplications are used Wiedemann (1986). HereN1 still denotes
the number of nonzero entries inT1.

(2) Next at mostD structured linear equation sets with Hankel coefficient matrices are con-
structed and solved, each with maximum operationsO(D log(D)). Hence this procedure needs
O(D2 log(D)) operations at most.

(3) The squarefreepart f 1 of f1 can be obtained with complexity at mostO(D2 log(D)) for the
case whenK has characteristic 0 andO(D2 log(D)+D log(q/p)) for characteristicp> 0 respec-
tively, where|K| = q (Von Zur Gathen and Gerhard, 2003, Theorem 14.20 and Exercise 14.30).
For the case whenf1 is not squarefree, supposet new polynomialsetsP1, . . . ,Pt are needed, and
deg( f 1,i) = di for i = 1, . . . , t. To compute eachsetPi of the form (4),n− 1 polynomial divi-
sions are needed to find the remainders, with complexityO(ndiD). Hence the total complexity to
obtainP1, . . . ,Pt is

O(
t

∑
i=1

ndiD) = O(nD
t

∑
i=1

di) ≤ O(nD2),

for we have∑t
i=1di = deg( f 1) < D.
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Algorithm 3 : Shape position (deterministic)G2 := ShapeDet(G1,<1)

Input : G1, Gröbner basis of a 0-dimensional idealI ⊂K[x1, . . . ,xn] w.r.t. <1

Output : G2, Gröbner basis of
√

I w.r.t. LEX if I is in shape position;Fail, otherwise.

Compute the canonical basis ofK[x1, . . . ,xn]/〈G1〉 and multiplication matricesT1, . . . ,Tn;1

e1 = (1,0, . . . ,0)t ,e2 = (0,1,0, . . . ,0)t , . . . ,eD = (0, . . . ,0,1)t ∈K(D×1);2

k := 1; F := []; f ;= 1; d := 0; b = e1; S= [];3

while b 6= 0 do4

s := [〈ek,T i
1b〉 : i = 0,1, . . . ,2(n−d)−1];5

g := BerlekampMassey(s);6

f := f ∙g; d := deg( f ); F := F cat [g]; b := g(T1)b; S:= Scat [s];7

k := k+1;8

end9

(SupposeF = [ f1,1, . . . , f1,r ]) f1 := ∏r
i=1 f1,i ;10

if deg( f1) 6= D then11

return Fail12

else13

for i = 1, . . . , r do14

di := deg( f1,i);15

for j = 2, . . . ,n do16

Construct the Hankel matrixH j and the vectorb from S;17

Computec = (c1, . . . ,cdi )
t := H−1

j b; fi, j := ∑di
k=0ck+1xk

1;18

end19

end20

f 1 := Sqrfree( f1);21

if f 1 6= f1 then22

Compute{[ f 1, j ,x2− f 2, j , . . . ,xn− f n, j ] : j = 1, . . . , t} from23

{[ f1,i ,x2− f2,i , . . . ,xn− fn,i ] : i = 1, . . . , r} by Proposition 3.5 suchthat
f 1 = ∏t

j=1 f 1, j and f 1, j are pairwise coprime;
end24

for j = 2, . . . ,n do25

Solve the modulo equation set (12) to getf j ;26

end27

return [ f 1,x2− f2, . . . ,xn− fn]28

end29

(4) Solving the modulo equation set (12) for eachj = 2, . . . ,n requiresO(D2) operations at
most by (Von Zur Gathen and Gerhard, 2003, Theorem 5.7). Thus in totalO(nD2) operations are
needed for theCRT application.

Therefore, we have the following complexity result for the method with the deterministic
Wiedemann algorithm.

Theorem 3.6. Assume thatT1 is known. If the input idealI is in shape position, then this deter-
ministic method will return the Gröbner basis of

√
I w.r.t. LEX with the complexity

O(D(N1 +D(log(D) log log(D)+n))).
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3.2.4. Example
Here is a toy example to illustrate how the deterministic method works. Consider an idealI in

F2[x1,x2] generated by its Gröbner basis w.r.t. DRL

G1 := [x2x3
1 +x3

1 +x1 +1,x4
1 +x3

1 +x2 +1,x2
1 +x2

2].

Its Gröbner basis w.r.t. LEX is

G2 = [ f1 := (x1 +1)3(x2
1 +x1 +1)2,x2 +x4

1 +x3
1 +1],

from which one can see thatI is in shape position.
FromG1 the canonical basisB= [1,x1,x2,x2

1,x1x2,x3
1,x

2
1x2] and the multiplication matricesT1

andT2 are first computed. With a vectorr = (1,1,0,1,0,1,0)t ∈ F(7×1)
2 generated at random, the

classical Wiedemann algorithm will only return a proper factor(x1 +1)(x2
1 + x1 +1) of f1, and

whetherI is in shape position is unknown.
Next we use the deterministic Wiedemann algorithm to recoverf1. With e1 = (1,0, . . . ,0)t ,

a factor f1,1 = (x1 + 1)2(x2
1 + x1 + 1) of f1 is found with the Berlekamp–Massey applied to the

sequence (7). Then we update the vector

b = f1,1(T1)e = (0,1,1,0,0,0,0)t ,

and execute the second round withe2 = (0,1,0, . . . ,0)t , obtaining another factorf1,2 = (x1 +
1)(x2

1+x1+1). This time the updated vectorb = 0, thus the deterministic Wiedemann algorithm
ends, andf1 is computed asf1,1 f1,2. As deg( f1,1 f1,2) = D, now I is verified to be in shape
position.

Then we construct the linear equation sets similar to (6) to recoverf2,1 and f2,2 respectively.
The first one, for example, is

















1 0 0 0

0 0 0 1

0 0 1 1

0 1 1 1

















∙

















c0

c1

c2

c3

















=

















0

0

0

1

















.

After solving them, we have the Gröbner bases ofI + 〈 f1,1〉 andI + 〈 f1,2〉 respectively as

P1 = [(x1 +1)2(x2
1 +x1 +1),x2 +x1],

P2 = [(x1 +1)(x2
1 +x1 +1),x2 +x1].

Then the squarefreepart f 1 of f1 is computed, and we find thatI is not radical, and thus
only the Gr̈obner basisG̃2 of

√
I w.r.t. LEX may be computed. Fromf1,2 = f 1, we directly have

G̃2 = P2, and the algorithm ends.
The way to computẽG2 by CRT, which is more general, is also shown in the following. Two

new polynomialsets

P1 = [x1 +1,x2 +1], P2 = [x2
1 +x1 +1,x2 +x1]

are first computed and selected accordingto f 1 by Proposition 3.5. Then the modulo equation
set

{

f2 ≡ x2 +1 modx1 +1,

f2 ≡ x2 +x1 modx2
1 +x1 +1

as (12) is solved withCRT, resulting in the samẽG2. One can check that̃G2 is the Gr̈obner basis
of

√
I w.r.t. LEX with any computer algebra system.
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3.3. Incremental algorithm to compute the univariate polynomial

For a 0-dimensional idealI ⊂ K[x1, . . . ,xn], the univariate polynomial in its Gröbner basis
w.r.t. LEX is of special importance. For instance, it may be the only polynomial needed to solve
some practical problems. Furthermore, in the case whenK is a finite field, after the univariate
polynomial is obtained, it will not be hard to compute all its roots, for one can simplify the
original polynomial system by substituting the roots back, and sometimes the new system will
become quite easy to solve.

Besides the two methods in the previous parts, next the well-known incremental Wiedemann
algorithm dedicated to computation of the univariate polynomial is briefly recalled and discussed.

In the Wiedemann algorithm, the dominant part of its complexity comes from construction of
the linearly recurring sequence (O(DN1)), while the complexity of the Berlekamp–Massey algo-
rithm is relatively low (O(D log(D))). Hence the idea of the incremental method is to construct
the sequence incrementally to save computation and apply the Berlekamp–Massey algorithm to
each incremental step.

We start with the linearly recurring sequence[〈r,T i
1e〉 : i = 0,1] and compute its minimal

polynomial with the Berlekamp–Massey algorithm. Next we proceed step by step with the se-
quence

[〈r,T i
1e〉 : i = 0, . . . ,2k−1]

until the returned polynomial coincides with the one in the previous step. Then this minimal
polynomial equals the univariate polynomialf we want to compute with a large probability.

Suppose deg( f ) = d. Then the number of steps the method takes is bounded byd+1. In other
words, the method stops at most after the sequence[〈r,T i

1e〉 : i = 0, . . . ,2d+1] is handled. The
number of field operations to construct the sequences isO(dN1), while the total complexity to
compute the minimal polynomials with the Berlekamp–Massey algorithm isO(∑d+1

k=1 k2) = O(d3)
(note that in the incremental case, the fast Berlekamp–Massey with complexityO(k log(k)) is
not applicable). Therefore the overall complexity for the incremental Wiedemann method to
compute the univariate polynomial isO(dN1 + d3). As can be seen here from this complexity,
this incremental method is sensitive to the output polynomialf . When the degreed is relatively
small compared withD, this method will be useful.

4. General case:BMS-based algorithm

In the general case when the idealI may not be in shape position, perhaps those methods
described in Section 3 will not be applicable. However, we still want to follow the idea of
constructing linearly recurring sequences and computing their minimal polynomials with the
Berlekamp–Massey algorithm. The way to do so is to generalize the linearly recurring sequence
to a multi-dimensional linearly recurring relation and apply theBMS algorithm to find its mini-
mal generating set.

4.1. Algorithm description

We first define an-dimensional mappingE : Zn
≥0 −→K as

(s1, . . . ,sn) 7−→ 〈r,Ts1
1 ∙ ∙ ∙Tsn

n e〉, (14)

wherer ∈K(D×1) is a random vector. One can easily see that such a mapping is an-dimensional
generalization of the linearly recurring sequence constructed in the Wiedemann algorithm.
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Note thatTs1
1 ∙ ∙ ∙Tsn

n e in the definition ofE above is the coordinate vector of(s1, . . . ,sn) in
theFGLM algorithm. As a polynomialf in the Gr̈obner basis ofI is of form (2), and the linear
dependency (1) holds, one can verify thatf satisfies (3) and thus is a polynomial inI(E). The
BMS algorithm is precisely the one to compute the Gröbner basis ofI(E) w.r.t. to a term ordering,
so one may first construct the mappingE via T1, . . . ,Tn, and attempts to compute the Gröbner
basis ofI from theBMS algorithm applied toI(E).

We remark thatf is in I(E) for any vectorr. In fact, the idea above is a multi-dimensional
generalization of the Wiedemann algorithm. The minimal polynomialg of the Krylov sequence
[b,Ab,A2

b, . . .] is what the Wiedemann algorithm seeks, forg directly leads to a solution of the
linear equationAx = b for a nonsingular matrixA and vectorb. Then a random vector is chosen
to convert the sequence to a scalar one

[〈r,b〉,〈r,Ab〉,〈r,A2
b〉, . . .],

and the Berlekmap–Massey algorithm is applied to find the minimal polynomial of this new
sequence, in the hope thatg can be obtained. While the method proposed here converts the
mapping from(s1, . . . ,sn) to its coordinate vector in theFGLM to an-dimensional scalar mapping
with a random vector, and then theBMS algorithm (generalization of Berlekamp–Massey) is
applied to find the minimal polynomial set, which is also the Gröbner basis, w.r.t. to a term
ordering.

This method for computing the Gröbner basis ofI makes full use of the sparsity ofT1, . . . ,Tn,
in the same way as how the Wiedemann algorithm takes advantage of the sparsity ofA. The
method is a probabilistic one, also the same as the Wiedemann algorithm. This is reasonable for
the idealI(E) derived from then-dimensional mapping may lose information ofI because of the
random vector, withI ⊂ I(E). Clearly, whenI is maximal (corresponding to the case wheng in
the Wiedemann algorithm is irreducible),I(E) will be equal toI . Furthermore, as polynomials in
the Gr̈obner basis are characterized by the linear dependency in (1), we are always able to check
whether the Gr̈obner basis ofI(E) returned by theBMS algorithm is that ofI .

Remark 4.1. When the term ordering in theBMS algorithm is LEX, computation of the univari-
ate polynomial in this method is exactly the same as that described in Section 3.1. This is true
because for the LEX ordering (x1 < ∙ ∙ ∙ < xn), the terms are ordered as

[1,x1,x
2
1, . . . ,x2,x1x2,x

2
1x2, . . .],

hence the first part ofE is E((p1,0, . . . ,0)) = 〈r,T p1
1 e〉, and theBMS algorithm degenerates to

the Berlekamp–Massey one.

Another fact we would like to mention is that theBMS algorithm from Coding Theory is
mainly designed for graded term orderings like DRL, for such orderings areArchimedeanand
have good properties to use in algebraic decoding Cox et al. (1998). But it also works for other
orderings, though extra techniques not contained in the original literature have to be introduced
for orderings dependent on LEX (like LEX itself or block orderings which break ties with LEX).

Take the term ordering LEX for instance, an extra polynomial reduction is performed after
every BMSUpdate() step to control the size of intermediate polynomials. This is actually not
a problem for orderings like DRL, for in that case the leading term of a polynomial will give a
bound on the size of terms in that polynomial. We also have to add an extra termination check for
each variablexi , otherwise theBMS algorithm will endlessly follow a certain part of the terms.
For example, all variables in the sequence[1,x1,x2

1, . . .] are smaller thanx2, and the originalBMS

does not stop handling that infinite sequence by itself.
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With all the discussions, the algorithm is formulated as follows. The “Termination Criteria”
here in this description mean thatF does not change for a certain number of iterations. The
subfunction Reduce(F) performs reduction onF so that every polynomialf ∈ F is reduced w.r.t.
F \{ f}, and IsGB(F) returnstrue if F is the Gr̈obner basis ofI w.r.t. LEX andfalse otherwise.

Algorithm 4 : General caseG2 := BMSbased(G1,<1)

Input : G1, Gröbner basis of a 0-dimensional idealI ⊂K[x1, . . . ,xn] w.r.t. <1

Output : Gröbner basis ofI w.r.t. <2; or Fail, if the BMS algorithm fails returning the
correct Gr̈obner basis

Compute the canonical basis ofK[x1, . . . ,xn]/〈G1〉 and multiplication matricesT1, . . . ,Tn;1

Chooser ∈K(D×1) at random;2

u := 0; F := [1]; G := [ ]; E := [ ];3

repeat4

e := 〈r,Tu1
1 ∙ ∙ ∙Tun

n e〉;5

E := E cat [e];6

F,G := BMSUpdate(F,G,u,E);7

u := Next(u) w.r.t. <2;8

F := Reduce(F);9

until Termination Criteria;10

if IsGB(F) then11

return F12

else13

return Fail14

end15

The correctness of Algorithm 4 is obvious. Next we prove its termination. Once the loop ends,
the algorithm almost finishes. Hence we shall prove the termination of this loop. Clearly when
the polynomial setF theBMS algorithm maintains turns to the Gröbner basis ofI(E) w.r.t. <2,
the current termination criterion, namelyF keeps unchanged for a certain number of passes, will
be satisfied. And a sufficient condition forF being the Gr̈obner basis is given as Theorem 4.4
below.

4.2. Complexity

Part of earlier computation of values ofE can be recorded to simplify the computation at Line
5. Suppose the value ofE at a certain term(u1,u2, . . . ,ui−1,ui −1,ui+1, . . . ,un)

ẽ = Tu1
1 ∙ ∙ ∙Tu i−1

i ∙ ∙ ∙Tun
n e

has been computed and recorded. Then we know the value atu = (u1, . . . ,un) is

〈r,Tu1
1 ∙ ∙ ∙Tun

n e〉 = 〈r,Ti ẽ〉,

for all Ti andTj commute. Thus the computation of one value ofE can be achieved withinO(N)

operations, whereN is the maximal number of nonzero entries in matricesT1, . . . ,Tn.
Next we focus on the case when the target term ordering is LEX. The complexities of the

three steps in Algorithm 1 are analyzed below.
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(1) As an extra reduction step is applied after each iteration, the numbers of terms of polyno-
mials inF are bounded byD+1. Denote byN̂ the number of polynomials inG2. Then checking
whetherF is valid up to Next(u) needsO(N̂D) operations.

(2) The computation of the new delta set∆(Next(u)) only involves integer computations, and
thus no field operation is needed.

(3) Constructing the new polynomial setF+ valid up to Next(u) requiresO(N̂D) operations
at most. The readers may refer to Saints and Heegard (2002); Cox et al. (1998) for the way to
construct new polynomials.

In step (1) above, new values ofE other thane may be needed for the verification. The com-
plexity for computing them is stillO(N), and this is another difference from the originalBMS

algorithm for graded term orderings. After the update is complete, a polynomial reduction is
applied toF to control the size of every polynomial. This requiresO(N̂N̄D) operations, where
N̄ denotes the maximum term number of polynomials inG2. To summarize, the total operations
needed in each pass of the main loop in Algorithm 4 is

O(N+ N̂D+ N̂N̄D) = O(N+ N̂N̄D).

Hence to estimate the whole complexity of the method, we only need an upper bound for the
number of passes it takes in the main loop.

Theorem 4.1. Suppose that the input idealI ⊂K[x1, . . . ,xn] is of degreeD. Then the number of
passes of the loop in Algorithm 4 is bounded by 2nD.

Before giving the proof, we need to introduce some of the proven results on theBMS algo-
rithm for preparations. Refer to Bras-Amorós and O’Sullivan (2006); Cox et al. (1998) for more
details.

Denote the previous term ofu w.r.t. < by Pre(u). Given an-dimensional arrayE, suppose
now a polynomialf ∈ K[x1, . . . ,xn] is valid for E up to Pre(u) but not tou. Then the term
u− lt( f ) is called thespanof f and denoted by Span( f ), while the termu is called thefail of
f and written as Fail( f ). When f ∈ I(E), f is valid up to every term, and in this case we define
Span( f ) := ∞. The following proposition reveals the importance of spans.

Proposition 4.2 ( (Bras-Amoŕos and O’Sullivan, 2006, Corollary 9)). ∆(E) = {Span( f ) : f 6∈
I(E)}.

Define I(u) := { f ∈ K[x1, . . . ,xn] : Fail( f ) > u}. Such a set is not an ideal but is closed
under monomial multiplication: supposing thatF ∈ 〈a〉(u), we havetF ∈ 〈a〉(u) for every term
t ∈K[x1, . . . ,xn].

Proposition 4.3 ( (Bras-Amoŕos and O’Sullivan, 2006, Proposition 6)). For eachu, ∆(u) =
{Span( f ) : f 6∈ I(u)}. Furthermore,v ∈ ∆(u) \∆(Pre(u)) if and only if v ≺ u andu− v ∈
∆(u)\∆(Pre(u)).

The above proposition states when a term in∆(E) is determined, and it is going to be used
extensively in the sequel. Also from this proposition, one can derive the following termination
criteria for theBMS algorithm, which are mainly designed for graded term orderings like DRL.

Theorem 4.4( (Cox et al., 1998, pp.529, Proposition (3.12)) ). Let cmax be the largest element
of ∆(E) andsmax be the largest element of{lt(g) : g∈ G}, whereG is the Gr̈obner basis ofI(E)
w.r.t. <.
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Fig. 1. Delta set (+) and terms needed (⋄) for Cyclic5-2

(1) For allu ≥ cmax+cmax, ∆(u) = ∆(E) holds.
(2) For all v ≥ cmax+ max{cmax,smax}, the polynomial setF the BMS algorithm maintains

equalsG.

As explained in Section 4.1, actually the term ordering LEX is not the one of interest in
Coding Theory and does not possess some properties needed for a good order domain. But the
results stated above are still correct. In particular, Theorem 4.4 indicates when the iteration in the
BMS algorithm ends. For graded term orderings like DRL, once the termination term is fixed,
the whole intermediate procedure in theBMS algorithm is also determined. However, for LEX
it is not the case. We have to study carefully what happens between the starting term1 and the
termination term indicated by Theorem 4.4.

Next we first illustrate the procedure for a 2-dimensional example derived from Cyclic5. Both
the delta set (marked with crosses) and the terms handled by theBMS algorithm (with diamonds)
are shown in Figure 1.

Thecmaxandsmax in Theorem 4.4 are respectively(4,6) and(0,7). In fact, theBMS algorithm
obtains the whole delta set at(8,12) = cmax+cmax, and the polynomial set it maintains grows to
the Gr̈obner basis at(4,13) = cmax+smax, which is also where the algorithm ends.

Next we go into some details of what happens when a diamond row is handled by theBMS

algorithm. We call a diamond (or cross) row thejth diamond (or cross) row if terms in this
row are(i, j). Then for the 0th diamond row, theBMS algorithm degenerates to the Berlekamp–
Massey one to compute the univariate polynomialf1(x1). Here 30 diamond terms are needed
because the minimal polynomial is of degree 15.

For other rows in Figure 1, from Proposition 4.3, one knows that at ajth diamond rows with
an odd j, the delta set does not change. Thus such diamond rows are only bounded by the latest
verified row in the delta set. This is because otherwise a wrong term in the delta set will be added
if other diamond terms are handled. For example, the 3rd diamond row is of the same length as
the 1st cross row, while the 5th diamond row is as that of the 2nd cross one.

For a 2kth diamond row, its number is related to two cirteria. On one hand, again from Proposi-
tion 4.3, thekth cross row is determined while the 2kth diamond row is handled in theBMS algo-
rithm. Denote bycmax(k) the largest term in thekth cross row, then terms up tocmax(k)+cmax(k)

21



in the 2kth diamond row have to be handled to furnish thekth cross row. On the other hand, the
number of 2kth diamond row is also bounded by the latest verified cross row, as the odd dia-
mond ones. The first criterion is shown by the 6th diamond and the 3rd cross rows, while the 4th
diamond row is the result of both criteria.

For a termu = (u1, . . . ,ui ,0, . . . ,0) ∈ K[x1, . . . ,xi ], in the proof below we write it asu =

(u1, . . . ,ui) for simplicity, ignoring the lastn− i zero components in the terms.

Proof. (of Theorem 4.1) SupposeG is the Gr̈obner basis ofI(E) theBMS algorithm computes.
Denote the number of terms needed in theBMS algorithm to computeG∩K[x1, . . . ,xi ] by χi , and
∆i := ∆(E)∩K[x1, . . . ,xi ]. FromI ⊆ I(E) one knows that∆(E) is a subset of the canonical basis
of K[x1, . . . ,xn]/I , thus|∆(E)| ≤ D. Therefore to prove the theorem, it suffices to show 2n|∆(E)|
is an upper bound.

We induce on the number of variablei of K[x1, . . . ,xi ]. For i = 1, theBMS algorithm degen-
erates to the Berlekamp–Massey, and one can easily see thatχ1 ≤ 2|∆1| holds. Now suppose
χk ≤ 2k|∆k| for k(< n). Next we proveχk+1 ≤ 2(k+1)|∆k+1|.

As previously explained, in the terms to computeG∩K[x1, . . . ,xk+1], the terms(u1, . . . ,uk,2l)
are determined by two factors: terms(v1, . . . ,vk, l) in ∆k+1, and the latest verified terms in the
delta set. First we ignore those(u1, . . . ,uk,2l) terms determined by the latter criterion, and denote
by Tk+1 all the remaining ones inK[x1, . . . ,xk+1]. We claim that|Tk+1| is bounded by(2k+

1)|∆k+1|.
From Theorem 4.4, we can suppose there exists some integerm, such that

Tk+1 =
⋃

l=0,...,2m+1

Tk+1,l , ∆k+1 =
⋃

j=0,...,m

∆k+1, j , (15)

where

Tk+1,l := {u ∈ Tk+1 : u = (u1, . . . ,uk, l)},
∆k+1, j := {u ∈ ∆k+1 : u = (u1, . . . ,uk, j)}.

Clearly |Tk+1,0| = χk ≤ 2k|∆k|, and∆k+1,0 = ∆k. One can see that|Tk+1,2 j | is bounded by
either 2k|∆k| = 2k|∆k+1,0| (if j = 0) or 2|∆k+1, j | (≤ 2k|∆k+1, j |). Furthermore,|Tk+1,2 j+1| is
bounded by|∆k+1, j |, the number of the latest verified delta set. Hence we have

|Tk+1,2 j |+ |Tk+1,2 j+1| ≤ (2k+1)|∆k+1, j |,

which leads to|Tk+1| ≤ (2k+1)|∆k+1|.
Now we only need to show the number of all the previously ignored terms, denoted byT ′

k+1,
is bounded by|∆k+1|. SupposeT ′

k+1 =
⋃

i∈ST ′
k+1,i , whereS is a set of indexes with|S| ≤ m in

(15), and

T
′

k+1,i := {u ∈ T
′

k+1 : u = (u1, . . . ,uk, i)}.
Then for eachi, |T ′

k+1,i | is bounded by the number of the latest verified delta set, say|∆k+1,pi |.
Thus the conclusion can be proved if one notices

⋃

i∈S∆k+1,pi ⊆ ∆k+1. 2

Theorem 4.5. Assume thatT1, . . . ,Tn are constructed. The complexity for Algorithm 4 to com-
plete the change of ordering is bounded byO(nD(N+N̂N̄D)), whereN is the maximal number of
nonzero entries in the multiplication matricesT1, . . . ,Tn, andN̂ andN̄ are respectively the number
of polynomials and the maximal term number of all polynomials in the resulting Gröbner basis.
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4.3. Example

Consider the idealI ⊂ F65521[x1,x2] defined by its DRL Gr̈obner basis (x1 < x2)

G1 ={x4
2 +2x3

1x2 +21x3
2 +11x1x2

2 +4x2
1x2 +22x3

1 +9x2
2 +17x1x2 +19x2

1+

2x2 +19x1 +5,x2
1x2

2 +10x3
2 +12x2

1x2 +20x3
1 +21, x4

1 +15x2
1 +19x1 +3}.

HereF65521[x1,x2]/〈G1〉 is of dimension 12. Its basis, and further the multiplication matricesT1

andT2, can be computed accordingly.
Now we want to compute the Gröbner basisG2 of I w.r.t. LEX. With a vector

r = (6757,43420,39830,45356,52762,17712,

27676,17194,138,48036,12649,11037)t ∈ F(12×1)
65521

generated at random, the 2-dimensional mappingE is constructed. Then BMSUpdate() is applied
term by term according to the LEX ordering, with∆(u) and the polynomial setF valid up tou

shown in Table 1. For example, at the term(4,0), the polynomialx2
1 +62681x1 +41493∈ F is

not valid up to(4,0). Then the delta set is updated as{(0,0),(1,0),(2,0)}, andF is reconstructed
such that the new polynomialx3

1 +62681x2
1 +35812x1 +18557 is valid up to(4,0).

The first polynomial inG2:

g1 = x4
1 +15x2

1 +19x1 +3

is obtained at the term(7,0). Next BMSUpdate() is executed to compute other members ofI(E)
according to the remaining term sequence[x2,x1x2, . . . , x2

2,x
2
1x2

2, . . . , ], until the other polynomial
in G2:

g2 = x3
2 +7x2

1x2
2 +15x2

1x2 +2x3
1 +9

is obtained at(3,5). Now the main loop of Algorithm 4 ends. Then one can easily verify that
{g1,g2} ⊂ G2 and dim(F65521[x2,x1]/〈g1,g2〉) = 12, thusG2 = {g1,g2}.

Here is an example where this method fails. LetG= {x3
1,x

2
1x2, x1x2

2,x
3
2}⊂ F65521[x1,x2]. Then

the ideal〈G〉 is 0-dimensional with degreeD = 6. It is easy to see thatG is Gröbner basis w.r.t.
both DRL and LEX. Starting fromG as a Gr̈obner basis w.r.t. DRL, the method based on the
BMS algorithm to compute the Gröbner basis w.r.t. LEX will not be able to return the correct
Gröbner basis, even the base field itself is quite large and different random vectorsr are tried.

5. Putting all methods together: top-level algorithm

In this section, we combine the algorithms presented in the previous parts of this paper as
the following integrated top-level algorithm, which performs the change of ordering of Gröbner
bases to LEX.

We would like to mention that to integrate these three algorithms, one needs to skip some
overlapped steps in the three algorithms, like computation of the canonical basis and the multi-
plication matrices, and the choice of random vectors, etc. If one does not seek for the Gröbner
basis of

√
I , that is to say, the multiplicities of the zeros are needed, then the deterministic invari-

ant should be omitted.
Thanks to the feasibility in each algorithm to test whether the computed polynomial set is the

correct Gr̈obner basis, this top-level algorithm will automatically select which algorithm to use
according to the input, until the originalFGLM one is called if all these algorithms fail. It is also
a deterministic algorithm, though both the Wiedemann algorithm and theBMS-based method
will introduce randomness and probabilistic behaviors to the individual algorithms.
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Termu ∆(u) F : polynomial set valid up tou

(0,0) (0,0) x1,x2

(1,0) —– x1 +65437,x2

(2,0) (0,0),(1,0) x2
1 +65437x1 +21672,x2

(3,0) —– x2
1 +62681x1 +41493,x2

(4,0) (0,0),(1,0),(2,0) x3
1 +62681x2

1 +35812x1 +18557,x2

(5,0) —– x3
1 +30688x2

1 +45566x1 +54643,x2

(6,0) (0,0),(1,0),(2,0),(3,0) x4
1 +30688x3

1 +20026x2
1 +45766x1 +5434,x2

(7,0) —– g1,x2

(0,1) —– g1,x2 +65034x3
1 +24330x2

1 +14876x1 +52361

(1,1) —– g1,x2 +64550x3
1 +37707x2

1 +48745x1 +7628

(2,1) —– g1,x2 +38842x3
1 +5603x2

1 +45755x1 +44311

(3,1) —– g1,x2 +9449x3
1 +20826x2

1 +39078x1 +38885

(0,2) (0,0),(1,0),(2,0),(3,0),(0,1)
g1,x2

2 +38885x2 +65360x3
1 +1782x2

1 +36000x1 +39469

x2x1 +20826x3
1 +28385x2

1 +55917x1 +37174
...

...
...

Table 1. Example for theBMS-based method

For an ideal in shape position, the probability for Algorithm 2 to compute the correct Gröbner
basis is the same as that of computing the correct minimal polynomial in the Wiedemann algo-
rithm for one choice of a random vector, which has been analyzed in Wiedemann (1986). When
Algorithm 2 fails, the one based on the deterministic Wiedemann algorithm can tell us for sure
whether the input ideal is in shape position, and return the Gröbner basis of

√
I . However, the

probability for theBMS-based method to return the correct Gröbner basis is still unknown.

6. Multiplication matrix T1: sparsity and complexity

In the previous description and complexity analyses of all the algorithms, the multiplication
matricesT1, . . . ,Tn are assumed known. In this section, for generic polynomial systems and the
term ordering DRL, the multiplication matrixT1 is exploited, on its sparsity and cost for con-
struction. We are able to give an explicit formula to compute the number of dense columns inT1,
and we also analyze the asymptotic behavior of this number, which further leads to a finer com-
plexity analysis for the change of ordering for generic systems. The term ordering is preassigned
as DRL in this section without further notification.

6.1. Construction of multiplication matrices

Given the Gr̈obner basisG of a 0-dimensional idealI w.r.t. DRL, letB = [ε1, . . . ,εD] be the
canonical basis ofK[x1, . . . ,xn]/〈G〉, andL := {lt(g) : g∈ G}. The three cases of the multiplica-
tion εix j for the construction of theith column ofTj in FGLM are reviewed below Faugère et al.
(1993).
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Algorithm 5 : Top-level algorithmG2 := TopLevel(G1,<1)

Input : G1, Gröbner basis of a 0-dimensional idealI ⊂K[x1, . . . ,xn] w.r.t. <1

Output : G2, Gröbner basis ofI or
√

I w.r.t. LEX
G2 := ShapePro(G1,<1);1

if G2 6= Fail then2

return G23

else4

G2 := ShapeDet(G1,<1);5

if G2 6= Fail then6

return G27

else8

G2 := BMSbased(G1,<1);9

if G2 6= Fail then10

return G211

else12

return FGLM(G1,<1)13

end14

end15

end16

(1) The termεix j is in B: the coordinate vector of NormalForm(εix j) is (0, . . . ,0,1,0, . . . ,0)t ,
where the position of 1 is the same as that ofεix j in B;

(2) The termεix j is in L: the coordinate vector can be obtained easily from the polynomial
g∈ G such that lt(g) = εix j ;

(3) Otherwise: the normal form ofεix j w.r.t.G has to be computed to get the coordinate vector.

Obviously, theith column ofTj is sparse if case (a) occurs, thus a dense column can only come
from cases (b) and (c). Furthermore, the construction for a column will not be free of arithmetic
operations only if that column belongs to case (c). As a result, we are able to connect the cost for
construction of the multiplication matrices with the numbers of dense columns in them.

Proposition 6.1. Denote byMi the number of dense columns in the multiplication matrixTi .
Then the matricesT1, . . . ,Tn can be computed withinO(D2 ∑n

i=1Mi) arithmetic operations.

Proof. Direct result from the proof of Proposition 3.1 in Faugère et al. (1993). 2

As shown in Section 3, among all multiplication matrices,T1 is the most important one, and
it is also of our main interest. However, for an arbitrary ideal, now we are not able to analyze the
cost to constructT1 by isolating it from the others in Proposition 6.1, for the analysis onT1 needs
information from the other matrices too.

In the following parts we first focus on generic sequences which impose stronger conditions
on T1 so that the analyses on it become feasible. We show that the construction ofT1 for generic
sequences is free and present finer complexity results based on an asymptotic analysis.

6.2. Generic sequences and Moreno-Socı́as conjecture

Let P = [ f1, . . . , fn] be a sequence of polynomials inK[x1, . . . ,xn] of degreed1, . . . ,dn. If
d1 = ∙ ∙ ∙ = dn = d, we call it a sequence of degreed. We are interested in the properties of
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the multiplication matrices for the ideal generated byP if f1, . . . , fn are chosen “at random”.
Such properties can be regarded generic in all sequences. More precisely, letU be the set of all
sequences ofn polynomials of degreed1, . . . ,dn, viewed as an affine space with the coefficients
of the polynomials in the sequences as the coordinates. Then a property of such sequences is
genericif it holds on a Zariski-open inU . Next for simplicity, we will say some property holds
“for a generic sequence” if it is a generic one, and alsoP is “a generic sequence” if its properties
of our interest are generic.

For a generic sequence[ f1, . . . , fn], its properties concerning the Gröbner basis computation,
in particular the canonical basis, are the same as[ f h

1 , . . . , f h
n ], where f h

i is the homogeneous part
of fi of the highest degree. That is to say, we only need to study homogeneous generic sequences,
which are also those studied in the literature. Hence in the following part of this section, a generic
sequence is further assumed homogeneous.

Since we restrict to the situation where the number of polynomials is equal to that of variables,
a generic sequence is aregularone Lazard (1983). We first recall the well-known characterization
of a regular sequence via its Hilbert series.

Theorem 6.2. Let [ f1, . . . , fr ] be a sequence inK[x1, . . . ,xn] with deg( fi) = di . Then it is regular
if and only if its Hilbert series is

∏r
i=1(1−zdi )

(1−z)n .

Let P be a generic sequence of degreed. Then we know its Hilbert series is

H(n,d) := (1−zd)n/(1−z)n = (1+z+z2 + ∙ ∙ ∙+zd−1)n, (16)

from which one can easily derive that the degree of〈P〉 is dn, and that the greatest total degree
of terms in the canonical basis is(d−1)n.

Gröbner bases of generic sequences w.r.t. DRL have been studied in Moreno-Socı́as (2003).
A term idealJ is said to be aweakly reverse lexicographic idealif the following condition holds:
if t∈ J is a minimal generator ofJ, thenJ contains every term of the same total degree ast which
is greater thant w.r.t. some term ordering. For the term ordering DRL, we have the following
conjecture due to Moreno-Socı́as.

Moreno-Soćıas conjecture(Moreno-Soćıas (1991))LetK be an infinite field, and P= [ f1, . . . , fn]
a generic sequence inK[x1, . . . ,xn] with deg( fi) = di . Thenlt(〈P〉), the leading term ideal of〈P〉
w.r.t. DRL, is a weakly reverse lexicographical ideal.

The Moreno-Soćıas conjecture is proven true for the codimension 2 case and for some special
ideals for the codimension 3 case Aguirre et al. (2001); Cimpoeas (2007). It has been proven that
this conjecture implies the Fröberg conjecture on the Hilbert series of a generic sequence, which
is well-known and widely acknowledged true in the symbolic computation community Pardue
(2010).

Proposition 6.3. Use the same notations as those in the Moreno-Socı́as conjecture. If this con-
jecture holds, then for a termu ∈ lt(〈P〉), any termv such that deg(u) = deg(v) andv > u is
also in lt(〈P〉).
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Proof. If u is a minimal generator of lt(〈P〉), then the conclusion is a direct result from the
Moreno-Soćıas conjecture. Else there exists one minimal generator ˜u 6= u such thatu ≻ ũ. As
for anyw such that deg(w) = deg(ũ) andw > ũ, we knoww ∈ lt(〈P〉). Then we can always
find a term ˜v ∈ lt(〈P〉) such thatv ≻ ṽ. For example, construct ˜v = ũ−u+v. If ṽ is a term,
then it suffices; otherwise the biggesttermv such that deg(v) = deg(ũ) will work. This ends the
proof. 2

As Proposition 6.3 implies, the Moreno-Socı́as conjecture imposes a stronger requirement on
the structure of the terms in lt(〈P〉) for a generic sequenceP. For the bivariate case, once a term
u is known to be an element in lt(〈P〉), the terms in lt(〈P〉) determined by it are illustrated in
Figure 2 (left), and furthermore, in the right figure the shape all terms in lt(〈P〉) form.
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Fig. 2. One termu ∈ lt(〈P〉) ( ) and the terms it determines () / Minimal generators of lt(〈P〉) ( ) and
terms in lt(〈P〉) ( )

The base field in the Moreno-Socı́as conjecture is restricted infinite. According to our prelim-
inary experiments on randomly generated sequences over fields of large cardinality, we find no
counterexample of this conjecture. As a result, we will consider it true and use it directly. The
following variant of Moreno-Soćıas conjecture, which is more convenient in our setting, can be
derived easily from Proposition 6.3.

Variant of Moreno-Soćıas conjecture Let K be an infinite field,P ∈ K[x1, . . . ,xn] a generic
sequence of degreed, andB the canonical basis ofK[x1, . . . ,xn]/〈P〉 w.r.t. DRL. Denote byB(k)
the set of terms of total degreek in B. Then fork = 1, . . . , (d− 1)n, B(k) consists of the first
|B(k)| smallest terms in all terms of total degreek.

6.3. Sparsity and construction

LetP⊂K[x1, . . . ,xn] be a generic sequence, andG the Gr̈obner basis of〈P〉. Then polynomials
in G can be assumed dense (in the case whenK is of characteristic 0 or of large cardinality). As
the number of dense columns inT1 will directly lead to a bound on the number of nonzero
entries inT1, the study ofT1 sparsity is reduced to that of how many cases of (2) and (3) happen.
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Combining the Hilbert series of a generic sequence and our variant of Moreno-Socı́as conjecture,
we are able to give the counting of the dense columns inT1.

Proposition 6.4. Let K, P, B andB(k) be the same as those in the Moreno-Socı́as conjecture
variant. If the Moreno-Socı́as conjecture holds, then the number of dense columns in the multi-
plication matrixT1 is equal to the greatest coefficient in the expansion of(1+z+ ∙ ∙ ∙+z(d−1))n.

Proof. Let k′ = (d−1)n, and denote byT (k) be set of all terms inK[x1, . . . ,xn] of total degree
k.

Suppose thatu is the l th smallest term inT (k). Thenx1u is still the l th smallest term in
T (k+1). Hence from the conjecture variant, if|B(k)| ≤ |B(k+1)|, then for everyu ∈ B(k), x1u

is still in B(k+ 1). Therefore it belongs to case (1) we reviewed in Section 6.3, and the corre-
sponding column inT1 is a sparse one. If|B(k)| > |B(k+ 1)|, we will have|B(k)| − |B(k+ 1)|
dense columns which come from the fact that they belong to case (2) or (3).

As the coefficients in the the expansion of(1+z+ ∙ ∙ ∙+z(d−1))n are symmetric to the central
coefficient (or the central two when(d−1)n is odd), the condition|B(k)| > |B(k+1)| holds for
the first time whenk = k0, the index of the central term (or of the second one in the central two
terms). Then the number of dense columns is

(|B(k0)|− |B(k0 +1)|)+(|B(k0 +1)|− |B(k0 +2)|)
+ ∙ ∙ ∙+(|B(k′−1)|− |B(k′)|)+ |B(k′)| = |B(k0)|.

That ends the proof, for such a coefficient|B(k0)| is exactly the greatest one.2

The Hilbert series is usually used to analyze the behaviors of Gröbner basis computation, for
example the regularity of the input ideal. As the leading terms of polynomials in the Gröbner ba-
sis and the canonical basis determine each other completely, it is also natural to have Proposition
6.4, which links the canonical basis and Hilbert series.

Remark 6.1. Whend = 2, the number of dense columns inT1 is the binomial coefficientCk0
n ,

where

k0 =







n/2 if n is even;

n+1
2 if n is odd.

For the cased = 3, such the greatest coefficient is called thecentral trinomial coefficient.

Corollary 6.5. If the Moreno-Soćıas conjecture holds, then the percentage of nonzero entries
in T1 for a generic sequence of degreed is bounded by(m0 +1)/D, wherem0 is the number of
dense columns computed from Proposition 6.4.

Proof. The number of nonzero entries in the dense columns is bounded bym0D, and that in the
other columns is smaller thanD. 2

Assuming the correctness of the Moreno-Socı́as conjecture, we can take a step forward from
Proposition 6.4. That is, we show case (3) will not occur during the construction ofT1.

Proposition 6.6. Follow the notations in the Moreno-Socı́as conjecture. If the conjecture holds,
then for any termu 6∈ lt(〈P〉), x1u is either not in lt(〈P〉) or a minimal generator of lt(〈P〉).
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Proof. Supposex1u = (u1, . . . ,un) ∈ lt(〈P〉) is not a minimal generator. We will draw a contra-
diction by showingu ∈ lt(〈P〉) under such an assumption.

Without loss of generality, we can assume eachui 6= 0 for i = 1, . . . ,n, otherwise we can
reduce to then−1 case by ignoring theith component ofu. As x1u is not a minimal generator,
there exist ak (1≤ k ≤ n) such thatu(k) := (u1, . . . ,uk−1, . . . ,un) is in lt(〈P〉). The case when
k = 1 is trivial. Otherwise, since deg(u(k)) = deg(u) andu

(k) < u, by Proposition 6.3 we know
u ∈ lt(〈P〉). 2

Corollary 6.7. If the Moreno-Soćıas conjecture holds, then the number of dense columns inT1
for generic sequences is equal to the cardinality of{g∈ G1 : x1| lt(g)}, whereG1 is the Gr̈obner
basis w.r.t. DRL.

Remark 6.2. By Corollary 6.7, for generic sequences, to constructT1 one only needs to find
the leading term of which polynomial inG1 is a given termx1u. Thus we can conclude that the
construction ofT1 is free of arithmetic operations. Even for real implementations, the cost for
constructingT1 is also quite small compared with that for the change of ordering (see Section
7 for the timings). Bearing in mind that the ideal generated by a generic sequence is in shape
position, we know the complexity in Theorem 3.2 is indeed the complete complexity for the
change of ordering for generic sequences, including construction ofT1, the only multiplication
matrix needed.

6.4. Asymptotic analysis

Next we study the asymptotic behavior of the number of dense columns inT1 for a generic
sequence of degreed, with n fixed andd increasing to+∞. These results are mainly derived from
a more detailed asymptotic analysis of coefficients of the Hilbert series of semi-regular systems
in Bardet (2004); Bardet et al. (2004), where standard methods in asymptotic analysis, like the
saddle-point and coalescent saddle points methods, are applied.

The target of this subsection is to find the dominant term of the greatest coefficient in the
expansion of the Hilbert seriesH(n,d) in (16), asd tends to+∞ andn is fixed. First one writes
themth coefficientId(m) of H(n,d) with the Cauchy integration:

Id(m) =
1

2π i

∮

H(n,d)(z)
zm+1 dz=

1
2π i

∮

(1−zd)n

(1−z)nzm+1 dz.

With F(z) := (1−zd)n

(1−z)nzm+1 = ef (z) and g(z) := 1, Id(m) becomes the form convenient to the
asymptotic analysis

Id(m) =
1

2π i

∮

g(z)ef (z)dz.

Suppose the greatest coefficient inH(n,d) comes from them0th term. Since we are interested in
the asymptotic behavior, we can assumem0 = (d−1)n/2. As a special case of (Bardet, 2004,
Lemma 4.3.1), we have the following result.

Proposition 6.8. Supposem0 = (d−1)n/2. Then the dominant term ofId(m0) is

Id(m0) ∼
√

1
2π f ′′(r0)

ef (r0),

where f (z) = nlog(1−zd

1−z )− (m+1) log(z), andr0 is the positive real root off ′(z). Furthermore,
r0 tends to 1 asd increases to+∞.
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To prove the fact that the positive real rootr0 of f ′(z) tends to 1, one needs to use the equality
m0 = (d−1)n/2. Other parts of the proof are the same as those in (Bardet, 2004, Section 4.3.2).

Next we investigate the value off ′′(r0) andF(r0) in the dominant part ofId(m0) asr0 tends

to 1. Seth(z) := 1−zd

1−z = 1+z+ ∙ ∙ ∙+zd−1. Then

f ′′(z) = n
h′′(z)h(z)−h′(z)2

h(z)2 +
d+1

z
.

Noting thath(1) = d, h′(1) = d(d−1)/2, andh′′(1) = d(d−1)(d−2)/3, we have

f ′′(1) = nd2/12+O(d).

With the easily obtained equalityF(1) = dn, we have the following asymptotic estimation of
Id(m0).

Corollary 6.9. Let n be fixed. Asd tends to+∞, Id(m0) ∼
√

6
nπ dn−1.

This asymptotic estimation of the greatest coefficient inH(n,d) accords with the theoretical
one. Figure 3 shows the number of dense columns derived from both Proposition 6.4 and Corol-
lary 6.9. As can be shown from this figure, the asymptotic estimation is good, even whend is
small.

Fig. 3. Number of dense columns inT1 for n = 3,4 andd = 1, . . . ,100

Corollary 6.10. Let n be fixed. Asd tends to+∞, if the Moreno-Soćıas conjecture holds, then
the following statements hold:

(1) the percentage of nonzero entries inT1 is ∼
√

6
nπ /d;

(2) for a generic sequence of degreed, the complexity in Theorem 3.2 isO(
√

6
nπ D2+ n−1

n ).

As Corollary 6.10 shows, for a generic sequence, the multiplication matrixT1 become sparser
asd increases. Furthermore, the complexity of Algorithm 2 is smaller in both the exponent and
constant compared withFGLM.
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Remark 6.3. Here we only consider the case whenn is fixed andd tends to+∞, while the
asymptotic behaviors of the dual case whend is fixed andn tends to+∞ have been studied in
Bardet et al. (2004) for the special valued = 2.

7. Experiments

The first method for the shape position case, namely Algorithm 2, has been implemented in C
over fields of characteristic 0 and finite fields. A preliminary implementation of theBMS-based
method for the general case has been done inMagma over large finite fields. Benchmarks are
used to test the correctness and efficiency of these two methods. All the experiments were made
under Scientific Linux OS release 5.5 on 8 Intel(R) Xeon(R) CPUs E5420 at 2.50 GHz with
20.55G RAM.

Table 2 records the timings (in seconds) of our implementations ofF5 and Algorithm 2 ap-
plied to benchmarks including theoretical ones like Katsura systems (Katsuran) and randomly
generated quadratic polynomial systems ofn variables (Randomn), and practical ones like Min-
Rank problems from Cryptography Faugère et al. (2010) and algebraic cryptanalysis of some
curve-based cryptosystem (Edwards). In this table,D denotes the degree of the input ideal, and
the column ”Density” means the percentage of nonzero entries in the multiplication matrixT1.
The instances marked with† are indeed not in shape position, and the timings for such instances
only indicate those of computing the univariate polynomial in the LEX Gröbner basis. The per-
formances of the DRL Gröbner basis computation andFGLM in Magma (version 2-17-1) and
Singular (version 3-1-2), together with the speedup factors of our implementation for the change
of ordering, are also provided.

As shown by this table, the current implementation of Algorithm 2 outperforms theFGLM

implementations inMagma andSingular. Take the Random13 instance for example, theFGLM

implementations inMagma andSingular take 10757.4 and 19820.2 seconds respectively, while
the new implementation only needs 193.5 seconds. This is around 54 and 101 times faster. Such
an efficient implementation is now able to manipulate ideals in shape position of degree greater
than 40000. It is also important to note that with this new algorithm, the time devoted to the
change of ordering is somehow of the same order of magnitude as the DRL Gröbner basis com-
putation.

Table 3 illustrates the performances of Algorithm 4 for the general case. As currently this
method is only implemented preliminarily inMagma, only the number of field multiplications
and other critical parameters are recorded, instead of the timings.

Benchmarks derived from Cyclic 5 and 6 instances are used. Instances with ideals in shape
position (marked with‡) are also tested to demonstrate the generality of this method. Besidesn
andD denoting the number of variables and degree of the input ideal, the columns “Mat Density”
and “Poly Density” denote the maximal percentage of nonzero entries in the matricesT1, . . . ,Tn

and the density of resulting Gröbner bases respectively. The following 4 columns record the
numbers of passes in the main loop of Algorithm 4, matrix multiplications, reductions and field
multiplications.

As one can see from this table, the numbers of passes accord with the bound derived in theo-
rem 4.1, and the number of operations is less than the originalFGLM algorithm for Cyclic-like
benchmarks. However, for instances of ideals in shape position, this method works but the com-
plexity is not satisfactory. This is mainly because the resulting Gröbner bases in these cases are
no longer sparse, and thus the reduction step becomes complex. Fortunately, in the top-level
algorithm 5, it is not common to handle such ideals in shape position with this method.
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FGb Magma Singular Speedup

Name D Density F5(C) New Algorithm F4 FGLM DRL FGLM Magma Singular

Katsura11 211 21.53% 4.9 3.4 18.2 178.6 632.0 328.4 52.7 96.9

Katsura12 212 21.26% 31.9 26.3 147.9 1408.1 5061.8 2623.5 53.6 99.8

Katsura13 213 19.86% 186.3 189.1 1037.2 10895.4 57.6

Katsura14 214 19.64% 1838.9 1487.4 9599.0 87131.9 58.5

Katsura15 215 18.52% 11456.3 12109.2

Random11 211 21.53% 4.7 3.4 18.1 169.3 623.9 328.6 49.2 95.5

Random12 212 21.26% 26.6 26.9 134.9 1335.8 4867.4 2581.1 49.6 95.8

Random13 213 19.98% 146.8 193.5 949.6 10757.4 36727.019820.2 55.6 102.4

Random14 214 19.64% 1000.7 1489.5 7832.4 84374.6 56.6

Random15 215 18.52% 6882.5 10914.02

MinR(9,6,3) 980 26.82% 1.1 0.5 6.3 22.7 137.5 38.1 43.6 73.2

MinR(9,7,4) 4116 22.95% 28.4 28.5 208.1 1360.4 4985.8 2490.3 47.7 87.4

MinR(9,8,5) 14112 19.04% 543.6 1032.8

MinR(9,9,6) 41580 16.91% 9048.2 22171.3

Weierstrass 4096 7.54% 4.0 9.0 5.8 418.3 72.4 1823.6 46.7 203.7

Edwards† 4096 3.41% 0.1 2.4 0.2 176.7 1.0 839.9 72.7 345.6

Cyclic 10† 34940 1.00% 3586.9 >16 hrs and>16Gig

Table 2. Timings of the method for the shape position case from DRL to LEX

Name n D Mat Density PolyDensity # Passes # Mat. # Red. #Multi.

Cyclic5-2 2 55 4.89% 17.86% 165 318 107 nD2.544

Cyclic5-3 3 65 8.73% 19.7% 294 704 227 nD2.674

Cyclic5-4 4 70 10.71% 21.13% 429 1205 355 nD2.723

Cyclic5 5 70 12.02% 21.13% 499 1347 421 nD2.702

Cyclic6 6 156 11.46% 17.2% 1363 4464 1187nD2.781

Uteshev Bikker‡ 4 36 60.65% 100% 179 199 105 nD2.992

D1 ‡ 12 48 34.2% 51.02% 624 780 517 nD2.874

Dessin2-6‡ 6 42 46.94% 100% 294 336 205 nD2.968

Table 3. Performances of Algorithm 4 for the general case from DRL to LEX

Acknowledgements

The authors would like to thank Daniel Augot for his very helpful comments on the incre-
mental Wiedemann algorithm and literatures about the BMS algorithm. This work is supported
by the EXACTA grant of the French National Research Agency (ANR-09-BLAN-0371-01) and
the National Science Foundation of China (NSFC 60911130369), the HPAC grant of the French
National Research Agency, and the ECCA project by the Sino-French Laboratory for Computer
Science, Automation and Applied Mathematics.

32



References

Aguirre, E., Jarrah, A., Laubenbacher, R., 2001. Generic ideals and Moreno-Socı́as conjucture.
In: Proceedings of ISSAC 2001. ACM, pp. 21–23.
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