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Abstract

Given a zero-dimensional ide&lC K|xg,...,xn| of degreeD, the transformation of the ordering of its
Grobner basis from DRL to LEX is a key step in polynomial system solving and turns out to be the bottle-
neck of the whole solving process. Thus it is of crucial importance to design efficient algorithms to perform
the change of ordering.

The main contributions of this paper are several efficient methods for the change of ordering which take
advantage of the sparsity of multiplication matrices in the clas$iGalM algorithm. Combing all these
methods, we propose a deterministic top-level algorithm that automatically detects which method to use
depending on the input. As a by-product, we have a fast implementation that is able to handle ideals of
degree over 40000. Such an implementation outperformbtigma andSingular ones, as shown by our
experiments.

First for the shape position case, two methods are designed based on the Wiedemann algorithm: the first
is probabilistic and its complexity to complete the change of orderi@3(N; + nlog(D))), whereN; is
the number of nonzero entries of a multiplication matrix; the other is deterministic and computes the LEX
Grobner basis of/l via Chinese Remainder Theorem. Then for the general case, the designed method
is characterized by the Berlekamp—Massey—Sakata algorithm from Coding Theory to handle the multi-
dimensional linearly recurring relations. Complexity analyses of all proposed methods are also provided.

Furthermore, for generic polynomial systems, we present an explicit formula for the estimation of the
sparsity of one main multiplication matrix, and prove its construction is free. With the asymptotic analysis

of such sparsity, we are able to show for generic systems the complexity above bél(qyfﬁ}?m“n;nl ).
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algorithm,BMS algorithm
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1. Introduction
1.1. Motivation

Grobner basis is an important tool in computational ideal theory Buchberger (1985); Cox
et al. (1998); Becker et al. (1993), especially for polynomial system solving. For a given ideal
and term ordering, the @bner basis of this ideal with respect to (w.r.t.) the term ordering is a
set of generators with good properties, such that manipulation of the ideal can be achieved with
these generators.

The term ordering plays an important role in the theory oflser bases. It is well-known
that Gibbner bases w.r.t. different term orderings are also different and possess different theoreti-
cal and computational properties. For exampleéliBier bases w.r.t. the lexicographical ordering
(LEX) have good algebraic structures and are convenient to use for polynomial system solving,
while those w.r.t. the degree reverse lexicographical ordering (DRL) are computationally easy
to obtain. Therefore, the common strategy to solve a polynomial system is to first compute the
Grobner basis of the ideal defined by the system w.r.t. DRL, change its ordering to LEX, and
perhaps further convert the LEX &ner basis to triangular sets Lazard (1992) or Rational Uni-
variate Representation Rouillier (1999). That is one of the main usages of algorithms for the
change of ordering.

However, the computation of @bner bases greatly enhanced recently Eeai¢1999, 2002),
the step to change the ordering ofdBner bases has become the bottleneck of the whole solving
process (see Section 7). Hence it is of crucial significance to design efficient algorithms for the
change of ordering. The purpose of this paper is precisely to provide such efficient algorithms.

Furthermore, some practical problems can be directly modeled as the change of ordering of
Grobner bases. For example, thedBner basis of an ideal derived from the AES-128 cryptosys-
tem w.r.t. a certain term ordering (other than LEX) has been obtained Buchmann et al. (2006),
and it may lead to a successful cryptanalysis on this system if one is able to convert its term
ordering to LEX. And the decoding of some cyclic codes can also be regarded as a problem of
changing the term ordering Loustaunau and York (1997).

1.2. Related works

Several algorithms for the change of ordering have already existed, for examp&lthve
algorithm for the zero-dimensional case Farget al. (1993) and the @ner walk for the
generic case Collart et al. (1997). Similar algorithms have also been proposed to change the
orderings of triangular sets Pascal and Schost (2006); Dahan et al. (2008) or usirdgd_the
algorithm Basiri and Fawge (2003) in the bivariate case.

Among them, the&GLM algorithm, only applicable to the zero-dimensional case, is an effi-
cient one. The number of field operations it needs to complete the change of ord@im@ry,
wheren is the number of variables, afitlis the degree of the given iddat K[xy,...,Xy]. Its ef-
ficiency may be due to the fact that it reduces the problem of change of ordering to linear algebra
operations. Such a connection is achieved through the multiplication riatrix 1,...,n) used
in this algorithm, which represents the multiplication Xyin the quotient ringK[xs, ..., Xs]/I
viewed as a vector space. These matrices are sparse, even when the input polynomial system is
dense (see Section 6). And in this paper we take advantage of this sparsity structure to obtain fast
FGLM algorithms with good complexity and performances.



1.3. Our contributions

We first study the particular but important case when the zero-dimensional iddalshape
position. Two methods based on the Wiedemann algorithm are proposed to computéttherGr
bases ofl or v/I w.rt. LEX. They both make use of the sparsity by constructing the linearly
recurring sequence _

[(r,T{e):i=0,...,2D—1],
wherer is a vector an& = (1,0,...)! is the vector representingin K[xy,...,%n]/l. It is easy
to see that the minimal polynomidj in K|[x;] of this linearly recurring sequence is indeed a
polynomial in the Gdobner basis of w.r.t LEX (x; < --- < Xn) when dedf;) = D, and it can be
computed by applying the Berlekamp—Massey algorithm Wiedemann (1986). Furthermore, we
show how to recover efficiently the other polynomials in thél@rer basis by solving structured
(Hankel) linear systems. Hence, we are able to complete the first method for the change of order-
ing to LEX for ideals in shape position with complexi®(D(N; + nlog(D))), whereN; is the
number of nonzero entries . Whenn < D this almost matches the complexity of computing
the minimal polynomial.

The other method for the shape position case uses the deterministic Wiedemann algorithm,
which can always return the correct univariate polynomial in th&b@er basis w.r.t. LEX. Mak-
ing use of the Chinese Remainder Theorem, this method adapts and extends the previous one
to recover the Gibner basis of/1, instead ofl. Thus it is suitable to those problems where
the zeros, instead of the multiplicities, are of interest. For ideals in shape position, this de-
terministic method can always return thet®ner basis of/l w.r.t. LEX with the complexity
O(D(N1 +D(log(D)loglog(D) +n))).

We also briefly discuss how to apply an incremental variant of the Wiedemann algorithm to
compute the univariate polynomial, which is of special importance among all the polynomials in
the Gibbner basis. Such an variant has a complexity sensitive to the output, namely the degree of
the univariate polynomial, and is efficient when this degree is small.

Then for general ideals to which the methods above may be no longer applicable, we follow
the idea above by generalizing the linearly recurring sequence-timensional mapping

E:(st,.,8) — (r, Tt Tve).

The minimal set of generating polynomials (w.r.t. a term ordering) for the linearly recurring
relation determined b¥ is essentially the @Gbner basis of the ideal defined By and this
polynomial set can be obtained via the Berlekamp—Massey—SaBta {or short hereafter)
algorithm from Coding Theory Sakata (1988, 1990). With modifications oBi& algorithm,

we design a method to change the ordering in the general case. The complexity of this algorithm
is O(nD(N +_I§IND)), whereN is the maximal number of nonzero entries in matritgs. ., Ty,

while N andN are respectively the number of polynomials and the maximal term number of all
polynomials in the resulting ®@bner basis.

Combing all these methods above, we present a deterministic top-level algorithm, which is
able to choose automatically which method to use according to the input. The efficiency of the
proposed methods is verified by experiments. The current implementation outperforms those of
FGLM in Magma andSingular. Take a randomly generated quadratic polynomial system of 13
variables for example, it generates an ideal in shape position of degree 8192. For such an ideal,
the change of ordering to LEX can be achieved in.5%%conds: this is 54 times faster than the
corresponding/lagma function. As shown in Table 2, zero-dimensional ideals over a prime field
of degree greater than 40000 are now tractable.



Furthermore, the performances of these methods are heavily dependent on the sparsity of
the multiplication matrices, especially for the shape position case. In general we assume the
multiplication matrices known. However, for generic polynomial systems consistingafiate
polynomials of degred, the sparsity ofl; is investigated, and we are able to give an explicit
formula to compute the number of dense columngiirand show indeed its construction is
free. These results furnish a complete complexity analysis of the proposed method for generic
polynomial systems. Then with an asymptotic analysis of the number of dense colurns as
tends to+o, we show the complexity of the first method for the shape position case becomes
O(\/G/nnDZJ“n%l) for generic systems. Such simplified complexity is better than theGaM
with smaller constant and exponent.

1.4. Whatis new

To be self-contained, this paper also includes results obtained ireFeaagd Mou (2011) in a
refined way for description. However, several original extensions have also been presented here,
making the discussion on this subject more comprehensive: (1) For ideals in shape position, one
new algorithm is proposed based on the deterministic Wiedemann algorithm. Compared with the
previous probabilistic one, this algorithm becomes deterministic and aims at dhe&rbasis
of the radical of the input ideal. (2) The multiplication matrices are assumed known iféaug
and Mou (2011), but here for the multiplication matfix which is of special importance, its
sparsity, together with the asymptotic behaviors, and construction cost are analyzed for generic
polynomial systems. Such a study furnishes a complete understanding for the complexity of
the change of ordering for generic systems, with construction of multiplication matrices also
considered. (3) The proof of Theorem 4.1 is further simplified via introduction of known results
in the literature.

1.5. Paper structure

The organization of this paper is as follows. Related preparatory algorithms used in this paper,
along with some notations, are first reviewed in Section 2. Then Section 3 is devoted to the shape
position case, where two methods with their complexity analyses are exploited. The method
based on th&MS algorithm for the general case is presented in Section 4. Section 5 combines
all the previous methods to a top-level algorithm. The sparsifiy 6 studied in Section 6 and
experimental results are provided in Section 7.

2. Backgrounds: FGLM and BMS algorithms

Let K[x4,...,X:] be then-variate polynomial ring over a fiel®&, with variables ordered as
X1 < --+ < Xn. SUpPPOSES; is the Gbbner basis of a 0-dimensional idéat K[xa, ..., X,] W.r.t.
a term ordering<;. Given another term ordering,, one wants to compute the @mer basis
G, of | w.r.t. it. Denote byD the degree of, that is, the dimension d[xy,...,xy]/] as a vector
space. These notations are fixed hereafter in this paper.

2.1. FGLM algorithm

TheFGLM algorithm is one to perform the change of ordering obkarer bases of 0-dimensional
ideals efficiently Faugre et al. (1993). The reason why it is fast may be due to the idea that
it reduces the problem of ordering change to linear algebra operations in the quotient ring
K[X,...,%X]/1. Such a reduction is realized in the following way.



First one computes the canonical basi&d%,...,x,]/(G1) and orders its elements accord-
ing to <1. Let B = [¢1,..., &p| be the ordered basis. Then will always equall, for <; is a
term ordering. Given a variablg, for each element; in B, one can compute the normal form
of gjx w.r.t. Gy, denoted by NormalFor(s;x ). This normal form, viewed as an element of
K[X,...,%]/{G1), can be further written as a linear combinatiorBofWriting the coefficients
as a column vector, one can constru@ a D matrix T; by adjoining all the column vectors for
j =1,...,D. This matrix is called thenultiplication matrixof x;. It is not hard to verify that all
Ti commuteTT; =T;T fori,j=1,...,n.

Next one handles all the terms Kjx,...,%,] one by one following<,. For each terme?®
with s = (s1,...,%), its coordinate vector w.r.B can be computed by

v, =T Te,

wheree = (1,0,...,0)! is the coordinate vector df. Then criteria proposed IRGLM guarantee
that once a linear dependency of the coordinate vectors of computed terms

gscsus =0 1)

is found, a polynomiaf € G, can be directly derived in the following form

f=a'+ > -’ (2)
seSs#l
wherez! is the leading term of w.r.t. <, (denoted by Itf)) Faugere et al. (1993).

As can be seen now, all one needs to do to obtain thib@Bar basiss, is computing the
coordinate vector of each term one by one, and checking whether a linear dependency of these
vectors occurs after a new vector is computed, which can be realized by maintaining an echelon
form of the matrix whose columns are coordinate vectors of previously computed terms. These
steps are merely matrix manipulations from linear algebra. A trivial upper bound for the number
of terms to consider iB + 1 because of the vector size.

2.2. BMS algorithm

The BMS algorithm from Coding Theory is a decoding algorithm to find the generating set
of the error locator ideal in algebraic geometry codes Sakata (1988, 1990); Saints and Heegard
(2002). From a more mathematical point of view, it computes the set of minimal polynomials
(w.r.t. a term orderingc) of a linearly recurring relation generated by a given multi-dimensional
array. It is a generalization of the Berlekamp—Massey algorithm, which is applied to Reed—
Solomon codes to find the generating error locator polynomial, or mathematically the minimal
polynomial of a linearly recurring sequence.

The BMS algorithm, without much modification, can also be extended to a more general
setting of order domains Cox et al. (1998); Hgholdt et al. (1998). Combining with the Feng—Rao
majority voting algorithm Feng and Rao (1993), this algorithm can often decode codes with more
with (dmin — 1)/2 errors if the error locations are general Bras-Aésoand O’Sullivan (2006),
wheredni, is the minimal distance. Next a concise description of BWS algorithm is given,
focusing on its mathematical meanings.

As a vectoru = (Uy,...,Uy) € Z%; and a terme® = x;* - - x4 € K[xq,..., %] are 1-1 corre-
sponding, usually we do not distinguish one from the other. A mapging?, — K is called
a n-dimensional arrayln Coding Theory, the arral is usually a syndrome array determined
by the error word Saints and Heegard (2002). Besides the term ordering, we define the following
partial ordering: for two terms = (uy, ..., Uy) andv = (v1,...,V,), we say thatw < v if u <v;
fori=1,...,n.



Definition 2.1. Given a polynomialf = 5, f;x* € K[x,..., %], an-dimensional mapping is
said to satisfy th@-dimensional linearly recurring relatiowith characteristic polynomial ff

Y fEqip =0, Vr =0, @)

The set of all characteristic polynomials of thelimensional linearly recurring relation for the
arrayE forms an ideal, denoted BYE). Again in the setting of decoding whéhis a syndrome
array, this ideal is called therror locator idealfor E, and its elements are calledror locators
The definition ofl (E) used here in this paper follows Saints and Heegard (2002), and one can
easily see that this definition is equivalent to that in Cox et al. (1998) by (Saints and Heegard,
2002, Thereom 23).

Furthermore, the set of minimal polynomials fidiE) w.r.t. <, which theBMS algorithm
computes, is actually the @bner basis of(E) w.r.t. < (Sakata, 1990, Lemma 5). The canonical
basis ofK[xs,...,X]/I (E) is also called thelelta setof E, denoted byA(E). The term “delta
set” comes from the property thatdf € Z= , is contained iM\(E), thenA(E) also contains all
elementw € Z%; such thaw < u. -

Instead of studying the infinite arr&yas a whole, th&MS algorithm deals with a truncated
subarray o up to some terme according to the given term orderirg A polynomial f with
It(f) = s is said to bevalid for E up tow if eitheru 3 s or

zftEtH,:O, Vr (0<r <u-—s).
T

E may be omitted if no ambiguity occurs. A polynomial set is said to be valid upif@ach its
polynomial is so.

Similarly to FGLM, theBMS algorithm also handles termslifix, ..., X,] one by one accord-
ing to <, so that the polynomial sé&t it maintains is valid up to the new term. Supp®ses valid
up to some termu. When the next term oft w.r.t. <, denoted by Nexw), is considered, the
BMS algorithm will updateF so that it keeps valid up to Next). Meanwhile, terms determined
by Nextw) are also tested whether they are membeus(&f). Therefore, more and more terms
will be verified inA(E) as theBMS algorithm proceeds. The set of verified terma\kE) after
the termu is called thedelta set up ta: and denoted b(w). Then we have

A1) C - CA(u) C A(Next(u)) C --- CA(E).
After a certain number of terms are considerfécandA(w) will grow to the Gibbner basis of
I (E) andA(E) respectively.
Next only the outlines of the update procedure mentioned above, which is also the main part
of the BMS algorithm, are presented as Algorithm 1 for convenience of later use. More details
will also be provided in Section 4. One may refer to Saints and Heegard (2002); Cox et al. (1998)

for a detailed description. In Algorithm 1 below, the polynomial Getalled thewitness setis
auxiliary and will not be returned with in the end of theBMS algorithm.

3. Shape position case: probabilistic, deterministic and incremental algorithms

In this section, the case when the ide& in shape position is studied.

Definition 3.1. Anideall C K|[xy,...,Xn] is said to ben shape positioiif its Grobner basis w.r.t
LEX is of the following form

[fl(Xl),Xz— fz(Xl),...,Xn— fn(Xl)]. (4)



Algorithm 1: (F* G*) := BMSUpdatéF, G, Next(u), E)
Input:
F, a minimal polynomial set valid up ta;
G, a witness set up to;
Next(u), a term;
E, an-dimensional array up to Negt).
Output:
F*, a minimal polynomial set valid up to Next);
G™, a witness set up to Neit).

(1) Testwhether every polynomial Fis valid up to Nextu)
(2) UpdateG* and compute the new delta set up to NeXtaccordingly
(3) Construct new polynomials ia* such that they are valid up to Néxt)

One may easily see thehere is 0-dimensional and ddg) = D.

Such ideals take a large proportion in all the consistent ideals and have been well studied
and applied Becker et al. (1994); Rouillier (1999). The special structure of thébr®r bases
enables us to design specific and efficient methods to change the term ordering to LEX. In the
following, methods designed for different purposes, along with their complexity analyses, are
exploited.

Throughout this section, we assume the multiplication mafiis nonsingular. Otherwise,
one knows by the Stichelberger’s theorem (cf. (Rouillier, 1999, Theorem 2.1} tkad will be
a root of the univariate polynomial irs Grobner basis w.r.t. LEX, and sometimes the polynomial
system can be further simplified.

3.1. Probabilistic algorithm to compute @lbner basis of the ideal

3.1.1. Algorithm description

Given a 0-dimensional ided| if the univariate polynomiafyi(x;) in its Grobner basis w.r.t.
LEX is of degreeD, then we know! is in shape position.

The way to compute such a univariate polynomial is the Wiedemann algorithm. Consider now
the following linearly recurring sequence

s=|[(r,Tle):i=0,...,2D—1], (5)

wherer is a randomly generated vector idP*V | T; is the multiplication matrix oy, e is
the coordinate vector af w.r.t the canonical basis d&[x,,...,xn]/l, and(-,-) takes the inner
product of two vectors. It is not hard to see that the minimal polynorfiadf the sequence
sis a factor off;. As D is always a bound on the size of the linearly recurring sequence, the
Berlekamp—Massey algorithm can be applied to the sequeteweomputefy. Furthermore, if
deg f1) = D, thenf; = f; andl can be verified in shape position.

Suppose ded1) = D holds andf; in (4) is of the formfi = TP J ¢k for i =2,...,n.
Then computing the whole @bner basis of w.r.t. LEX reduces to determining all the unknown
coefficients;; . Before we show how to recover them, some basic results about linearly recurring
sequences are recalled.



Definition 3.2. Lets=[%,51,%, -] be a sequence of elementskrandd an integer. Thel x d
Hankel matrixis defined as

S ST 2 o S1

S £ B8 Y
Ha(s) =

Si-1 S Sd+1 0 Sed-2

Theorem 3.1(Jonckheere and Ma (1989))et s= [s,51,%, -] be a linearly recurring se-
quence. Then the minimal polynomidl® (x) = ¢ ,mx of the sequencsis such that:

(i) d=rank(Hg(s)) =rank(H;(s)) foralli > d;

(i) ker(Hg;1(s)) is a vector space of dimension 1 generatedry, my, ..., my)".

Foreach =2,...,n, asx — £ 3¢ xXs € I, one has NormalFor(w — 2= ¢ <) = 0, thus

D-1
v .= Tie= % Cik: lee.
k=

Multiplying le and taking the inner product with a random vectoto both hands forj =
1,...,D—1, one can further construbtlinear equations

) D-1 .
(r.Tu) =Y G- (r,T{e), j=0,....D-1 (6)
k=0

With ¢;  considered as unknowns, the coefficient maktixvith entries(r,le“e} is indeed a

D x D Hankel matrix, and thus invertible by Theorem 3.1. Furthermore, the linear equation set
(6) with the Hankel matriXd can be efficiently solved Brent et al. (1980). All the solutions of
these linear systems for= 2, ..., nwill lead to the Gbbner basis we want to compute.

The method above is summarized in the following algorithm, whose termination and correct-
ness are direct results based on previous discussions. The subfunction Berlekamphiatsey
Berlekamp—Massey algorithm, which takes a sequenceldas input and returns the minimal
polynomial of this sequence Wiedemann (1986).

Remark 3.1. As can be seen from the description of Algorithm 2, such a method is a probabilis-
tic one. That is to say, it can return the correcb@rer basis w.r.t. LEX with probabilities, and
may also fail even whehis indeed in shape position.

3.1.2. Complexity

In this complexity analysis and others to follow, we assume that the multiplication matrices
are all known and neglect their construction cost.

Suppose the number of nonzero entriesins N;. The Wiedemann algorithm (both con-
struction of the linearly recurring sequence and computation of its minimal polynomial with
the Berlekamp—Massey algorithm) will tak&D (N1 + log(D))) field operations to return the
minimal polynomialf; Wiedemann (1986).

Next we show how the linear system (6) can be generated for free. Note that far, biay
KP®*D andT € K(P*P), we havela, Tb) = (T'a, b), whereT! denotes the transposebf Thus
in (5) and (6) ' ' _ .

<T7T]|.e> = <(T£)IT7e>a <’l",T1]’Ui> = <(T£)JT7'Ui>'



Algorithm 2 : Shape position (probabilisti€}, := ShapePrG;, <1)

Input: Gy, Grobner basis of a 0-dimensional idéat K[xy,...,Xn] W.r.t. <1
Output: G, Grobner basis of w.r.t. LEX if the polynomial returned by
BerlekampMassédy is of degreeD; Fail, otherwise.

Compute the canonical basisfx, ..., X]/(G1) and multiplication matrice3i, ..., Tp;
e:=(1,0,...,0t e KO,
Chooserg = r € K(P*1 randomly;
fori=1,....,.2D—-1do
ri = (T])ri1;
end
Generate the sequense= [(rj,e) : i =0,...,2D —1];
f1 ;= BerlekampMasse);
if degf1) =D then
H :=Hp(s) Il Construct the Hankel matrix
fori=2,...,ndo
b:=((rj,Tie): j=0,....D-1)%
Computec = (cy,...,¢p)" :=H 1b;
fii= Shoo e X
end
return [f1, X2 — fa,..., X0 — fnl;
else
return Fail;
end

© 00 N O 0o b~ W N P
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Therefore, when computing the sequence (5), we can re(&@& (i=0,...,2D—1) and use
them for construction of the linear equation set (6).

First, as each entris, T1k+'e> of the Hankel matrit! can be extracted from the sequence (5),
the construction oH is free of operations. What is left now is the computatior{@)!r, vi),
where(T})Ir has already been computed and= Tie = NormalForngx;). Without loss of gen-
erality, we can assume that NormalFdrm = x; (this is not true only if there is a linear equation
X + - -- in the GBbner basi$1, and in that case we can eliminate the variagjeConsequently
v; is a vector with all its components equal to 0 except for one component equal to 1. Hence
computing((T})I=,v;) is equivalent to extracting some component from the ve¢by!r and
there is not additional cost.

For each = 2,...,n, solving the linear equation setc = b; only need<O(Dlog(D)) oper-
ations if fast polynomial multiplication is used Brent et al. (1980). Summarizing the analyses
above, we have the following complexity result for this method.

Theorem 3.2. Assume thafl; is constructed (note thdb,..., T, are not needed). If the mini-
mal polynomial of (5) computed by the Berlekamp—Massey algorithm is of ddyrdeen the
complexity of this method is bounded by

O(D(N; +log(D)) + (n— 1)Dlog(D)) = O(D(Ny + nlog(D))).

This complexity almost matches that of computing the minimal polynomial of the multiplica-
tion matrix Ty if nis small compared wit.



3.1.3. Example
We use the following small example to show how this method applies to ideals in shape
position. Given the Gibner basis of a 0-dimensional idéat F11[X1, X2, X3] w.r.t. DRL

G1=[E+9%+2X1+6, X +2%+9, x3+9],

we first compute the degree béasD = 4, the canonical basB = [1, x1, X2, X1X2], and the multi-
plication matriced;, T, andTs.

With the random vector = (8,4,8,6)' ¢ K(“*1, we can construct the linearly recurring
sequence

s=[8,4,0,7,6,8,10,10.

Then the Berlekamp—Massey algorithm is applied to obtain the minimal polynomiaf; =
x‘1‘+ 8x1+ 9. From the equality de{gfl) = D = 4, we know now the input idedl is in shape
position.

The Hankel coefficient matrix

8 4 0 7

4 0 7 6
H:

0O 7 6 8

7 6 8 10

is directly derived froms. Next take the computation of the polynomial— f2(x1) € G for
example, the vectds = (8,6,8,3)! is constructed. The solution of the linear equatiortset= b
beingc = (1,0,5,0)!, we obtain the polynomial G, asxz+6x§+ 10. The other polynomial
x3 — f3(x1) can be similarly computed. In the end, we have thél®er basis of w.r.t. LEX

Go= [ +8x14+9, xo+6x2+10, x3+9].
3.2. Deterministic algorithm to compute &@wner basis of radical of the ideal

As already explained in Remarks 3.1, the classical Wiedemann algorithm is a probabilistic
one. For a vector chosen at random, it may only return a proper factifrthe polynomialfy,

i.e., f]| f, but f; # f1. In fact, the deterministic Wiedemann algorithm can be applied to obtain
the univariate polynomial, then one knows for sure whethleis in shape position or not. The
main difficulty is to compute the other polynomidls . .., f, in a deterministic way.

In the following we present an algorithm to compute thél@rer basis of the radical of the
ideall. Indeed, in most applications, only the zeros of a polynomial system are of interest and we
do not need to keep their multiplicities. Hence it is also important to design an efficient method
to perform the change of ordering of @mer basis of an ide&lin a way that the output is the
Grobner basis of/1.

3.2.1. Deterministic version of the Wiedemann algorithm

The way how this deterministic variant of the Wiedemann algorithm proceeds is first recalled.
Instead of a randomly chosen vector in the classical Wiedemann algorithm, in the deterministic
version all the vectors of the canonical basiskép Y

e1=(1,0,...,0',e2=(0,1,0,...,0)',...,ep = (0,...,0,1)!
are used. One first computes the minimal polynorfijal of the linearly recurring sequence

[(e1,Tle):j=0,...,2D—1]. @
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Supposel; = deq f1 1), andby = f11(T1)e. If by = 0, one hasf; 1 = f1 and the algorithm ends;
else it is not hard to see that the minimal polynonfigd of the sequence

[(e2,T)b1):j=0,...,2(D—dy)—1]

is indeed a factor of;/ f1 1, a polynomial of degreg D —d; (that is why only the first @ —d )
terms are enough in the above sequence). Next, one comiputesf1 1 f12(T)e and checks
whetherb, = 0. If not, the above procedure is repeated and so on. This method ends(with)
rounds and one findfg = fyq--- f1,.

3.2.2. Deterministic algorithm description
First we study the general case when a factof;d§ found. Suppose a vectar € K(O* is
chosen to construct the linearly recurring sequence

[(w,Tle):i=0,...,2D—1], (8)

and the minimal polynomial of this sequencefis a proper factor off; of degreed. We show
how to recover the @bner basis of + (f1) w.r.t. LEX. Since the ideall is in shape position, it
is not hard to see that the iddal ( f1) is also in shape position, and its@ner basis w.r.t. LEX
is mdeed[fl,xz— f2, o Xn— fn] wheref; is the remainder of; modulo f; fori = 2,...,n.

Now for each, we can construct the linear system similar to (6)

_ d-1 _
(w,T/Tie) = 3 yk- (w, T e), j=0,..,d-1, )
k=0

whereyp, . ..,Yq4_1 are the unknowns. As thiex d Hankel matrix of (8) is invertible by Theorem
3.1, there is a unique solutiano,C; 1, .. -, Cid-1 for (9). Next we will connect this solution and
a polynomial in the Gibner basis of + (f1), and the following lemma is useful to show this
connection.

Lemma 3.3. Supposef; is the minimal polynomial of (8) for some € K®>1) T, the multi-
plication matrix ofx; of the ideall + (f1) w.rt. <1, ande’= (1,0, ...,0) € K(®*) the canonical
basis ofl in K[xy,...,%n]/(I +(f1)). Thenf; is also the minimal polynomial c[E,Tlé,leé, o

Proof. Supposef; = x§ + 393 ax¥. Then according t6GLM criteria, for the ideal + (f1),

Tlde = zoaleke
&

is the first linear dependency of the vecter3 €, T2€,... when one checks the vector sequence
[€,T1€,T2€,.. .]. Thatis to sayf; is also the minimal polynomial d&, 1€, T2€,...]. O

Proposition 3.4. Supposaw € KV is such a vector that a proper factigrof f; of degreed <
D is found from the linearly recurring sequence (8). Then for eael, ..., n, the polynomial
X — ij éc, kxl, whereci o,Ci 1,...,Cid—1 iS the unique solution of (9), is in the Goner basis of

I+ (f1) w.rt. LEX.

Proof. Let Ty, ... fd be the multiplication matrices of the iddal- (1) w.r.t. <j.
Foreach =2,...,n, suppose; — Zk— c. kx1 is the corresponding polynomial in the &mer
basis ofl + (f1) w.rt. LEX. ThenTié = y9-1¢& ,Tké holds, and for any vectaw & K@V, we

11



have
flfie) = ;qk- (@, T¥e), j=o0,...,d-1

As long asw'is chosen such that the coefficient matrix is invertible, the coeffic®gpis; 1, ..., G d-1
will be the unique solution of the linear equation set

L d1 L
(w, T/ Tie) = 3 v (0, T78), j=0,....d-1 (10)
k=0

Therefore, to prove the correctness of the proposition, it suffices to show that there exists
w e K@D sych that the coefficient matrix of (10) is invertible, and that the two linear equation
sets (9) and (10) share the same solution. In particular, we will prove (9) and (10) are the same
themselves for soma. ”

To prove that, we need to show the two Hankel matrices and the vectors in the left hands of
(9) and (10) are the same. That is, for some veator ~

() (w,Te) = (w,T]€),forj=0,...,2d - 2;

(i) (w,T)Te) = (w,T/Tié), forj=0,...,d—1.
Next we will prove these two arguments respectively.
(i) We take the firstl equations in (i)

(w,Tje) = (w,Tle), j=0,...,d-1

As the vectorSe,‘Izlé,...,fl"*lé are linearly independent, the above linear equation set has a
uniquesolutionw for the unknownw. From Lemma 3.3, the vector sequer@ée‘flé,flzé, o

and the sequence (8) share the same minimal polyndmididegreed. Thus there exisdo, ..., ag_1 €
K such that

1dé = ale e, w Tl e Z)ak w Tl
Hence
(ﬁ,ffé) = (w, ak'f'lké> =Yy a(w, Z)ak w Tle 'w,Tlde>.
K= K=

Other equalities in (i) fof =d+1,...,2d — 2 can also be proved similarly. Actually, the equality
(w, T/ e) = (wo, T{ €) holds for anyj = 0,1,

(i) Since there is a polynomiag — zE:’Ola{(x'i in the Gibbner basis of w.r.t. LEX, where
a,...,a 4 € K, we knowTie = 32 & Tfe. Then on one hand, for the vectar and any
i=0,....,d—1, we have

. D-1 .
(w, T Tie) = Z aL(w,leHe).

On the other hand, ag — SR ralXs € I, we havex — SP-taxk € | + (f1), and thusTié =
Se-o & Tfé. Therefore for the gctorw and anyj =0, ...,d — 1,

- D-1 , ,
lJTé Z) a (w, TkJrJ Z)a@{w,leﬂe) = <'w,TlJTie>.
&

This ends the proof. O
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Now let us return to the special case of the deterministic Wiedemann algorithm, where unit
vectors are used to finéy = f1--- f1, with r <D and degfy;) = di. Suppose ddd1) =D
so the ideal is verified in shape position. In théh step of the algorithm, the unit vecter is
applied to construct the linearly recurring sequence

. i—1
[{ei, T/bi1): ] =0,....2(D— []de) — 1],
k=1

wherebj_1 = |‘|:(‘:11 f1k(T1)e. With this sequence the factdy; is computed. As the above se-
guence is the same as
i—1 i i—1
[{([] fux(T) e Tle) 1 j=0,....,2(D— [ de) — LI,
k=1 k=1

from Proposition 3.4 we can recover efficiently thedBmer basis of + (f1;) w.r.t. LEX by
constructing and solving linear equation sets with Hankel coefficient matrices.

So we have at hands the factorizatibn= f11--- f1r, together with the Gibner basis of
[+ (f1;) w.rt. LEXfori =1,...,r. Suppose the @bner basis foris

B =[fui,Xo— f2i, ..., % — faj]. (11)

Then to recover the polynomiafgin (4) for j =2, ..., n, we have the following modulo equation
set constructed frorRy,...,R:
fj = fj,l mod f1’1
. (12)
fi="fjr modfy,
Now it is natural to give a try of the Chinese Remainder Theorem (shdrRdshereafter).

To use theCRT, we have to check first whethér 1, .. ., f1, are pairwise coprime. One simple
case is wherfq is squarefree, or in other words the input ide# radical itself. In that case, the
direct application ofCRT will lead to the Gbbner basiss of | w.r.t. LEX, and the change of
ordering ends.

When the polynomiaf; is not squarefree, thERT does not apply directly. In this case, the
Grobner basis of/1 w.r.t. LEX is our aim. Before the study on how to recover thiglBter basis,
we first make clear how a polynomial set of form (4) can be split to a series of polynomial sets
with a certain zero relation according to some factorizatiofy o he following proposition is a
direct result of (Lazard, 1992, Proposition 5(i)), and it is actually a splitting technique commonly
used in the theory of triangular sets WangL§12001). In what follows§,)Zlenotes the common
zeros of a polynomial s€t € K[x1,..., %] in K, whereK is the algebraic closure &.

Proposition 3.5. Let T C K[xq, ..., Xn] be a polynomial set in the form
[t1(X1), %2 —t2(X1), - - - s X0 — th (X1)],

andty =ty 1---t1,. Fori=1,...,r, define
T(i) =[ti, X2 —t2,.... X0 —tnj],

wheret;; is the remainder of; moduloty; for j = 2,...,n. Then we have the following zero
relation

2(m) = UJz(T(0)). (13)
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Let f, be the squarefree part 6f. As eachP, in (11) satisfies the form in Proposition 3.5, we
can computé new polynomiabetsﬁj whose univariate polynomials iq is Tl_,j forj=1,....t,
suchthatf, = ﬂtjlel,j’ andTllj are pairwise coprime. These new polynomial sets can be found
in the following way. Sep = f,. We start withj = 1 andcomputeSTLj =gcdfyj, p). As long
as this polynomial is not equal to 1, a new polynonsieiP; whose univariate polynomié Tl,j
is constructed fronf?; by Proposition 3.5. Next sgt:= p/TLj and check whethep = 1. If so,
we know we already have enough new polynomial sets; otherjvisej + 1, and the process
above is repeated.

Now we reduce the current case to the earlier wite f, squarefre@andP;,...,P; to con-
struct the modulo equation sets. Thus thél@rer basis of/1 w.r.t. LEX can be obtained simi-
larly (note that extracting the squarefree parfpfesults in the radical df).

The whole method based on the deterministic Wiedemann algorithm is summarized in Al-
gorithm 3 below. The subfunction Sqrfrig@eeturns the squarefree part of the input polynomial.
The operator “cat” means concatenating two sequences.

Remark 3.2. If the factorsfy 1,..., f1, of f1 returned by the deterministic Wiedemann algorithm
are pairwise coprime (which needs extra computation to test), ther@r basis of w.r.t. LEX
can be computed from theRT.

The method of the deterministic version described above is also applicable to the Wiede-
mann algorithm with several random vectors. To be precise, when the first random vector does
not return the correct polynomidi, one may perform a similar procedure as the deterministic
Wiedemann algorithm by updating the sequence with a newly chosen random vector (instead of
e;j in the basis) and repeating Wiedemann (1986). In that case, the method abo@RWittan
also be used to compute thed®ner basis of/l w.r.t. LEX.

3.2.3. Complexity

Next the computational complexity, namely the number of field operations needed, for the
deterministic method for ideals in shape position is analyzed.

(1) In total the deterministic Wiedemann algorithm needs

O(D(N;1 +Dlog(D)loglog(D)))

operations if fast polynomial multiplications are used Wiedemann (1986). Meséll denotes
the number of nonzero entriesTh.

(2) Next at mosD structured linear equation sets with Hankel coefficient matrices are con-
structed and solved, each with maximum operatiofB log(D)). Hence this procedure needs
O(D?log(D)) operations at most.

(3) The squarefrepart f, of f; can be obtained with complexity at ma@3tD?log(D)) for the
case wherK has characteristic 0 ar@D?log(D) + Dlog(q/p)) for characteristig > 0 respec-
tively, where|K| = g (Von Zur Gathen and Gerhard, 2003, Theorem 14.20 and Exercise 14.30).
For the case whefy is not squarefree, supposaew polynomiaketsP, ..., R are needed, and
deg(Tlvi) =d; fori =1,...,t. To compute eacketP; of the form (4),n— 1 polynomial divi-
sions are needed to find the remainders, with compl&tyd D). Hence the total complexity to

obtainPy,...,P; is
t

O(;nd D)= O(nDildi) < 0(nD?),

for we haves!_, d, = degf;) < D.
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Algorithm 3: Shape position (deterministi€, := ShapeDdiG1, <1)

Input: Gy, Grobner basis of a 0-dimensional idéat K[xy,...,Xn] W.r.t. <1
Output: Gy, Grobner basis of/l w.r.t. LEX if | is in shape positiorFail, otherwise.

1 Compute the canonical basisi§fxy, .. .,X,|/(G1) and multiplication matrice3i, ..., Ty;
2 e1=(1,0,...,0)',e2 = (0,1,0,...,0)!,...,ep = (0,...,0,1)t € K(O*D;
3k:i=1;, F:=][]; f;=1;,d:=0; b=ej; S=[];

4 while b £ 0 do

5  si=[(ex,Tjb):i=0,1,...,2(n—d)—1];

6 g := BerlekampMasse€y);

7 f:=f.g; d:=deqf); F:=Fcat]g]; b:=9g(T1)b; S:=Scat|[g;
8 k:=k+1;

9 end

10 (Supposd- = [f171, ey fl,r]) f1:= ﬂir:]_ f17i;

11 if deq(f1) # D then

12 return Fail

13 else

14 fori=1,...,rdo

15 di :=deqfyj);

16 for j=2,...,ndo

17 Construct the Hankel matrid; and the vectob from S,
18 Computec = (cy,...,¢q) ==H'b; fij = zﬁgocmx‘;;
19 end

20 end

21 f,:=Sqrfred fy);
22 if f,# f1then

23 Compute{[fy j,x2—fpj,.... % — Tyl j=1,...,t} from
{[f1i, X2 — f2i,..., % — fnj] :i=1,...,r} by Proposition 3.5 sucthat
f1=j=1 f1; andfy ; are pairwise coprime;

24 end

25 for j=2,...,ndo

26 Solve the modulo equation set (12) to dgt

27 end

28 return [y, % — fa,..., % — fp]

29 end

(4) Solving the modulo equation set (12) for edch 2,...,n requiresO(D?) operations at
most by (Von Zur Gathen and Gerhard, 2003, Theorem 5.7). Thus irfQ(&?) operations are
needed for th€RT application.

Therefore, we have the following complexity result for the method with the deterministic
Wiedemann algorithm.

Theorem 3.6. Assume thaf; is known. If the input ideal is in shape position, then this deter-
ministic method will return the Gibner basis of/l w.r.t. LEX with the complexity

O(D(N; + D(log(D)loglog(D) +n))).
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3.2.4. Example
Here is a toy example to illustrate how the deterministic method works. Consider aih ideal
F2[x1,%2] generated by its @bner basis w.r.t. DRL

G = X233 +3G + X1+ 1,34 435 + X2+ 1, X5 +X5].
Its Grobner basis w.r.t. LEX is
Go = [f1:= (xa +1)3(¢€ +x1 + 1), % + 3] +5 + 1,

from which one can see thhts in shape position.
FromG; the canonical basB = [1,X1, X, X2, X1 %2, X3, X2%o] and the multiplication matricel

andT, are first computed. With a vecter= (1,1,0,1,0,1,0)' € FgXl) generated at random, the
classical Wiedemann algorithm will only return a proper fagtar+ 1)(x2 +x; + 1) of f;, and
whetherl is in shape position is unknown.

Next we use the deterministic Wiedemann algorithm to recdyewith e; = (1,0,...,0)!,
a factorfy 1 = (xg +1)%(x2 +x; + 1) of f; is found with the Berlekamp-Massey applied to the

sequence (7). Then we update the vector
b= f11(T1)e = (0,1,1,0,0,0,0)",

and execute the second round with= (0,1,0,...,0)!, obtaining another factof; » = (x; +
1)(x2+x1+1). This time the updated vectér= 0, thus the deterministic Wiedemann algorithm
ends, andf, is computed ad11f1 2. As dedf11f12) = D, now | is verified to be in shape
position.

Then we construct the linear equation sets similar to (6) to recwveand f, » respectively.
The first one, for example, is

1 00 0 Co 0
000 1 a | | o
00 1 1 o | | o
01 1 1 Ca 1

After solving them, we have the Gioner bases df+ (fy 1) andl + (f1 ) respectively as
Pr=[(X¢+1)2(% + X1+ 1), X + Xa],
Py =[x+ 1) 4 + X1+ 1), X2 +Xa].
Then the squarefre;;art?l of f1 is computed, and we find thatis not radical, and thus
only the Gobner basi&s; of VI w.r.t. LEX may be computed. From » = f4, we directly have
Gz = P, and the algorithm ends.

The way to comput&, by CRT, which is more general, is also shown in the following. Two
new polynomiakets

P1= [X1+1,X2+1], P, = [X%—i—Xl—i—l,Xz—&—Xl]

are first computed and selected accordind, by Proposition 3.5. Then the modulo equation
set
{ fo=%-+1 modx+1,

fo=Xo+x modxd+x;+1

as (12) is solved witlER T, resulting in the samé&,. One can check tha&l, is the Gbbner basis
of v/1 w.r.t. LEX with any computer algebra system.
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3.3. Incremental algorithm to compute the univariate polynomial

For a O-dimensional idedl C K|[x1,...,X%n], the univariate polynomial in its ®bner basis
w.r.t. LEX is of special importance. For instance, it may be the only polynomial needed to solve
some practical problems. Furthermore, in the case vilkés a finite field, after the univariate
polynomial is obtained, it will not be hard to compute all its roots, for one can simplify the
original polynomial system by substituting the roots back, and sometimes the new system will
become quite easy to solve.

Besides the two methods in the previous parts, next the well-known incremental Wiedemann
algorithm dedicated to computation of the univariate polynomial is briefly recalled and discussed.

In the Wiedemann algorithm, the dominant part of its complexity comes from construction of
the linearly recurring sequenc®(DN;)), while the complexity of the Berlekamp—Massey algo-
rithm is relatively low O(Dlog(D))). Hence the idea of the incremental method is to construct
the sequence incrementally to save computation and apply the Berlekamp—Massey algorithm to
each incremental step.

We start with the linearly recurring sequen[(ﬁe,T{e) :1=0,1] and compute its minimal
polynomial with the Berlekamp—Massey algorithm. Next we proceed step by step with the se-
guence _

[(r,Te):i=0,...,2k—1]
until the returned polynomial coincides with the one in the previous step. Then this minimal
polynomial equals the univariate polynomialve want to compute with a large probability.

Suppose dgd ) = d. Then the number of steps the method takes is boundedHdy. In other
words, the method stops at most after the sequ{a(mcélie> 1i=0,...,2d+1] is handled. The
number of field operations to construct the sequenc€¥dsd\; ), while the total complexity to
compute the minimal polynomials with the Berlekamp—Massey algoritr(h(\ziill k?) = 0O(d®)

(note that in the incremental case, the fast Berlekamp—Massey with compBkitgg(k)) is

not applicable). Therefore the overall complexity for the incremental Wiedemann method to
compute the univariate polynomial @(dN; 4 d*). As can be seen here from this complexity,
this incremental method is sensitive to the output polynorhidhen the degred is relatively

small compared witlD, this method will be useful.

4. General caseBMS-based algorithm

In the general case when the idéainay not be in shape position, perhaps those methods
described in Section 3 will not be applicable. However, we still want to follow the idea of
constructing linearly recurring sequences and computing their minimal polynomials with the
Berlekamp—Massey algorithm. The way to do so is to generalize the linearly recurring sequence
to a multi-dimensional linearly recurring relation and apply B¥S algorithm to find its mini-
mal generating set.

4.1. Algorithm description
We first define ar-dimensional mapping: : Zgo —Kas
(Sla“'aS‘l)'—><T7T]_Sl"'Tnsne>7 (14)

wherer € K(P*1 js a random vector. One can easily see that such a mappingdinaensional
generalization of the linearly recurring sequence constructed in the Wiedemann algorithm.

17



Note thatT;*--- Te in the definition ofE above is the coordinate vector (&, ..., in
the FGLM algorithm. As a polynomiaf in the Gibbner basis of is of form (2), and the linear
dependency (1) holds, one can verify thasatisfies (3) and thus is a polynomiallifE). The
BMS algorithm is precisely the one to compute thékwer basis of(E) w.r.t. to a term ordering,
so one may first construct the mappiBgvia Ty, ..., T,, and attempts to compute the @ner
basis ofl from theBMS algorithm applied td (E).

We remark thaff is in | (E) for any vectorr. In fact, the idea above is a multi-dimensional
generalization of the Wiedemann algorithm. The minimal polynogiafl the Krylov sequence
[b,Ab,A%b,...] is what the Wiedemann algorithm seeks, gatirectly leads to a solution of the
linear equatiorAz = b for a nonsingular matriXA and vectob. Then a random vector is chosen
to convert the sequence to a scalar one

[(r,b), (r,Ab), (r,A%D),.. ],

and the Berlekmap—Massey algorithm is applied to find the minimal polynomial of this new
sequence, in the hope thgtcan be obtained. While the method proposed here converts the
mapping from(sy, ..., s,) to its coordinate vector in tHeGLM to an-dimensional scalar mapping
with a random vector, and then t8MS algorithm (generalization of Berlekamp—Massey) is
applied to find the minimal polynomial set, which is also theé®@rer basis, w.r.t. to a term
ordering.

This method for computing the @bner basis of makes full use of the sparsity @f, ..., T,,
in the same way as how the Wiedemann algorithm takes advantage of the sparsityaf
method is a probabilistic one, also the same as the Wiedemann algorithm. This is reasonable for
the ideall (E) derived from then-dimensional mapping may lose informationldfecause of the
random vector, with C | (E). Clearly, whenl is maximal (corresponding to the case witgin
the Wiedemann algorithm is irreducibléjE) will be equal tol . Furthermore, as polynomials in
the Gibbner basis are characterized by the linear dependency in (1), we are always able to check
whether the Gibner basis of (E) returned by th&8MS algorithm is that of .

Remark 4.1. When the term ordering in tHe@MS algorithm is LEX, computation of the univari-
ate polynomial in this method is exactly the same as that described in Section 3.1. This is true
because for the LEX orderingy(< --- < Xn), the terms are ordered as

2 2
[17 X1, X7, ..., X2, X1 X2, X1 X2, . . '}7

hence the first part d is E((p1,0,...,0)) = (r,T*e), and theBMS algorithm degenerates to
the Berlekamp—Massey one.

Another fact we would like to mention is that tiMS algorithm from Coding Theory is
mainly designed for graded term orderings like DRL, for such orderingé\atémedearand
have good properties to use in algebraic decoding Cox et al. (1998). But it also works for other
orderings, though extra techniques not contained in the original literature have to be introduced
for orderings dependent on LEX (like LEX itself or block orderings which break ties with LEX).
Take the term ordering LEX for instance, an extra polynomial reduction is performed after
every BMSUpdatg step to control the size of intermediate polynomials. This is actually not
a problem for orderings like DRL, for in that case the leading term of a polynomial will give a
bound on the size of terms in that polynomial. We also have to add an extra termination check for
each variableg, otherwise thBMS algorithm will endlessly follow a certain part of the terms.
For example, all variables in the sequevﬁl;exl,xf, ...] are smaller thary, and the originaBMS
does not stop handling that infinite sequence by itself.
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With all the discussions, the algorithm is formulated as follows. The “Termination Criteria”
here in this description mean thatdoes not change for a certain number of iterations. The
subfunction Redudé& ) performs reduction oR so that every polynomidl € F is reduced w.r.t.
F\{f}, and IsGRF) returnstrue if F is the Gbbner basis of w.r.t. LEX andfalse otherwise.

Algorithm 4 : General cas&; := BMSbase(G1,<1)

Input: G1, Grobner basis of a 0-dimensional idéat K[xy,...,X,] w.r.t. <1
Output: Grobner basis of w.r.t. <»; or Fail, if the BMS algorithm fails returning the
correct Gbbner basis

Compute the canonical basis§fxy, ..., xn]/(G1) and multiplication matrice3y, ..., Tp;
Chooser € K(P*1) at random;
u:=0; F:=[1]; G:=]]; E:=[];
repeat
e:=(r, T/t Tire);
E :=E cat|€];
F,G:= BMSUpdatéF,G,u,E);
u = Next(u) w.r.t. <p;
F := Reducé¢F);
until Termination Criterig;
if IsGB(F) then
return F
else
return Fail
end
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The correctness of Algorithm 4 is obvious. Next we prove its termination. Once the loop ends,
the algorithm almost finishes. Hence we shall prove the termination of this loop. Clearly when
the polynomial seF the BMS algorithm maintains turns to the &wner basis of (E) w.r.t. <,
the current termination criterion, namdtykeeps unchanged for a certain number of passes, will
be satisfied. And a sufficient condition férbeing the Gdbner basis is given as Theorem 4.4
below.

4.2. Complexity

Part of earlier computation of valuesBfcan be recorded to simplify the computation at Line
5. Suppose the value & at a certain ternfuy, Uy, ..., Ui—1,U — 1, Uj+1,...,Un)

5_ Tul.. . Tui=1l Tun
e=T, T, T, "e

has been computed and recorded. Then we know the vatue=du, ..., uy) is
<T>T1ul o 'Tﬁune> = <T7Tié>’

for all T andT; commute. Thus the computation of one valud&afan be achieved withi@(N)
operations, wherbl is the maximal number of nonzero entries in matri€gs. ., T.

Next we focus on the case when the target term ordering is LEX. The complexities of the
three steps in Algorithm 1 are analyzed below.
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(1) As an extra reduction step is applied after each iteration, the numbers of terms of polyno-
mials inF are bounded b + 1. Denote byN the number of polynomials i,. Then checking
whetherF is valid up to Nextu) needsO(ND) operations.

(2) The computation of the new delta #¢tNext(w)) only involves integer computations, and
thus no field operation is needed.

(3) Constructing the new polynomial get valid up to Nextu) requiresO(ND) operations
at most. The readers may refer to Saints and Heegard (2002); Cox et al. (1998) for the way to
construct new polynomials.

In step (1) above, new values Efother thare may be needed for the verification. The com-
plexity for computing them is stilD(N), and this is another difference from the origi¥1S
algorithm for graded term orderings. After the update is complete, a polynomial reduction is
applied toF to control the size of every polynomial. This requil@éﬁlND) operations, where
N denotes the maximum term number of polynomial&jn To summarize, the total operations
needed in each pass of the main loop in Algorithm 4 is

O(N+ND+NND) = O(N +NND).

Hence to estimate the whole complexity of the method, we only need an upper bound for the
number of passes it takes in the main loop.

Theorem 4.1. Suppose that the input idelatZ K[x, ..., X,] is of degreeD. Then the number of
passes of the loop in Algorithm 4 is bounded 2

Before giving the proof, we need to introduce some of the proven results dMSealgo-
rithm for preparations. Refer to Bras-An@mrand O’Sullivan (2006); Cox et al. (1998) for more
details.

Denote the previous term af w.r.t. < by Prdu). Given an-dimensional array, suppose
now a polynomialf € K[xq,...,xn] is valid for E up to Préu) but not tow. Then the term
u — It(f) is called thespanof f and denoted by Sp&h), while the termu is called thefail of
f and written as Fafif ). Whenf € I (E), f is valid up to every term, and in this case we define
Spartf) := . The following proposition reveals the importance of spans.

Proposition 4.2 ((Bras-Amobs and O’Sullivan, 2006, Corollary 9)A(E) = {Spar{f) : f ¢
I1(E)}.

Definel(u) := {f € K[Xq,...,X%] : Fail(f) > u}. Such a set is not an ideal but is closed
under monomial multiplication: supposing tHat (a)(u), we havetF € (a)(u) for every term
t e K[Xq,...,Xn].

Proposition 4.3 ((Bras-Amobs and O’Sullivan, 2006, Proposition 6)fFor eachu, A(u) =
{Spar{f): f ¢ 1(u)}. Furthermorep € A(uw) \ A(Prgu)) if and only if v < w andu —v €
Afu) \A(Pre(u)).

The above proposition states when a tern\{t) is determined, and it is going to be used

extensively in the sequel. Also from this proposition, one can derive the following termination
criteria for theBMS algorithm, which are mainly designed for graded term orderings like DRL.

Theorem 4.4((Cox et al., 1998, pp.529, Proposition (3.12))Let cmax be the largest element
of A(E) andsmax be the largest element §ft(g) : g € G}, whereG is the Gbbner basis of (E)
w.It. <.
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Fig. 1. Delta set{) and terms neede&) for Cyclic5-2

(1) For allu 2 Cmax+ Cmax A(U) = A(E) holds.
(2) For allv > cmax+ MaxX{Cmax Smax}, the polynomial sef the BMS algorithm maintains
equalsG.

As explained in Section 4.1, actually the term ordering LEX is not the one of interest in
Coding Theory and does not possess some properties needed for a good order domain. But the
results stated above are still correct. In particular, Theorem 4.4 indicates when the iteration in the
BMS algorithm ends. For graded term orderings like DRL, once the termination term is fixed,
the whole intermediate procedure in tB&IS algorithm is also determined. However, for LEX
it is not the case. We have to study carefully what happens between the startinty aadhthe
termination term indicated by Theorem 4.4,

Next we first illustrate the procedure for a 2-dimensional example derived from Cyclic5. Both
the delta set (marked with crosses) and the terms handled BMBelgorithm (with diamonds)
are shown in Figure 1.

Thecmaxandsmaxin Theorem 4.4 are respectively, 6) and(0, 7). In fact, theBMS algorithm
obtains the whole delta set@, 12) = Cmax+ Cmax and the polynomial set it maintains grows to
the Gibner basis at4,13) = Cnax+ Smax Which is also where the algorithm ends.

Next we go into some details of what happens when a diamond row is handled Bivithe
algorithm. We call a diamond (or cross) row tliga diamond (or cross) row if terms in this
row are(i, j). Then for the Oth diamond row, tH&MS algorithm degenerates to the Berlekamp—
Massey one to compute the univariate polynonfidk;). Here 30 diamond terms are needed
because the minimal polynomial is of degree 15.

For other rows in Figure 1, from Proposition 4.3, one knows thatj#h @iamond rows with
an oddj, the delta set does not change. Thus such diamond rows are only bounded by the latest
verified row in the delta set. This is because otherwise a wrong term in the delta set will be added
if other diamond terms are handled. For example, the 3rd diamond row is of the same length as
the 1st cross row, while the 5th diamond row is as that of the 2nd cross one.

For a X«th diamond row, its number is related to two cirteria. On one hand, again from Proposi-
tion 4.3, thekth cross row is determined while th&tB diamond row is handled in tH&MS algo-
rithm. Denote bycmax(K) the largest term in thieth cross row, then terms up 6max(K) + Cmax(K)
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in the Zth diamond row have to be handled to furnish ki@ cross row. On the other hand, the
number of &th diamond row is also bounded by the latest verified cross row, as the odd dia-
mond ones. The first criterion is shown by the 6th diamond and the 3rd cross rows, while the 4th
diamond row is the result of both criteria.

For a termu = (uy,...,u;,0,...,0) € K[xq,...,X], in the proof below we write it as =
(ug,...,u;) for simplicity, ignoring the lash — i zero components in the terms.

Proof. (of Theorem 4.1) Suppos@is the Gbbner basis of (E) the BMS algorithm computes.
Denote the number of terms needed inBMS algorithm to comput&NK|x,...,X] by xi, and

b :=A(E)NK[xq,...,x%]. Froml C |(E) one knows thaf\(E) is a subset of the canonical basis
of K[Xq,...,X%]/I, thus|A(E)| < D. Therefore to prove the theorem, it suffices to ShopAZE)|

is an upper bound.

We induce on the number of variakilef K[x,...,x]. Fori = 1, theBMS algorithm degen-
erates to the Berlekamp—Massey, and one can easily segitkaR|A;| holds. Now suppose
Xk < 2k|Ay| for k(< n). Next we provexii1 < 2(K+ 1)|Ay1]-

As previously explained, in the terms to comp@®e K[xy, ..., Xk,1], the termguy, ..., uk, 21)
are determined by two factors: terrfs, ..., Vv, l) in A1, and the latest verified terms in the
delta set. First we ignore thoge, , . . ., Uy, 2l ) terms determined by the latter criterion, and denote
by k.1 all the remaining ones iK[xy,. .., X 1]. We claim that|. % 1| is bounded by(2k +

1)|Aka-
From Theorem 4.4, we can suppose there exists some integeich that
FI1i= U T D= U D (15)
1=0,...,2m+1 j=0,...,m
where

%-‘rlJ = {u € %-ﬁ-l RS (ulv' . '7uka|)}7
Dyirj={u€biyriu=(Up,..., U )}
Clearly | Jkt10| = Xk < 2K|Ax|, and Ay, 1,0 = Ax. One can see that’, 1 »j| is bounded by
either XAy = 2k|Axr10| (if j =0) or 20k41j| (£ 2K|Aky1,j]). Furthermore|J;12j11] is
bounded byAy,1 j|, the number of the latest verified delta set. Hence we have

| Fir12j] + | Tkr2j+1] < (2k+1)|Dkiajl,

which leads td.% 1| < (2k+ 1)|Ak1]-

Now we only need to show the number of all the previously ignored terms, denotég by
is bounded byAy1|. SupposeZ/,; = Uics %/, 1, WhereSis a set of indexes with§ < min
(15), and

Trti i ={ue Fhiu=(U,...,ui)}
Then for each, |7/, ;| is bounded by the number of the latest verified delta set|/&ay |-
Thus the conclusion can be proved if one notichssAx;1,p € Aky1. O

Theorem 4.5. Assume thafly,..., T, are constructed. The complexity for Algorithm 4 to com-
plete the change of ordering is bounded®yD(N -+ NND)), whereN is the maximal number of
nonzero entries in the multiplication matricBs. ..., Tn, andN andN are respectively the number
of polynomials and the maximal term number of all polynomials in the resultirigp@ar basis.
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4.3. Example
Consider the idedl C Fgs521[X1, %2] defined by its DRL Gidbner basisxg < x2)
G1 ={X4 + 2% + 2133 + 11x153 4 4x5x2 + 2253 + 9%5 4 17x1% + 19X+
2%+ 19x1 + 5,X5%3 + 1053 + 12x3% + 203 + 21, X + 15x2 4 19%; + 3}.

HereFess21%1,X%2]/(G1) is of dimension 12. Its basis, and further the multiplication matriges
andT,, can be computed accordingly.
Now we want to compute the @bner basis, of | w.r.t. LEX. With a vector

r = (6757,4342039830453565276217712
2767617194138 48036 1264911037 € Fyrs?

generated at random, the 2-dimensional mapFRirgconstructed. Then BMSUpdéjes applied
term by term according to the LEX ordering, wiffju) and the polynomial sét valid up tou
shown in Table 1. For example, at the tef#0), the polynomiak? + 62681x; + 41493¢ F is
not valid up to(4,0). Then the delta set is updated{@®, 0), (1,0), (2,0) }, andF is reconstructed
such that the new polynomia$ + 62681x2 + 35812«; + 18557 is valid up td4,0).

The first polynomial inGy:

01 =X¢ + 15X +19x; + 3

is obtained at the terrf¥,0). Next BMSUpdaté) is executed to compute other members$(&)
according to the remaining term sequeneexiXz, . .., X3,X2x3, ..., ], until the other polynomial
in Gy:
0o = X3+ 7X8x5 + 15x3% + 255 + 9

is obtained a{3,5). Now the main loop of Algorithm 4 ends. Then one can easily verify that
{01,092} C Gz and din{Fess21X2, X1]/(01,92)) = 12, thusG, = {g1,02}.

Here is an example where this method fails. Get {x3,x2%,, X1X3,X3} C Fess21X1, X2]. Then
the ideal(G) is 0-dimensional with degree = 6. It is easy to see th& is Grobner basis w.r.t.
both DRL and LEX. Starting fronGc as a Gobner basis w.r.t. DRL, the method based on the
BMS algorithm to compute the @Gbner basis w.r.t. LEX will not be able to return the correct
Grobner basis, even the base field itself is quite large and different random veeta tried.

5. Putting all methods together: top-level algorithm

In this section, we combine the algorithms presented in the previous parts of this paper as
the following integrated top-level algorithm, which performs the change of orderingddir@r
bases to LEX.

We would like to mention that to integrate these three algorithms, one needs to skip some
overlapped steps in the three algorithms, like computation of the canonical basis and the multi-
plication matrices, and the choice of random vectors, etc. If one does not seek fobtheeGr
basis ofy/1, that is to say, the multiplicities of the zeros are needed, then the deterministic invari-
ant should be omitted.

Thanks to the feasibility in each algorithm to test whether the computed polynomial set is the
correct Gbbner basis, this top-level algorithm will automatically select which algorithm to use
according to the input, until the origin&lGLM one is called if all these algorithms fail. It is also
a deterministic algorithm, though both the Wiedemann algorithm an®mMg-based method
will introduce randomness and probabilistic behaviors to the individual algorithms.
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Termu Au) F: polynomial set valid up ta

(0,0) (0,0) X1, %2

(1,0) — X1 + 65437

(2,0) (0,0),(1,0) X2+ 65437x) +21672x;

(3,0) — X2+ 62681x + 41493 %,

(4,0 (0,0),(1,0),(2,0) %3 +62681x2 + 358121 + 18557 %
(5,0) — %S -+ 30688¢ -+ 45566 + 54643 %,

(6,0) (0,0),(1,0),(2,0),(3,0) X} -+ 30688¢ + 20026¢2 + 45766¢; + 5434 Xp
(7,0) — 01, %2

(0,1) — 01, X2 + 65034¢ + 24330¢ + 14876, + 52361
(1,1) — 01, X2 +64550¢ + 37707 + 48745 + 7628
(2,1) — 01, X2 +38842¢ +5603%2 + 45755 + 44311
(3,1) — 01, X2 + 9449 + 2082642 + 39078, + 38885

01,%5 + 38885x; + 65360¢; + 1782¢ + 36000, + 39469

0,2)  (0,0),(1,0),(2,0),(3,0),(0,1)
XoX1 + 208264 + 28385¢ + 55917 + 37174

Table 1. Example for theBMS-based method

For an ideal in shape position, the probability for Algorithm 2 to compute the corréttr@r
basis is the same as that of computing the correct minimal polynomial in the Wiedemann algo-
rithm for one choice of a random vector, which has been analyzed in Wiedemann (1986). When
Algorithm 2 fails, the one based on the deterministic Wiedemann algorithm can tell us for sure
whether the input ideal is in shape position, and return thigoGer basis of/I. However, the
probability for theBMS-based method to return the correct@mner basis is still unknown.

6. Multiplication matrix Ti: sparsity and complexity

In the previous description and complexity analyses of all the algorithms, the multiplication
matricesTy, ..., Ty are assumed known. In this section, for generic polynomial systems and the
term ordering DRL, the multiplication matrik; is exploited, on its sparsity and cost for con-
struction. We are able to give an explicit formula to compute the number of dense coluimns in
and we also analyze the asymptotic behavior of this number, which further leads to a finer com-
plexity analysis for the change of ordering for generic systems. The term ordering is preassigned
as DRL in this section without further notification.

6.1. Construction of multiplication matrices

Given the Gobner basiss of a 0-dimensional idedl w.r.t. DRL, letB = [g1,..., &p] be the
canonical basis dK[xy, ..., X]/(G), andL := {It(g) : g € G}. The three cases of the multiplica-
tion &x; for the construction of thith column ofT;j in FGLM are reviewed below Faege et al.
(1993).
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Algorithm 5: Top-level algorithmG; := TopLevelG1, <1)
Input: Gy, Grobner basis of a 0-dimensional idéat K[xy,...,Xn] W.r.t. <1
Output: Gy, Grobner basis of or v/1 w.r.t. LEX

1 Gy := ShapePr@G1,<1);

2 if Gy # Fail then

3 return G,

4 else

5  Gy:=ShapeD€iGy,<1);

6 if Gy # Fail then

7 return G,

8 else

9 G, := BMSbase(G, <1);
10 if G, # Fail then

11 return G,

12 else

13 return FGLM(Gq, <1)
14 end

15 end

16 end

(1) The termg; is in B: the coordinate vector of NormalFo(sx;) is (0,...,0,1,0,.. ., 0),
where the position of 1 is the same as that;gf in B;

(2) The termgx; is in L: the coordinate vector can be obtained easily from the polynomial
g € G such that Itg) = &x;;

(3) Otherwise: the normal form afx; w.r.t. G has to be computed to get the coordinate vector.

Obviously, thath column ofT;j is sparse if case (a) occurs, thus a dense column can only come
from cases (b) and (c). Furthermore, the construction for a column will not be free of arithmetic
operations only if that column belongs to case (c). As a result, we are able to connect the cost for
construction of the multiplication matrices with the numbers of dense columns in them.

Proposition 6.1. Denote byM; the number of dense columns in the multiplication mafkix
Then the matrice%;,. .., T, can be computed withi®(D? 5" ; M;) arithmetic operations.

Proof. Direct result from the proof of Proposition 3.1 in Faug et al. (1993). O

As shown in Section 3, among all multiplication matric&€sjs the most important one, and
it is also of our main interest. However, for an arbitrary ideal, now we are not able to analyze the
cost to construct; by isolating it from the others in Proposition 6.1, for the analysipneeds
information from the other matrices too.

In the following parts we first focus on generic sequences which impose stronger conditions
onT; so that the analyses on it become feasible. We show that the construclipfoofeneric
sequences is free and present finer complexity results based on an asymptotic analysis.

6.2. Generic sequences and Morenoi@sconjecture

Let P = [fy,..., fn] be a sequence of polynomials Kxs,...,X,] of degreedy,...,d,. If
dp =--- =d, =d, we call it a sequence of degrele We are interested in the properties of
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the multiplication matrices for the ideal generatedyf fi,..., f, are chosen “at random”.
Such properties can be regarded generic in all sequences. More precisdgljpddhe set of all
sequences af polynomials of degreds, .. .,d,, viewed as an affine space with the coefficients
of the polynomials in the sequences as the coordinates. Then a property of such sequences is
genericif it holds on a Zariski-open itJ. Next for simplicity, we will say some property holds
“for a generic sequence” if it is a generic one, and &3 “a generic sequence” if its properties
of our interest are generic.

For a generic sequencé,.. ., fy], its properties concerning the @mer basis computation,
in particular the canonical basis, are the samgfs.. ., f1'], wheref/ is the homogeneous part
of f; of the highest degree. That is to say, we only need to study homogeneous generic sequences,
which are also those studied in the literature. Hence in the following part of this section, a generic
sequence is further assumed homogeneous.

Since we restrict to the situation where the number of polynomials is equal to that of variables,
a generic sequence isegularone Lazard (1983). We first recall the well-known characterization
of a regular sequence via its Hilbert series.

Theorem 6.2. Let [fy,..., f;] be a sequence K[xy,...,%,] with ded f;) = d;. Then itis regular
if and only if its Hilbert series is
Mia(1-2)
(1-2n

Let P be a generic sequence of degded hen we know its Hilbert series is
H(nd):=(1-2)"/1-2)"= (14242 +---+2H", (16)

from which one can easily derive that the degre€Rjfis d", and that the greatest total degree
of terms in the canonical basis(id — 1)n.

Grobner bases of generic sequences w.r.t. DRL have been studied in Mordas-Q8903).
A term ideald is said to be aveakly reverse lexicographic ideiéithe following condition holds:
if t € Jis a minimal generator af, thenJ contains every term of the same total degre&wbich
is greater thart w.r.t. some term ordering. For the term ordering DRL, we have the following
conjecture due to Moreno-Ses.

Moreno-Sodas conjecture(Moreno-Sogas (1991))LetK be an infinite field, and B [f1,..., fy]
a generic sequence K|[xy, ..., X, with ded f;) = di. Thenlt({P)), the leading term ideal ofP)
w.r.t. DRL, is a weakly reverse lexicographical ideal.

The Moreno-Soias conjecture is proven true for the codimension 2 case and for some special
ideals for the codimension 3 case Aguirre et al. (2001); Cimpoeas (2007). It has been proven that
this conjecture implies the Bberg conjecture on the Hilbert series of a generic sequence, which
is well-known and widely acknowledged true in the symbolic computation community Pardue
(2010).

Proposition 6.3. Use the same notations as those in the MorendaSamnjecture. If this con-
jecture holds, then for a terma € It({P)), any termwv such that de@u) = degwv) andv > w is
also in lt((P)).
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Proof. If w is a minimal generator of ({P)), then the conclusion is a direct result from the
Moreno-Sogas conjecture. Else there exists one minimal genekatgru such thatw - 4. As
for any w such that de@w) = deg @) andw > @, we knoww € It({P)). Then we can always
find a termv™e It((P)) such thatw > ¥. For example, construat = @ —u + v. If ¥ is a term,
then it suffices; otherwise the biggéstm® such that de@) = deq(#@) will work. This ends the
proof. O

As Proposition 6.3 implies, the Moreno-Sas conjecture imposes a stronger requirement on
the structure of the terms in({P)) for a generic sequend® For the bivariate case, once a term
u is known to be an element in({P)), the terms in If(P)) determined by it are illustrated in
Figure 2 (left), and furthermore, in the right figure the shape all termg{R)lt form.

<! o3

10 E B B B EE BB E B 10 E B B B EE BB E B

9 E B B B EE BB E B 9 E B B B EE BB E B

8 E BE B EEEEEE B 8 E E B B EEEEEBE

7 /i 5 B B EEEBB 7 E B B EEEEEE B

6 \l\ E BE B BEEEEE N 6 E E B B EEEEEBE

5 4 \l E B E EEEE N 5 /i @ EEEEEB®

4 \\l\ E B B B EE N 4 \.\ E BE E B EEEE BN

3 \l\ E BB EEHE 3 \G—I—( E BB EEHE

2 \'—l—l—l—l—l 2 \. E B E E N

1 - 1 \\.—l—l\ E B

0 f 1 0 - — O
012345678 910X 0123456 78910%

Fig. 2. One termu € It((P)) (®) and the terms it determinel) / Minimal generators of [{P)) (®) and
terms in I((P)) (H)

The base field in the Moreno-Sas conjecture is restricted infinite. According to our prelim-
inary experiments on randomly generated sequences over fields of large cardinality, we find no
counterexample of this conjecture. As a result, we will consider it true and use it directly. The
following variant of Moreno-Sdas conjecture, which is more convenient in our setting, can be
derived easily from Proposition 6.3.

Variant of Moreno-Socias conjecture Let K be an infinite fieldP € K[xi,...,X,] @ generic
sequence of degrek andB the canonical basis &[x, .. .,%n]/(P) w.r.t. DRL. Denote byB(k)
the set of terms of total degrdein B. Then fork =1,...,(d — 1)n, B(k) consists of the first
|B(k)| smallest terms in all terms of total degree

6.3. Sparsity and construction

LetP C K[xy,...,%n) be ageneric sequence, &athe Gibner basis ofP). Then polynomials
in G can be assumed dense (in the case wkémnof characteristic 0 or of large cardinality). As
the number of dense columns i will directly lead to a bound on the number of nonzero
entries inTy, the study ofT; sparsity is reduced to that of how many cases of (2) and (3) happen.
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Combining the Hilbert series of a generic sequence and our variant of Moremas$oajecture,
we are able to give the counting of the dense columAg.in

Proposition 6.4. Let K, P, B andB(k) be the same as those in the Moreno{8seaonjecture
variant. If the Moreno-Sdes conjecture holds, then the number of dense columns in the multi-
plication matrixT; is equal to the greatest coefficient in the expansiofief z+ - - - + Z94-)n,

Proof. Letk' = (d — 1)n, and denote by7 ¥ be set of all terms ifK[xq, ..., %,] of total degree
k.

Suppose thai: is thelth smallest term in7®). Thenxqu is still the Ith smallest term in
7+ Hence from the conjecture variant,|B(k)| < |B(k+1)|, then for everyu € B(k), xu
is still in B(k+ 1). Therefore it belongs to case (1) we reviewed in Section 6.3, and the corre-
sponding column ifTy is a sparse one. [B(k)| > |B(k+ 1)|, we will have|B(K)| — |B(k+ 1)|
dense columns which come from the fact that they belong to case (2) or (3).

As the coefficients in the the expansion(@ft z+ - -- + Z9-1)" are symmetric to the central
coefficient (or the central two wheful — 1)n is odd), the conditiohB(K)| > |B(k+ 1)| holds for
the first time wherk = kg, the index of the central term (or of the second one in the central two
terms). Then the number of dense columns is

(IB(ko)| — [B(ko +1)[) + (|B(ko + 1) — [B(ko + 2)[)
++-+(IB(K' = 1)[ = [B(K)[) + [B(K)| = [B(ko)I-

That ends the proof, for such a coeffici¢Btko)| is exactly the greatest oned

The Hilbert series is usually used to analyze the behaviors @& basis computation, for
example the regularity of the input ideal. As the leading terms of polynomials in thien@r ba-
sis and the canonical basis determine each other completely, it is also natural to have Proposition
6.4, which links the canonical basis and Hilbert series.

Remark 6.1. Whend = 2, the number of dense columnsTinis the binomial coefficiem:r‘ﬁo,
where

n/2 ifniseven;
221 if nis odd.
For the case = 3, such the greatest coefficient is called tkatral trinomial coefficient
Corollary 6.5. If the Moreno-Sotas conjecture holds, then the percentage of nonzero entries

in T, for a generic sequence of degi@é bounded bymy+ 1) /D, wheremy is the number of
dense columns computed from Proposition 6.4.

Proof. The number of nonzero entries in the dense columns is boundegyand that in the
other columns is smaller thdn O

Assuming the correctness of the Moreno-fasaconjecture, we can take a step forward from
Proposition 6.4. That is, we show case (3) will not occur during the constructidn of

Proposition 6.6. Follow the notations in the Moreno-Sas conjecture. If the conjecture holds,
then for any termu & It((P)), xau is either not in I{(P)) or a minimal generator of ({P)).
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Proof. Supposequ = (us,...,Un) € It({(P)) is not a minimal generator. We will draw a contra-
diction by showingu € It({P)) under such an assumption.

Without loss of generality, we can assume eack: O fori = 1,...,n, otherwise we can
reduce to then— 1 case by ignoring thgh component ot:. As Xju is not a minimal generator,
there exist & (1 < k < n) such that® := (uy,...,uc—1,...,un) is in It((P)). The case when
k= 1 is trivial. Otherwise, since dég¥) = degu) andu® < u, by Proposition 6.3 we know
uelt((P)). O

Corollary 6.7. If the Moreno-Sotas conjecture holds, then the number of dense columfis in
for generic sequences is equal to the cardinalityg€ G1 : x1|It(g)}, whereG; is the Gbbner
basis w.r.t. DRL.

Remark 6.2. By Corollary 6.7, for generic sequences, to constijcbne only needs to find

the leading term of which polynomial iB; is a given termx;u. Thus we can conclude that the
construction ofT; is free of arithmetic operations. Even for real implementations, the cost for
constructingT; is also quite small compared with that for the change of ordering (see Section
7 for the timings). Bearing in mind that the ideal generated by a generic sequence is in shape
position, we know the complexity in Theorem 3.2 is indeed the complete complexity for the
change of ordering for generic sequences, including constructidp, ¢fie only multiplication

matrix needed.

6.4. Asymptotic analysis

Next we study the asymptotic behavior of the number of dense columnsfor a generic
sequence of degrek with n fixed andd increasing tot-c. These results are mainly derived from
a more detailed asymptotic analysis of coefficients of the Hilbert series of semi-regular systems
in Bardet (2004); Bardet et al. (2004), where standard methods in asymptotic analysis, like the
saddle-point and coalescent saddle points methods, are applied.

The target of this subsection is to find the dominant term of the greatest coefficient in the
expansion of the Hilbert serid¢$(n,d) in (16), asd tends to+ andn is fixed. First one writes
themth coefficiently(m) of H(n,d) with the Cauchy integration:

1 [H(nd)(2, 1 (1—z)"
'd(m)_ﬁf 71 dz_ﬁfg(l—z)nzmﬂdz

With F(z) := (1(_1;)% = e'@ andg(z) := 1, I4(m) becomes the form convenient to the

asymptotic analysis
m) — 1 % f(2)

Suppose the greatest coefficienHiin,d) comes from thength term. Since we are interested in
the asymptotic behavior, we can assumge= (d — 1)n/2. As a special case of (Bardet, 2004,
Lemma 4.3.1), we have the following result.

Proposition 6.8. Supposany = (d — 1)n/2. Then the dominant term &f(mp) is

1 o)

lg(Mmo) ~ me

wheref(z) = nlog(%) — (m+1)log(2), andrg is the positive real root of’(z). Furthermore,
ro tends to 1 asl increases te-.
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To prove the fact that the positive real rogof f/(z) tends to 1, one needs to use the equality
mp = (d — 1)n/2. Other parts of the proof are the same as those in (Bardet, 2004, Section 4.3.2).

Next we investigate the value df'(ro) andF (rp) in the dominant part ofy(mp) asro tends

to 1. Seth(z) := 11*}; =1+z+---+Z1 Then

h'(2h(z) =N (2?> d+1
f’(z2)=n ():1()2)2 @ —: .
Noting thath(1) =d, W(1) =d(d —1)/2, andh”(1) = d(d — 1)(d — 2) /3, we have
(1) = nd?/12+ O(d).
With the easily obtained equality (1) = d", we have the following asymptotic estimation of

la(mo).
: 6 A4n—1
Corollary 6.9. Letn be fixed. Asd tends to+, I4(mp) ~ 4/ 7=d" .

This asymptotic estimation of the greatest coefficiertlim,d) accords with the theoretical
one. Figure 3 shows the number of dense columns derived from both Proposition 6.4 and Corol-
lary 6.9. As can be shown from this figure, the asymptotic estimation is good, evendiken

n=4, d=1..100

small.

n=3, d=1..100

log(m) z
&
3 & ¢
¢ 4
244 ¢
24
14 i
0 T T T T T T T T T 1 0 T T T T T T T T T 1
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
d d
| < Theoretical + Asymptoticl | < Theoretical + Asymptoticl

Fig. 3. Number of dense columnsTaforn=3,4andd = 1,...,100

Corollary 6.10. Letn be fixed. Asd tends to+o, if the Moreno-Sotas conjecture holds, then

the following statements hold:
(1) the percentage of nonzero entriediris ~ /. /d;

(2) for a generic sequence of degrkehe complexity in Theorem 3.2 3( %D”Lnl)

As Corollary 6.10 shows, for a generic sequence, the multiplication mgtbecome sparser
asd increases. Furthermore, the complexity of Algorithm 2 is smaller in both the exponent and

constant compared withGLM.
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Remark 6.3. Here we only consider the case wherns fixed andd tends to+c, while the
asymptotic behaviors of the dual case wihkis fixed andn tends to+c have been studied in
Bardet et al. (2004) for the special valde- 2.

7. Experiments

The first method for the shape position case, namely Algorithm 2, has been implemented in C
over fields of characteristic O and finite fields. A preliminary implementation oBtti&-based
method for the general case has been dondagma over large finite fields. Benchmarks are
used to test the correctness and efficiency of these two methods. All the experiments were made
under Scientific Linux OS release 5.5 on 8 Intel(R) Xeon(R) CPUs E5420 at 2.50 GHz with
20.55G RAM.

Table 2 records the timings (in seconds) of our implementatiorts ahd Algorithm 2 ap-
plied to benchmarks including theoretical ones like Katsura systems (Katsame randomly
generated quadratic polynomial systems @friables (Randon), and practical ones like Min-

Rank problems from Cryptography Fairg et al. (2010) and algebraic cryptanalysis of some
curve-based cryptosystem (Edwards). In this tablelenotes the degree of the input ideal, and
the column "Density” means the percentage of nonzero entries in the multiplication Matrix
The instances marked withare indeed not in shape position, and the timings for such instances
only indicate those of computing the univariate polynomial in the LEXlBer basis. The per-
formances of the DRL @bner basis computation af@LM in Magma (version 2-17-1) and
Singular (version 3-1-2), together with the speedup factors of our implementation for the change
of ordering, are also provided.

As shown by this table, the current implementation of Algorithm 2 outperform$ @&idv
implementations ilrMagma andSingular. Take the Random13 instance for example,ARz&M
implementations ilfMagma andSingular take 107574 and 1982 seconds respectively, while
the new implementation only needs 193econds. This is around 54 and 101 times faster. Such
an efficient implementation is now able to manipulate ideals in shape position of degree greater
than 40000. It is also important to note that with this new algorithm, the time devoted to the
change of ordering is somehow of the same order of magnitude as the Dibn@&rbasis com-
putation.

Table 3 illustrates the performances of Algorithm 4 for the general case. As currently this
method is only implemented preliminarily Magma, only the number of field multiplications
and other critical parameters are recorded, instead of the timings.

Benchmarks derived from Cyclic 5 and 6 instances are used. Instances with ideals in shape
position (marked with) are also tested to demonstrate the generality of this method. Besides
andD denoting the number of variables and degree of the input ideal, the columns “Mat Density”
and “Poly Density” denote the maximal percentage of nonzero entries in the matricesT,
and the density of resulting @bner bases respectively. The following 4 columns record the
numbers of passes in the main loop of Algorithm 4, matrix multiplications, reductions and field
multiplications.

As one can see from this table, the numbers of passes accord with the bound derived in theo-
rem 4.1, and the number of operations is less than the origibiaM algorithm for Cyclic-like
benchmarks. However, for instances of ideals in shape position, this method works but the com-
plexity is not satisfactory. This is mainly because the resultingp@er bases in these cases are
no longer sparse, and thus the reduction step becomes complex. Fortunately, in the top-level
algorithm 5, it is not common to handle such ideals in shape position with this method.
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FGb Magma Singular Speedup

Name D Density | Fs(C) New Algorithm Fs FGLM DRL FGLM | Magma Singular
Katsurall 3 21.53% 4.9 3.4 18.2 178.6 632.0 328.4 52.7 96.9
Katsural2 2 21.26%| 319 26.3 147.9 1408.1 5061.8 2623.5 53.6 99.8
Katsural3 3 10.86%| 186.3 189.1 1037.2 10895.4 57.6
Katsural4 »  19.64%| 1838.9 1487.4 9599.0 87131.9 58.5
Katsural5 3 1852% | 11456.3  12109.2
Randomil | 21 21.53% 4.7 3.4 18.1 169.3 623.9 328.6 49.2 95.5
Random12 | 22 21.26%| 26.6 26.9 134.9 1335.8 4867.42581.1 | 49.6 95.8
Random13 | 22  19.98% | 146.8 193.5 949.6 10757.4  36727.09820.2| 55.6 102.4
Randomi4 | 24  19.64%| 1000.7 1489.5 7832.4 84374.6 56.6
Random15 | 2%  18.52% | 6882.5 10914.02
MinR(9,6,3) | 980 26.82% 11 0.5 6.3 22.7 137.5 381 43.6 73.2
MIinR(9,7,4) | 4116 22.95%| 28.4 28.5 208.1 1360.4 4985.8 2490.3 |  47.7 87.4
MIinR(9,8,5) | 14112 19.04%| 543.6 1032.8
MinR(9,9,6) | 41580 16.91% | 9048.2 22171.3
Weierstrass 4096 7.54% 4.0 9.0 5.8 418.3 72.4 1823.6 46.7 203.7
Edwardsi | 4096 3.41% 0.1 2.4 0.2 176.7 1.0 8399 72.7 345.6
Cyclic 101 | 34940 1.00% 3586.9 >16 hrs and>16 Gig

Table 2. Timings of the method for the shape position case from DRL to LEX

Name n D Mat Density PolyDensity | #Passes #Mat. # RedMilti.
Cyclic5-2 2 55  489% 1786% 165 318 107 nD%5%%4
Cyclic5-3 3 65 873% 197% 294 704 227 nD%674
Cyclic5-4 4 70 1071% 2113% 429 1205 355nD2%723
Cyclics 5 70 1202% 2113% 499 1347 421nD%702
Cyclicé 6 156 1146% 172% 1363 4464 1187nD3%781

Uteshev Bikkert | 4 36 6065% 100% 179 199  105nD%992

D1f 12 48 342% 5102% 624 780 517 nD%874

Dessin2-6t 6 42 4694% 100% 294 336 205nD%968

Table 3. Performances of Algorithm 4 for the general case from DRL to LEX
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