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Abstract

The CONNECT Integrated Project aims at enabling continuous composition of networked systems, us-

ing a revolutionary approach, based based on on-the-fly synthesis of CONNECTors. The Role of Work

Package 4 is to develop techniques for learning representative models of the connector-related behav-

ior of networked peers and middleware through exploratory interaction, and for monitoring the runtime

behaviour of the connected system.

This document provides an overview of WP4 achievements during the final year of CONNECT, as well

as a summary of WP4 achievements and remaining challenges for the entire period of CONNECT.

During Y4, WP4 has further increased the power and efficiency of learning techniques, developed and

implemented techniques for handling non-functional properties in learning, and finalized the integration

of the learning and monitoring enablers into the CONNECT architecture.

Over the 46 months of CONNECT operation, WP4 has significantly advanced the state-of-the-art in

active automata learning. Prior to the CONNECT project, active learning had been developed only

for finite-state component models, utilizing a finite set of interaction primitives. In CONNECT, we have

lifted this technology to rich and infinite-state techniques by novel symbolic and abstraction-based tech-

niques, thereby providing a break-through in the state-of-the-art, which will have long lasting impact also

after CONNECT. During CONNECT, we have also thoroughly re-engineered our framework for learning,

LearnLib, making learning functionality available as reusable components. Further, we have developed

a generic monitoring infrastructure that offers great flexibility and adaptability, which is model-driven: it

can thus be adapted to a rich set of domain-specific languages, expressed as metamodels, and exploit

the support to automation offered by model-driven engineering techniques. Our assessment of the

learning and monitoring enablers on CONNECT scenarios shows that the developed technology can

cope very well and very efficiently with the challenges imposed by the CONNECT approach.
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1 Introduction
The CONNECT Integrated Project aims at enabling continuous composition of evolving networked sys-

tems. It adopts a revolutionary approach to the seamless networking of digital systems, based on on-the-

fly synthesis of CONNECTors via which networked systems communicate. CONNECTors are implemented

through a comprehensive dynamic process based on (i) extracting knowledge from, (ii) learning about,

and (iii) reasoning about, the interaction behavior of networked systems, together with (iv) synthesizing

new interaction behaviors out of the ones exhibited by the systems to be made interoperable, and further

(v) generating and deploying corresponding connector implementations.

The Role of Work Package 4 is to develop techniques for realizing step (ii) in this process, i.e., for

learning representative models of the connector-related behavior of networked peers and middleware

through exploratory interaction. Work Package 4 also develops techniques for monitoring the runtime

behaviour of the connected system, since this is a prerequisite for enabling continuous composition.

The objectives, as stated in the Description of Work (DoW)1, are:

’... to develop techniques for learning and eliciting representative models of the connector-

related behavior of networked peers and middleware through exploratory interaction, i.e., an-

alyzing the messages exchanged with the environment. Learning may range from listening

to instigating messages. In order to perform this task, relevant interface signatures must be

available. A bootstrapping mechanism should be developed, based on some reflection mech-

anism. The work package will investigate minimal requirements on the information about inter-

faces provided by such a reflection mechanism in order to support the required bootstrapping

mechanism. The work package will further support evolution by developing techniques for

monitoring communication behavior to detect deviations from learned behavior, in which case

the learned models should be revised and adaptors resynthesized accordingly.’

Work Package 4 is structured into three tasks.

Task 4.1: Learning application-layer and middleware-layer interaction behaviors in which techniques

are developed for learning relevant interaction behavior of communicating peers and middleware,

and building corresponding behavior models, given interface descriptions that can be assumed

present in the CONNECT environment, including at least signature descriptions.

Task 4.2: Run-time monitoring and adaptation of learned models in which techniques are developed

for monitoring of relevant behaviors, in order to detect deviations from supplied models.

Task 4.3: Learning tools in which learning tools will be elaborated, by building upon the learning frame-

work developed by TU Dortmund (LearnLib), and considerably extending it to address the demand-

ing needs of CONNECT.

The work in WP4 is based on existing techniques for learning the temporal ordering between a finite

set of interaction primitives. Such techniques have been developed for the problem of regular inference

(i.e., automata learning), in which a regular set, represented as a finite automaton, is to be constructed

from a set of observations of accepted and unaccepted strings. The most efficient such techniques use

the setup of active learning, where the automaton is learned by actively posing two kinds of queries:

a membership query asks whether a string is in the regular set, and an equivalence query compares

a hypothesis automaton with the target regular set for equivalence, in order to determine whether the

learning procedure was (already) successfully completed. The typical behavior of a learning algorithm is

to start by asking a sequence of membership queries, and gradually build a hypothesized automaton using

the obtained answers. When a “stable” hypothesis has been constructed, an equivalence query finds

out whether it is equivalent to the target language. If the query is successful, learning has succeeded;

otherwise it is resumed by more membership queries until converging at a new hypothesis, etc.

1CONNECT Grant Agreement, Annex I
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Overview of this Deliverable In the next chapter, we report on the work that was performed during Y4.

In Chapter 3, we summarize the overall contributions of WP4 during CONNECT, highlighting the challenges

that have been solved and the challenges that remain. An assessment of the achievements of WP4 is

performed in Chapter 4. Conclusions are collected in Chapter 5.

Two technical journal papers are appended to this deliverable. They represent central achievements

of WP4 that have been obtained through collaborative efforts.

• S. Cassel, F. Howar, B. Jonsson, M. Merten, and B. Steffen. A succinct canonical register automaton

model. Invited for publication in Journal of Logic and Algebraic Programming, 2012.

This paper is an extended and more elaborate version of the first paper on this topic [6].

• F. Howar, B. Steffen, B. Jonsson, S. Cassel, and M. Isberner. Inferring canonical register automata.

Submitted for publication, 2012.

This paper is an extended description of our approach for learning automata with data, which super-

sedes both the papers [13] and [12].

CONNECT 231167 12/98



2 Challenges and Achievements During Y4

2.1 Review Recommendations

We here list comments and recommendations from the Y3 review, together with our responses.

Overall, this is excellent progress.

WP4 is happy about this feedback.

Thus, the remaining challenge is efficient handling of non-functional properties.

The WP4 framework is prepared for dealing with non-functional properties. More specifically, the LearnLib

framework can be (and has been) instrumented to monitor non-functional properties. For instance, learned

models can be annotated with latencies to form (a simple form of) timed automata. Other possibilities

include failure frequences. We elaborate on this topic in Section 2.5.

How do the methods for monitoring of non-functional properties developed in WP2 interfere

with learning techniques developed in WP4?

The above comment probably contains a typo: we read it as “How do the methods for monitoring of non-

functional properties interfere with learning techniques developed?”, in fact monitoring is not developed in

WP2 but in WP4 (as also learning is). If in the above question the term interfere has to be taken literally

under the negative meaning of acting as an obstacle, we do not think there is any interference between the

two enablers. Learning happens before deployment of the CONNECTor and monitoring happens during

the execution of the CONNECTed system. On the contrary, the two activities can usefully cooperate,

following the process described in [4]. Indeed, the monitor can report to the Learning Enabler, similarly

to how it does with any other enabler, if some relevant property happens, and learning could in this way

be informed that some learned model should be revised. To have this cooperation, the Learning Enabler

needs to subscribe to GLIMPSE for the desired properties, again similarly to what is done by any other

Enabler.

2.2 Challenges During Y4

During Y4, the challenges for WP4 have been to:

• further refine the work on automata models and learning algorithms,

• make the learning algorithms more efficient,

• extend learning techniques to handle non-functional properties,

• finalize the integration of the learning enabler into the CONNECT architecture,

• finalize the integration of the monitoring enabler into the CONNECT architecture, and

• (in connection with the two previous items) integrate learning and monitoring.

These challenges include those planned for D4.4 in the Description of Work, from which we quote

• Final integration of the learning and monitoring functionality into the CONNECT architecture

• Overall Evaluation

In this chapter, we elaborate on the achievements with respect to these challenges.
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2.3 Extension of Learning to Richer Languages

Prior to the CONNECT project, state of the art learning algorithms had been developed for finite-state

models of components, that utilized a finite set of primitives for interaction. To support learning of realistic

networked components, one challenge of CONNECT has been to extend learning techniques to handle

richer models, that include data of various form. In CONNECT, we have addressed this challenge by

developing a theory of canonical register automata. This theory has served as the basis for development

of new classes of learning algorithms that can generate rich behavioral models. During Y2 and Y3, we

developed this line of work for a setting where data values were taken from an unbounded domain, and

could be compared for equality. During Y3, we initiated a generalization of this work to settings where a

range of different predicates can be applied to data values. As an illustrating example, if our data domain

is equipped with tests for equality and (ordered) inequality, then after processing three data values (say, d1,

d2, d3), it may be that the only essential test between a fourth value d4 and these three is whether d4 ≤ d1
or not (i.e., all other comparisons not essential for determining whether the data word is accepted). In

previous automaton proposals, this would typically result in 7 different cases, representing all possible

outcomes of testing d4 against the three previous values. In our proposal, however, we take into account

whether comparisons are essential or not, resulting in only 2 cases.

During Y4, the foundations for and presentation of the original register automaton model, for the set-

ting where data values can be compared for equality, has been stabilised. A paper has been invited to a

journal [7], and is also enclosed as an appendix. During Y4, we have also fully worked out the generaliza-

tion of this work to the setting where a range of predicates can be applied on data values, and published

the resulting proposal at an international conference [8].

2.4 Efficient Learning Algorithms

In Y3, on the basis of our canonical automaton model, we have developed a learning algorithm for behav-

iors that combine control and data. This learning algorithm can be derived systematically, by exploiting the

fact that the automaton model is based on a Nerode congruence. Our active learning algorithm is unique

in that it directly infers the effect of data values on control flow as part of the learning process. This effect

is expressed by means of registers and guarded transitions in the resulting register automata models.

Central to the inference of register automata is an involved three-dimensional treatment of counterexam-

ples. This treatment can be regarded as an elaboration of an algorithmic pattern which was originally

presented in [28] for learning regular languages. We have transferred it to Mealy machine learning in [31],

and to learning with alphabet abstraction refinement in [15]. A first presentation of this learning algorithm

appeared in [13].

In Y4, we have substantially extended both the scope and the efficiency of the learning algorithm

presented in [13], resulting in a better algorithm presented in [12].

• First, the new algorithm applies to a richer component model that considers both reception of and

production of messages by a component. The algorithm can infer any equality between a received

or produced data value and any data value in any future message, and how such an equality may

affect subsequent behavior. The resulting model is called Input/Output Register Automata (IORA for

short).

• Second, the new realization of the algorithm is significantly more efficient than the previous one.

We have applied the new implementation to a range of examples. Not only are the inferred models

much more expressive than finite state machines, but the prototype implementation also drastically

outperforms the classic L∗ algorithm, even when exploiting optimal data abstraction and symme-

try reduction. Thus, this work represents a breakthrough in the area of automata learning, and

outperforms previous approaches to learning models that combine control and data.

An extended presentation of the learning algorithm, combining the contributions of [13] and [12], is pro-

vided as an appendix.
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2.5 Learning Non-functional Properties

In the CONNECT framework, alongside with inferring functional models, the learning enabler is envisioned

to gather information about non-functional properties to be used for connector synthesis and subse-

quent validation of dependability properties. Partly inspired by the reviewers’ comments about adopting

a lightweight approach to this problem, we have developed, implemented, and evaluated an extension to

our learning technology [27].

In this section we show how active learning and obtained models can be extended to also provide non-

functional information about inferred systems. We present two strategies, one for recording non-functional

data in the course of active learning, and one for augmenting inferred models with data obtained from a

system in actual use by means of live logfile analysis.

2.5.1 Generating QoS Data Points During Learning

Let us briefly recapitulate the experimental setup of a learning process: The learning algorithm will formu-

late queries to the system on an abstract level. The queries will be passed to a test-driver that translates

queries into sequences of single actions on the component that is subject to learning, here also called the

system under test (SUT). The test-driver executes these actions one by one and records the respective

results. We can extend the test-driver easily to collect some data during the active interrogation of the tar-

get system, which is part of the employed active learning methods. The data collected this way, however,

might be strongly biased for three reasons:

1. During the learning process, tests are not equally distributed over all states and actions of a system.

2. Learning may not produce enough tests to formulate solid statistical guarantees.

3. Learning usually is thought (and implemented) to work sequentially: first some tests are done, then

a hypothesis is formulated and then some more tests are conducted.

This gives reason to believe that data obtained during the normal learning process may have limited

quality when compared to methods that focus on providing non-functional data in the first place. The

upside, however, is that this data can be collected without conducting interactions with the target system

beyond what is necessary for the behavioral exploration.

Issues (1) and (2) can be addressed by identical means: to produce a sufficient number of well-

distributed tests, a two-step approach can be employed, where in the first step a model of a system

is learned. This is followed by extensive tests on the basis of this model. This setup coincides with

the classical learning setup: first a model is learned, then a conformance test is run to approximate an

equivalence query. We can thus tightly integrate test runs for non-functional data and the search for

counterexamples.

Issue (3) has to be addressed by different means. To produce a complete picture of the non-functional

properties of a system, exposure to realistic load is needed. The only way to do this is to conduct tests in

parallel. It is easy to see how the setup used for equivalence approximation can be parallelized: one can

simply select multiple transitions at a time and conduct multiple tests per transition in parallel.

In order to produce realistic load in the learning phase, the learning algorithms and equivalence tests

in LearnLib can be modified to produce batches of queries instead of single queries. Being constructed

during learning, the size of these batches usually varies along the learning process. The resulting setup is

shown in Figure 2.1. The learning algorithm produces batches of queries and passes these to an oracle,

which distributes the queries to a number of test-drivers. The latter consist of (1) a TestOracle serving as

interface to the learning algorithm, (2) a TestDriver that translates abstract symbols to executable actions

on the system, and finally (3) the SUTInstrumentation that actually performs the actions on the SUT. We

can easily instrument this setting by adding probes at different points that record data points useful for

quality of service measurement, especially of non-functional aspects. The TestDriver logs data about the

execution of single actions (e.g., latencies), while the TestOracle logs data concerning single symbols and

complete queries. The TestOracle can, e.g., record failure rates for symbols. This is not possible in the
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SUTInstrumentationTestDriverTestOracleTestOracle TestDriver SUTInstrumentationPooledOracleLearner

sendPacket(p)

List<Packet>

startTimer()

<message ...

<iq type=...

stopTimer()

processSymbol(i)

OutputSymbol

analyzeAnswer()

processQueries(qs)
processQuery(q1)

OutputWord
List<OutputWord>

processQuery(qk)

Figure 2.1: Sequence chart probe integration

TestDriver as it requires an interpretation of the obtained (or omitted) answers. This architecture, i.e., the

combination of probes in the test process and parallel execution of tests in a two-step approach, allows

us to provide data for a broad range of non-functional properties relevant in the scope of CONNECT.

2.5.2 Recording Latencies

We have applied our enhanced learning framework to measure non-functional properties in learning ex-

periments on the OCS. This experiment was conducted as part of a case study on the use of learning

technology employed during development, validation, operation and use of the Online Conference Service

(OCS), Springer Verlag’s online manuscript submission and review system [17].

The OCS is an online manuscript submission and review service that is part of a product line for

the Springer Verlag that started in 1999 [26]. It evolved over time to include also journal and volume

production preparation services. The main purpose of the OCS is the adequate handling of a wealth of

independent but often indirectly related user interactions. Hence, completing a task may have an impact

on other participants or shared objects. From this point of view the OCS is a user and context driven

reactive system with a web interface. Users can decide when they execute their tasks, which typically

consist of small workflows, and in case of multiple tasks the order in which they process or perhaps reject

them.

We first addressed latencies by measuring execution times of actions. Initially we observed and

learned them at the aggregation level of actions, as one would do in a customary testing setting: one

observes the executions and aggregates the data by action across all the executions (i.e. not at the level

of single transitions: this is a model agnostic approach). We tracked the variation of execution time with in-

creasing load, i.e., the execution times for creating new conferences in an increasingly populated system.

All conferences run in parallel on the same server. The obtained results shown in Figure 2.2 proved very

useful for profiling purposes. On the left we see the diagram of the measures for the initial implementation:

a linear increase of execution times from two seconds on an empty systems to almost 8 seconds on a

system with 700 conferences.

The discovered linear growth of execution times led us to carefully inspect the involved business meth-

ods and objects and to introduce refinements of two kinds:

1. optimizations of the business logic to reduce the number of statements to be executed on the

database, and
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Figure 2.2: Measured latencies for creating conferences

2. effective refinements concerning the O/R-mapping1 of the business model. In particular the (lazy-

)loading strategies for relations were refined.

The right graph in Figure 2.2 shows the execution times once these optimizations were implemented.

Now the execution times stay constant even in a densely populated system; the slight decrease in the

measured data is not significant and can be attributed to caching facilities in the enterprise architecture.

Since we did not observe the timing behavior at the level of single transitions in the model but rather

per business method, the results from profiling indicated only a set of promising methods, worth being

considered and possibly refined/optimized. Without (behavioral) context information, considerable effort

was required in order to determine effective refinements. We therefore conjecture that timing details

combined with behavioral models will further ease the effort of locating needed refinements more precisely

in the source code. Also, to overcome the problem of unrealistic data in the learning environment, we

have decided to enrich learned behavioral models with information on non-functional properties obtained

through monitoring of a system in actual use. We outline this in the next section, again by means of the

OCS system.

2.5.3 Capturing Actual Usage

The OCS implements a form of trace logging in that it intercepts and logs every state-changing call of the

business logic, which can be facilitated to reconstruct the user’s behavior. We used this technique already

a long time ago to discover specific profiles of use of the system across different user communities [18].

Back then the underlying question was the decision of whether a certain consolidation of the infrastructure

was feasible, economically advantageous, and beneficial to the users. The logging was correspondingly

abstract.

Detailed log information is useful to track the history of an object – like a submission – or to trace

possible errors in the system. This tracking goes well beyond the logging level we had in previous versions,

and it is important for transparency and liability reasons, to solve potential disputes on claims like e.g. that

a paper was submitted and has been removed later from the conference service while the PC Chairs insist

that they did not delete it. An evaluation of all data entries for the paper in question will provide evidence

on the actions that really took place.

Additionally, all entries are secured against fraud: a combination of timestamp, counter, and signature

1An O/R-mapper introduces a layer of indirection for connecting objects in an object oriented language to tables in a relational
database.
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Figure 2.3: System model enriched with information from log data

for each entry makes it hard even for the system administrators to modify or delete entries of the log file

undetected.

As soon as enough log data has been gathered, it can be used not only to observe the actions of

single users but also to get a picture of the overall usage in the system. In combination with the model

generated by active automata learning, we can also project the data onto the model and obtain an enriched

model that contains not only all possible behaviors, but also for example the usage frequency of each

state and of each path. In practice, during this model enrichment all instance-specific parameters in the

log file are anonymized so that all papers and all users become indistinguishable, and their histories

are aggregated into one workflow. Figure 2.3 shows an example of such a model that is enriched with

frequency information: the thicker the line of a transition edge, the more often it has been visited.

2.5.4 Conclusions

By means of a case study, we have illustrated the power of active learning for enabling the automated qual-

ity assurance of complex and distributed evolving systems. In particular, it shows the impact of coninuity

in the learning and monitoring activities, in several ways.

• Frequently building the system and applying our learning-based testing technology continuously

immediately revealed misconceptions, and the incrementally improved learned models better and

better reflected the overall system behavior. Applied carefully, learning nicely adapts to changes

and is therefore an ideal means for dealing with evolving systems.

• By careful adaptation, learning technology can infer a number of quality metrics, including various

non-functional properties, that enrich the generated models, and also guide subsequent develop-

ment of the system under learning.

We are therefore convinced that this technology will have quite a practical impact in the future of quality

assurance for evolving systems.
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2.6 Integrating the Learning Enabler

While the applications in the CONNECT project have been the driving force for many of the developments

reported on in the previous sections, they have resulted in stand-alone tools or libraries, such as Learn-

Lib. This yields a high amount of flexibility and vastly broadens the target audience. On the other hand,

it creates the necessity of adapting those very general techniques to the specifics of the CONNECT sce-

narios, such as data structures, communication protocols etc. The Learning Enabler is the component in

the CONNECT architecture intended to accomplish this task, providing a smooth interoperability with the

various other CONNECT enablers.

A prototype of the Learning Enabler was presented in D4.3. In Y4, its integration into the overall

CONNECT architecture has been finished. Furthermore, its functionality was enhanced, e.g. by integrating

the learning of non-functional properties as presented in Section 2.5.

2.6.1 Finalized Integration into CONNECT Architecture

In the CONNECT architecture, the Learning Enabler interacts with the Discovery Enabler and the Inter-

action Enabler (for an overview of the architecture, see D1.3 and D1.4). In Y3, this integration was

established at an interface level, using stub implementations for testing purposes. Particularly, the stub In-

teraction Enabler relied on the tool wsimport, limiting its application to networked systems communicating

via the SOAP protocol.

In Y4, the integration with both the actual Discovery and Interaction Enabler has been established.

The integration with the Interaction Enabler leverages the applicability of automata learning in CONNECT

from SOAP-based services only to the full bandwidth of middleware protocols supported in CONNECT, as

now a single component is used for both the networked system invocations during learning and during

CONNECTor execution.

As the CONNECT Enabler architecture is envisioned to be deployed in a distributed environment, the

functionality of the Learning Enabler is made accessible via JMS using a corresponding wrapper (cf. D1.3).

Consequently, communication with the other Enablers is realized via JMS. The complete setup has been

successfully tested and run in a distributed networked environment.

2.6.2 Enhancements of the Learning Enabler

While the aforementioned aspects concern the interoperation with external components only, also the

internal functionality was enhanced. A data-flow diagram depicting the internal operations of the Learn-

ing Enabler in the CONNECTion phase is shown in Figure 2.4. This diagram is a refined version of the

corresponding diagram shown in Deliverable D4.3. We will therefore concentrate on the differing aspects.
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Enabler

Interaction

Enabler

Learning Enabler

StrawBerry

Semantic interface analysis (Ontology)
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Figure 2.4: Refined data-flow of the Learning Enabler in the CONNECTion phase.

When the Discovery Enabler requests a networked system’s behavior to be learned, it provides the

Learning Enabler with an xDL interface description. From this interface description, an adequate learning
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alphabet has to be constructed (cf. D4.3). For this, the Learning Enabler uses the StrawBerrytool [5, 23],

which is based on type analysis. This yields many ambiguities, as most web services, for example, rely on

strings as their only datatype. However, in CONNECT, interface description are assumed to be semantically

annotated with references to a common domain ontology. Considering for instance a login operation, this

allows a clear distinction between the parameters for username and password—which are both of type

string—by means of references to different concepts in the ontology.

The Learning Enabler thus further refines the learning alphabet, performing an ontology-aware anal-

ysis of the data dependencies between the single invocations. In order to capture the expressiveness of

ontologies, this step is supported by the Pellet OWL-DL reasoner [29], which allows to reason about the

various concepts referred to by the parameter instances.

The second enhancement of the Learning Enabler’s operation concerns the learning of non-functional

properties, as described in Section 2.5. For the purpose of generating QoS data points during learning

(cf. Section 2.5.1), the automatically generated mapper has to be implemented with probes recording, e.g.,

information about latencies. At the end of the learning process, an Enhanced LTS (cf. D3.3) is produced,

which is subsequently annotated with non-functional properties derived from the data points generated

during learning.

2.6.3 Conclusion

The Learning Enabler shows the strength of LearnLib’s flexible, module-oriented approach. External

components—such as the Interaction Enabler—can easily be integrated as test drivers. This enables

the use of automata learning techniques in a large number of environments, such as in the CONNECT

scenario for learning behavioral specifications of networked systems. The successful integration tests

underline the ability of the developed prototype to serve as an integral part of the CONNECT architecture,

working in a fully distributed environment.

2.7 Integrating the Monitoring Enabler

During Y4, the overall monitoring system architecture has been updated in order to more effectively co-

operate with the enablers within the CONNECT architecture. In particular, the resources consumption has

been reduced and some testing concerning the intrusiveness of the GLIMPSE probes has been started.

Concerning the integration of the GLIMPSE Monitoring Enabler, the monitoring infrastructure is now

able to cooperate with all the CONNECT enablers involved in the off-line and on-line analysis of the CON-

NECTor, namely:

• Deployment Enabler: to be informed about the deployment/runtime status of the CONNECTor;

• Dependability Enabler: in order to improve and ensure CONNECTability;

• Security Enabler: in order to notify exceptions occurred into the CONNECTor;

• Learning Enabler: to improve the learned models of the networked systems.

A fully working version of GLIMPSE has been released on the CONNECT website.

Finally, the translator of CPMM (Connect Property MetaModel) models to GLIMPSE rules (Drools)

is now completed (this activity involves Monitoring on WP4 and CPMM on WP5), so that the monitor

can be integrated in a fully model-driven approach. The detailed description of CPMM can be found in

Deliverables D5.3 and D5.4.

In the following subsections, we provide a more in-depth description of the Y4 advancements.

2.7.1 Final Implementation of the Model-driven Monitoring Infrastructure

The released monitoring infrastructure GLIMPSE is a generic and flexible instrument that aims to provide

the developer and the user with a set of tools to monitor functional and non-functional properties without
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the need to manage low-level coding details, but just using a meta-model for defining the non-functional

property to be monitored.

GLIMPSE is event-based. In CONNECT, an event represents a method invocation on a remote web

service: the invocation, from the producer to the consumer, is captured when it comes through the CON-

NECTor, encapsulated into a specific object, and sent through the CONNECT bus.

We report below in Figure 2.5 the main GLIMPSE components, including the new one that has been

added in the fourth year of the project, the CPMM Model Converter. Details of the other monitor compo-

nents have been included in Deliverables D4.2 and D4.3.

Figure 2.5: The GLIMPSE infrastructure providing the monitor enabler behaviour

2.7.2 Properties Specification

The properties object provided to GLIMPSE contains a JMS ObjectMessage that must respect the follow-

ing three prerequisites:

1. the contained object must be a CPM (CONNECT property model) object;

2. the ObjectMessage must have a property ”DESTINATION” sets to ”monitor”;

3. the ObjectMessage must have a property ”SENDER” sets with the consumerName.

The object stored into the JMS ObjectMessage sent from the enabler (consumer of the monitoring) to

GLIMPSE is the model of the non-functional property that the enabler wants to be monitored expressed

using the CPMM.

Once received this message and relative payload, the Manager component will forward it to the CPMM

Model Converter that is described below.
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Figure 2.6: CPMM Model Converter infrastructure

Listing 2.1: Main Template of Model2Code Transformer

[ comment encoding = UTF−8 / ]

[ module generate ( ’cpmm/ model / Core . ecore ’ , ’ cpmm/ model / EventType . ecore ’ , ’

cpmm/ model / EventSet . ecore ’ , ’ cpmm/ model / Met r i cs . ecore ’ , ’ cpmm/ model /

Metr icsTemplate . ecore ’ , ’ cpmm/ model / Proper ty . ecore ’ ) ]

[ impor t cpmm : : acceleo : : u t i l i t i e s : : u t i l i t y ]

[ template p u b l i c generateElement ( p : Proper ty ) ]

[ comment @main / ]

[ f i l e ( p . name, false , ’ Cp1252 ’ ) ]

[ i f p . ocl IsTypeOf ( Quan t i t a t i veP rope r t y ) ]

[ p rocessMainQuant i ta t i veProper ty ( p ) / ]

[ e l s e i f ( p . ocl IsTypeOf ( Q u a l i t a t i v e P r o p e r t y ) ) ]

[ p rocessQua l i t a t i vePrope r t y ( p ) / ]

[ / i f ]

[ / f i l e ]

[ / template ]

2.7.3 CPMM Model Converter

This component is the new one added into the GLIMPSE architecture. This component takes as input

an XML file contained in the payload of the JMS ObjectMessage sent through the GLIMPSE bus to the

manager component and generated using the CPMM Eclipse editor. This XML file is provided as input

to the CPMM Model Converter on which the Model2Code Transformer component implemented using

Acceleo code generator IDE is running.

The output of the transformation is a XML file containing a Drools rule that is provided to the GLIMPSE

Complex Event Processor to load it into the Knowledge Base.

More in detail, the implemented Model2Code Transformer, shown in figure 2.6 takes as inputs the

CPMM ecore models (specifically Core.ecore, EventSet.ecore, Event-Type.ecore, Metrics.ecore, Metric-

sTemplate.ecore, Property.ecore) and the model (compliant to CPMM) of the property to be monitored,

and produces one or more Drools rules. Since this activity is shared between WP4 and WP5, which is

where the CPMM model has been defined, we report here for the sake of self-completeness an example

of Model2CodeTransformer template. More details about the converter can be found in Deliverable D5.4.

The Model2Code Transformer we developed consists of a main generation rule or template that calls

a certain number of other templates, each one is applied on a CPMM model element (or object) to pro-

duce some text. In each template there are static areas, that will be included as they are defined in the

generated file, and dynamic areas, that correspond to the expression evaluation on the current object.
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Figure 2.7: Overall architecture of the monitoring setup

2.8 Integration of Monitoring and Learning

The correctness of active automata learning depends on the availability of tests that can reject incomplete

models and provide counterexamples that serve as witness for divergence between the learned automa-

ton model and the target system. Thus the learning procedure is outfitted with testing facilities that try to

identify diverging model behavior.

These tests, however, are in practice only approximate, meaning that (depending on the thoroughness

of testing) errors may not be detected in all cases. In the CONNECT context it is desirable that learned

models are provided in a timely fashion so that CONNECTors can be generated and deployed with little

delay to cater for on-demand scenarios. Thus only little time should be spent on testing models, limiting

the thoroughness of pre-synthesis testing procedures.

2.8.1 The Architecture of Monitoring Integration

Searching for model inadequacies at runtime (i.e., post-synthesis) can help to close this gap and paves the

way for continuous evolution of learned models. In the CONNECT architecture the generated CONNECTor

is outfitted with monitoring probes that can observe runtime interactions between connected systems.

These observations can then be compared to the models that were provided by the learning enabler,

triggering relearning in case of detected mismatches.

The overall anatomy of such a setup is illustrated in Figure 2.7. On the left hand side the synthesized

CONNECTor, instrumented with monitoring probes, collects observations on the reactions of the target

system to requests issued by, e.g., a client. These observations are delivered to a rule-driven monitoring

bus provided in the form of GLIMPSE, ensuring that these messages arrive only at components that are

part of the relearning process. On the right hand side, the learning enabler will compare the incoming ob-

servations with the current automata model of the target system, generating evidence of noncompliance if

the observations do not match the current model hypothesis. These traces of evidence are subsequently

checked against actual system behavior by means of system interaction and processed to constitute coun-

terexamples that can be used to learn a refined hypothesis by resuming the learning process, generating

an evolved model. This evolved model is delivered to CONNECTor synthesis and subsequently is the new

subject of monitoring.

In Y4, we have finished integration between the respective components of the proposed monitor-

ing/learning architecture. In order to assess its usefulness in a connect context, we have evaluated it on

a connect-related e-commerce service. The results of this evaluation are presented in the following.
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Figure 2.8: The target system of the integration case study

2.8.2 The Integration Evaluation

The soundness of the approach has been examined in a scenario where the first hypothesis provided

by learning indeed is incomplete and is subsequently refined via monitoring. Regarding the architecture

shown in Figure 2.7, the respective components were realized as follows:

• The target system in the examined scenario is a simple e-commerce service displayed in Figure

2.8. The model describes a shop application, where a client can log in, retrieve a list of products,

add products to a shopping cart, and finally can purchase these products. Albeit rather compact,

this model shows a certain degree of behavioral sophistication that makes it a compelling example

for behavioral learning. For instance, as indicated in the model, the service only permits a purchase

operation whenever the shopping cart is not empty. Also, every purchase operation will clear the

shopping cart, meaning that it is not possible to issue two purchase commands in direct succession.

This is essential information for being able to properly interact with the service and is not simply

deducible by analyzing, e.g., the system interface alone.

• The client was simulated by a component that would randomly issue requests to the target system,

eventually reaching every part of the target system and thus triggering observations that would cover

the whole system. To get an estimate on how quickly relevant observations could be expected in

real-life, this component was throttled so that in practice no more than six requests per second would

be generated.

• GLIMPSE is the base technology for the monitoring bus. Given that many systems may be monitored

concurrently, Drools rules are provided to ensure that observations are reliably separated so that

per-system observations can be observed on the receiving end of the bus.

• The CONNECTor funneled all request issued by the client to the target system in an unfiltered fash-

ion, i.e., without introducing additional behavior. Instead its mere role in the examined setup was to

observe the traffic between the client and the target system and issue messages to the monitoring

bus accordingly.

• Messages from the monitoring bus were received by the state tracker, which is a primary means

to detect noncompliance of the learned model with incoming runtime observations. Given that the

monitored hypothesis may be inadequate and that the internal state of the target system may not

known when the first observations of client/system interaction arrive, the state tracker’s initial task is

to identify the state in the hypothesis model that corresponds to the internal state of the monitored
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(a) (b)

Figure 2.9: Number of consumed observations until (a) a lock onto a single state in the hypothesis

is achieved and (b) evidence for non-compliance is generated.

system. This can be achieved by stepwise execution of incoming observations on all states of the

hypothesis model and successive elimination of those states that could not produce results matching

the actual observations. In practice incoming observations will rapidly “narrow down” the set of states

that have to be considered, ideally converging just one single state, i.e., a “model lock” is achieved.

If, however, the set of possible states becomes empty (i.e., the model lock is subsequently lost), this

means that the hypothesis model could not support the sequence incoming observations. Thus the

sequence of observations that lead to a lost model lock constitutes evidence for non-compliance. In

the experimental setup only traces would be collected as evidence following a lock onto a single-

state that subsequently was lost.

• Evidence for non-compliance may contain false positive errors (“false alarms”) as, for example, spuri-

ous errors in the client/system communication or disruptions of the monitoring bus by network errors

may lead to corrupt traces that, of course, cannot be explained by the learned hypothesis. Thus

the evidence evaluator verifies incoming evidence by directly interacting with the target system and

comparing system reactions to those produced by the current hypothesis. Evidence that passes this

test (i.e., evidence that indeed exposes a hypothesis fault) is emitted as a counterexample.

Whenever counterexamples are generated the learning enabler resumes its learning procedure to pro-

duce a refined model. Some experimental results are presented in Figure 2.9. The following observations

can be made:

• A state lock in the learned hypothesis was achieved within 4.01 observations on average. This

means that identification of the assumed system state within the learned model is achieved within

few seconds. This means that it is not a big issue that the system state is not known beforehand.

• For the initial (inadequate) learned hypothesis, evidence for noncompliance with the target system

was generated on average after 33.65 observations. Again, this means that in the examined sce-

nario counterexamples would usually be found well within one minute. Some traces of evidence,

however, exceed 100 observations, meaning that counterexamples on occasion are vastly longer

than minimal counterexamples that could be conceived (minimal counterexample lengths do not ex-

ceed the state count of the target system). This is, however, expected given the randomized nature

of the client triggering the observations, which has no notion of orderly exploration. It is important to

note, however, that real-life clients cannot be expected to employ an exploration strategy either.
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2.8.3 Conclusion

The evaluation experiments showed that runtime monitoring architecture can successfully provide infor-

mation to the learning component so that a refined model matching the system behavior could be gen-

erated. Moreover, the conducted experiments show that the monitoring architecture and the integration

into the learning framework finalized during Y4 are able to support the goal of model evolution within

CONNECT-related scenarios.
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3 Overall Contributions by WP4 During CONNECT

In this chapter, we summarize the overall contributions achieved during the CONNECT project, discuss

their impact and some remaining challenges. We structure the discussion into the following topics:

• extending the power and efficiency of learning algorithms,

• implementation of learning,

• monitoring infrastructure, and

• integration of the learning enabler.

3.1 Extending the Power and Efficiency of Learning Algorithms

Background Synthesis of networked components, as envisaged in the CONNECT scenario, is inherently

limited by the quality and descriptive power of the models of network peers that are provided by the

learning enabler. Therefore, it has been the ambition of WP4 to develop learning algorithms that can

generate rich behavioral models of component behavior. In WP2, it has been agreed to use transition-

system models, more specifically a variant of interface automata, which have been developed both for the

finite-state case and the case with data (see D2.3). It has thus been natural for WP4 to aim at learning

such models, both with and without explicit representation of the communicated data objects.

Prior to the CONNECT project, active learning algorithms had been developed for finite-state models

of components that utizilized a finite set of primitives for interaction. To support learning of realistic net-

worked systems, one challenge of CONNECT has been to extend learning techniques to handle richer

models, primarily models including data of various form. Such techniques should allow to learn models

of many different system classes, including communication protocols, which require a proper treatment of

parameters, and web services, where associated metadata descriptions should be exploited by suitable

techniques.

Contribution To address this challenge, WP4 has developed techniques for extending active automata

learning to the generation of rich models, in particular automata models extended with data. These

techniques build on a number of new fundamental ideas that WP4 has introduced into the field of learning.

The first idea is to apply symbolic abstraction techniques, that had previously been developed for pro-

gram analysis and formal verification, to the setting of active automata learning. Abstractions transform

the problem of learning a rich, possibly infinite-state model, to the problem of learning a finite-state model.

The latter problem can be addressed by existing standard techniques. In Y1, we showed how manually

supplied abstractions could be applied to rich transition sytems models with data, on several case stud-

ies [1]. We also showed how such abstractions could be refined as a response to information about the

inadequacy of the current abstraction [15].

The idea of applying symbolic abstraction techniques, however, was not sufficient for automated learn-

ing of rich models, since they relied on manual guidance, and could not be guaranteed to be efficient. We

therefore developed canonical automaton models, based on Nerode-like congruences. Nerode congru-

ences allow to guarantee that the learning of a component will succeed with a bounded number of test

inputs, where the bound reflects the complexity of the component. We first developed canonical models

for register automata, where data values could only be tested for equality [6]. In spite of the restriction

to canonicity, our approach provided natural and succinct models on typical applications. In Y3 and Y4,

this approach was generalized to a richer class of automata, covering also tests on sequence numbers,

membership of objects in lists, etc. [6].

Finally, by developing a technique for systematic search for a least refined abstraction among the pos-

sible canonical automata models, we obtained a novel class of active learning algorithms, which can learn

models that combine control and data. This learning algorithm can be systematically derived from the

finite-state case by exploiting the fact that the automaton model is based on a Nerode congruence, which
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induces a symbolic abstraction. It can thus be regarded as the natural generalization of active learning,

from the finite-state case to the infinite-state case. Our active learning algorithm is unique in that it directly

infers the effect of data values on control flow as part of the learning process. A first presentation of this

learning algorithm appeared in [13] and is also discussed in [11]. In Y4, we substantially extended both

the scope and the efficiency of the learning algorithm [12]. We have applied the new implementation to a

range of examples. Not only are the inferred models much more expressive than finite state machines, but

the prototype implementation also drastically outperforms the classic L∗ algorithm, even when exploiting

optimal data abstraction and symmetry reduction. Thus, this work represents a breakthrough in the area

of automata learning, and outperforms previous approaches to learning models that combine control and

data.

Along with the above fundamental conceptual development, WP4 has developed a large number of

enhancements and improvements to active automata learning, including effect-directed learning [22] and

the use of type information [24]. Most prominent is maybe the algorithmic improvements in the search for

new test inputs that allowed to win the ZULU competition [14].

Finally, the work in WP4 has been validated in a large number of different case studies that have been

reported in the published papers.

Impact During the course of the CONNECT project, the attention for the area of automata learning has

grown significantly. It is now recognized as a potentially important part of test generation and automated

formal verification. The related area of “specification mining”, in which intended specifications of soft-

ware components are inferred by observing their behavior, has grown in importance, and provides many

opportunities for application of our automata learning techniques.

Our introduction of symbolic abstraction techniques into automata learning [1] is already being refer-

enced by other groups. The line of work has been continued, e.g., by the group of Frits Vaandrager at the

University of Nijmegen (see, e.g., http://www.italia.cs.ru.nl/).

Remaining Challenges During CONNECT, we have established a new line of research in the area of

active automata learning. Two lines of continued work suggest themselves.

• One line of work consists in further refining and optimization the approach for different classes of

models in different application areas. One could, e.g., develop a protocol learning engine that would

generate models of implemented communication protocol, or a corresponding engine for networked

services. These engines would be equipped with techniques for anticipated data domains and

application-dependent optimizations.

• Another line of work consists in optimizing the approach towards situations where the budget for

available test sequences is restrictied. For instance, a scenario could be to learn a model of a

component using at most 100 test sequences. We expect that our generated theory of learning rich

models is a suitable basis also for solutions to contexts like this one. Solutions can be developed

by leveraging the experience gained from our implementation for the ZULU competition [9, 14], and

from the field of passive learning.

3.2 Implementation of Learning

During the CONNECT project, our framework for active automata learning, LearnLib, has been thoroughly

reengineered in order to make the learning functionality available as reusable components [22]. The

resulting modularized framework is structured according to the basic principles of the MAT (Minimally

Adequate Teacher) paradigm, accounting for structures such as learning algorithms, test drivers, equiva-

lence checks and application-specific filters. This ensures that a multitude of learning algorithms following

that paradigm can be implemented within a rich supporting infrastructure, enabling the composition of

application-fit learning setups, utilizing interchangeable components provided by LearnLib. This flexibil-

ity enabled the creation and refinement of the learning setup that eventually won the ZULU competition

[9, 14]. The overall structure is also fit to support the arrival of new automata models such as register
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automata [6] and their respective learning algorithm, witnessed by implementations within the framework

provided by LearnLib. Being publicly available for free, LearnLib has seen adoption by groups that are not

part of the CONNECT project. It is intended to release LearnLib as open source project, creating further

incentive for adoption and open development.

To enable unsupervised learning in the context of on-demand instantiation of connectors, a reusable

test driver was developed that can be configured to drive interaction with a wide spectrum of networked

services. The per-system configuration is obtained by means of interface analysis, backed by ontologies.

This enables the creation of automata models for networked systems in a fully automated way, which is an

important step forward compared to the pre-CONNECT state, where test drivers and their configurations

were created manually.

Remaining Challenges To enable accelerated evolution and adoption of the learning technology de-

veloped during CONNECT, LearnLib should be made available as open source project, coupled with a

community-building effort to encourage 3rd parties to contribute.

3.3 Monitoring Infrastructure

Timely and effective run-time adaptation can only be ensured by continuously observing the interactions

among the networked systems. To this purpose, in CONNECT we have developed a modular, flexible

and lightweight monitoring infrastructure, called GLIMPSE. GLIMPSE is a comprehensive event-based

publish-subscribe infrastructure for monitoring, which is the central instrument within the CONNECT archi-

tecture to provide self-awareness and to drive runtime adaptation.

The major technical contribution of this monitoring solution is its model-driven orientation, which is

based on two key elements:

1. a generic monitoring infrastructure that offers the greatest flexibility and adaptability; and

2. a coherent set of domain-specific languages, expressed as metamodels, that enable us to exploit

the support to automation offered by model-driven engineering techniques.

Concerning 1), GLIMPSE is totally generic and can be easily applied to different contexts. Such

infrastructure supports all the main functionalities required to a monitoring infrastructure, including data

collection, local interpretation, data transmission, aggregation, and reporting. It has been fully integrated

within the CONNECT architecture, and is now able to cooperate with all the CONNECT enablers involved in

the off-line and on-line analysis of the CONNECTor: namely, the Deployment Enabler, DePer, the Security

Enabler, and Learning Enabler. A fully working version of GLIMPSE has been released on the CONNECT

website.

Concerning 2), the monitor fully implements a Model-driven approach, so that the functional and non-

functional properties to be observed can be specified by models conforming to the CPMM meta-model

defined in WP5. In this respect, GLIMPSE is thus an advancement of state-of-art in runtime monitoring

infrastructures, as no similar approaches with the maturity and comprehensiveness of CPMM exist. A

translator from CPMM (Connect Property MetaModel) models to GLIMPSE rules (Drools) has also been

released. A detailed description of CPMM can be found in D5.3 and D5.4.

Remaining Challenges While the integration of the monitoring infrastructure within CONNECT has been

finalized, showing promising results, the overall impact of the monitoring approach, e.g., in terms of per-

formance feasibility, has still to be determined by means of more extensive experimentation.

Concerning the design of GLIMPSE, it was conceived to be generic and extensible, and in fact we plan

to further refine and experiment this infrastructure by exploiting it in future research projects in the scope

of service-oriented architecture. We have made GLIMPSE freely available for use from the research

community.

One important direction for future work is to extend the infrastructure to deal with events that can

happen at different layers. In fact, the emphasis of the service-oriented paradigm natively drives the
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building of software systems as multi-layered. Consequently, monitoring has often to be able to deal

with layer-specific events, and addressing layer-specific issues. Work in this direction has already been

started, as described in [10], where we describe a Multi-source Monitoring Framework that can correlate

the messages monitored at business-service level, with the observations captured by the infrastructure

monitoring the low level resources.

3.4 Integration of the Learning Enabler

In Sections 3.1 and 3.2, we have described the technical developments on learning, driven by the require-

ments in the CONNECT project, which have resulted in stand-alone tools or libraries, such as LearnLib. On

the other hand, for the specifics of the CONNECT scenarios, we have also developed techniques specifi-

cally for the realization of the Learning Enabler as a component in the CONNECT architecture, providing

a smooth interoperability with the various other CONNECT enablers. The Learning Enabler builds on the

integration of a number of tasks, including:

• receiving interface descriptions, and generating corresponding test harnesses,

• applying semantic and syntactic analyses of interface descriptions, in order to tailor and adapt test

harnesses and learning algorithms,

• equipping test harnesses with probes that gather additional information, including non-functional

properties,

• storing results,

• producing models in suitable formats: for CONNECT this means in particular the Enhanced LTS

format, and

• annotating the generated models.

From the outside perspective, these operations constitute a single learning operation for a networked

system, to be invoked solely by the Discovery Enabler.

Remaining Challenges As of now, the Learning Enabler has only been evaluated in CONNECT sce-

narios with a comparatively low number of states. The learning technology itself, however, should be

able to support systems with more advanced complexity, which should be examined. Also, investigating

mechanisms to cover additional non-functional properties may present interesting results.
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4 Assessment of WP4 Results
In this chapter, we provide an overall evaluation of the WP4 results with respect to the objectives

and assessment criteria discussed in D6.3, hence refining the preliminary evaluation contained in that

deliverable. We recall that the objective of WP4 is to support a bootstrapping mechanism which can

start from minimal information about networked components and generate usable behavioral models.

The approach taken for learning behaviours is assessed according to whether and how well it can take

account of previous knowledge, according to the quality of learned models, and the range of aspects

(data, non-functional properties) that can be covered. It is also assessed whether and how well learning

can support evolution by means of techniques for incremental learning, involving to detect deviations from

learned behavior and trigger appropriate learning action.

As criteria for evaluation, we use exactly the same ones as in the preliminary assessment reported

in Section 5.2.4 of Deliverable 6.3. These criteria are structured according to three objective. For each

criterion, we provide on the one hand a general assessment concerning the general capabilities of WP4

results, on the other hand (under Objective 2.1) a particular assessment against the GMES scenarios

and demonstrator provided by WP6. In these scenarios, learning technology was successfully used to

generate behavioral models of components such as a service providing weather data and a service that

provides access to a flying drone. In each case, the system could be accurately described as a finite

state machine that models the complete input/output-behavior. These behavioral models can be obtained

without much delay, including the time inherent to networked invocation. The accuracy of the learned

models was verified by manual inspection. In summary, the learning technology proved its ability to

generate accurate models fit for connector synthesis in a time frame that is suitable for ad-hoc CONNECT

scenarios.

Objective 1: Learning should be able to exploit available information about a network component, and

should minimally need only a description of interfaces

Assessment Criteria:

1. How much prior description is needed for learning.

2. How well learning can exploit additional information

Assessment: concerning

How much prior description is needed for learning: API descriptions are enough, and there are

some translation tools that transform API descriptions automatically into the required alpha-

bet format. Thus no special description is required in order to start the learning process at

the API-level [24, 25]. This analysis of interface descriptions can be backed up by ontologies,

providing, e.g., information on data dependencies and preset values. However, in practice it

is often important to optimize the alphabet description for a particular learning goal, e.g. to

establish a particular level of abstraction. Such optimizations cannot be automated in general,

but one may apply certain common patterns, e.g., for data treatment that also easily covers a

lot of these more specific scenarios [30]. A chosen abstraction can automatically be refined

to resolve nondeterminism introduced in case the abstraction is “too coarse” [15]. One of the

most elaborate techniques for e.g., dealing with infinite data structures is the learning of register

automata developed in the context of CONNECT, where the required structural restriction (data

indepence) is typically given. Several case studies (see, e.g., Chapter 5 of D4.3) have demon-

strated how the learning proceeds automatically from the availability of interface descriptions

and information about where to direct invocations.

How well learning can exploit additional information: Additional knowledge can favorably be used

for constructing tailored abstractions (e.g., exploiting ontological information), or to steer the

learning process itself (e.g., knowledge about the intent behind the system). In case this in-

formation is formally provided in an adequate format, both exploitations can be achieved au-

tomatically. e.g., grouping API-level symbols to ontology-level symbols is very easy. It might,
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however, introduce unwanted non-determinism, which can then automatically be taken care of

by means of our Automated Alphabet Abstraction technology [15]. Steering the learning pro-

cess on the basis of intent expressed in terms of temporal logics has also been implemented

[16]. Type information in interface descriptions can be used to enhance learning setups, and

make learning more efficient. This is demonstrated in Chapter 4 of D4.3. The overall perfor-

mance of automata learning can be dramatically improved by employing application-specific

information to answer learning queries, as is demonstrated in several case studies [19, 2, 32].

Ontologies can be used during alphabet construction [25].

Objective 2: To generate accurate behavior models of networked components, covering a range of

aspects

Assessment Criteria:

1. How accurate are the learned models

2. What range of aspects can be covered by learned models.

Assessment: concerning

How accurate are the learned models: The accuracy of the learned models depends on the cho-

sen level of abstraction, and the intensity of learning (learners would say ’on the quality of the

equivalence query’, which signalizes the success of the learning process). It lies in the nature

of (active) automata learning that it is not possible to state concrete quality results beyond:

the obtained models are the most concise representation of all the observed knowledge. The

problem always remains to decided, when one can stop with enforcing more observations. This

situation calls for a ’life-long learning’ process (discussed, e.g., in [27]), which we enforce by

monitoring: Learned models are put into the application context and validated while the system

is running. This allows us to detect any deviations from the modeled behavior and, in turn,

the corresponding update of the models. This guarantees a continuous improvement of the

learned models. A significant set of case studies has demonstrated that learning can produce

sizable and detailed models of components.

In the GMES scenario developed by WP6 with the goal of showing the interplay of all the

developed technologies, learning technology was successfully used to generate behavioral

models of components such as a service providing weather data and a service that provides

access to a flying drone. In each case, the system could be accurately described as a finite

state machine that models the complete input/output-behavior. These behavioral models can

be obtained without much delay, including the time inherent to networked invocation. The

accuracy of the learned models was verified by manual inspection. In summary, the learning

technology proved its ability to generate accurate models fit for connector synthesis in a time

frame that is suitable for ad-hoc CONNECT scenarios.

What range of aspects can be covered by learned models: Learning has been originally designed

to infer languages, or in our case, potential runtime traces (of reactive systems). Typically, this

comprises functional behavior (at least as long as it is deterministic), but it may well also com-

prise certain non-functional properties. In case these are deterministic, active learning would

work straightforwardly. Otherwise special care has to be taken. Experience with combining

active learning with passive learning to detect non-functional properties like performance, de-

pendability and the like is very promising. Data parameters can also be handled in learning: for

simple examples this is is demonstrated in Chapter 3 of D4.3. Apart from generating models,

the learning procedure can also assemble non-functional data, as is discussed, e.g., in Section

2.5 and in extended form in [27].

Objective 3: To support evolution

Assessment Criteria:
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1. Whether and how well evolution can be detected, and how well learning updates models.

Assessment: Evolution is detected whenever some (monitored) observation concretely contradicts pre-

vious observations. The easiest way to deal with such situations is to simply replace the old by the

new observation. This has, however, a drawback: the central invariant for learning, namely ”the

obtained models are the most concise representation of all the observed knowledge” can no longer

be guaranteed. If this invariant is important, one should re-validate the observations the current

hypothesis is based upon and adapt the model accordingly. As this does not require any equiva-

lence queries this can often been done quite efficiently. This re-validation step can also be applied

at any time one wants to check for system evolutions currently not adequately coved by the model.

The infrastructure to support evolution has been developed, integrating GLIMPSE [3] and learning

technology, and experimented with on simple examples, but not yet assessed on a full scenario.

The evolution of models is not a notion that is only relevant to the immediate CONNECT context, but

has already been employed on real-life systems [26, 27].
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5 Conclusion
Let us again recall the challenges of WP4, as stated in the DoW.

’... to develop techniques for learning and eliciting representative models of the connector-

related behavior of networked peers and middleware through exploratory interaction, i.e., an-

alyzing the messages exchanged with the environment. Learning may range from listening

to instigating messages. In order to perform this task, relevant interface signatures must be

available. A bootstrapping mechanism should be developed, based on some reflection mech-

anism. The work package will investigate minimal requirements on the information about inter-

faces provided by such a reflection mechanism in order to support the required bootstrapping

mechanism. The work package will further support evolution by developing techniques for

monitoring communication behavior to detect deviations from learned behavior, in which case

the learned models should be revised and adaptors resynthesized accordingly.’

During its 46 months of operation in CONNECT, WP4 has addressed these challenges, by advancing

the scientific state-of-the-art, implementing tools that are integrated into the CONNECT architecture, and

evaluating the techniques and tools on a range of case studies.

Scientific State-of-the-Art In CONNECT, WP4 has significantly advanced the state-of-the-art on active

automata learning, by extending active automata learning to the generation of rich models, in particular

automata models extended with data. By developing a number of fundamentally new techniques and

ideas, WP4 has developed a natural generalization of active learning, from the finite-state case to the

infinite-state case (with data). Our active learning algorithm is unique in that it directly infers the effect of

data values on control flow as part of the learning process. On the way, WP4 has also made significant

contributions to automata theory for languages over infinite alphabets. In addition, WP4 has developed a

large number of enhancements and improvements to active automata learning, e.g., witnessed by winning

the ZULU competition.

WP4 has also devised and implemented a comprehensive event-based publish-subscribe infrastruc-

ture for monitoring, which is the central instrument within the CONNECT architecture to provide self-

awareness and to drive runtime adaptation. The monitor fully implements a model-driven approach, so

that the functional and non-functional properties to be observed can be specified by models conforming

to the CPMM meta-model defined in WP5. GLIMPSE is thus an advancement of state-of-art in runtime

monitoring infrastructures, as no similar approaches with the maturity and comprehensiveness of CPMM

exist. CPMM models are automatically translated into Drools rules, which is GLIMPSE’s native language.

Software Tools The work in CONNECT has resulted in further development and creation of software

tools for learning and for monitoring.

• LearnLib is the leading tool that implements active automata learning. During CONNECT, the Learn-

Lib software has been extended and reengineered into a flexible and versatile framework for active

automata learning that is based on a clear component structure. Based on LearnLib, CONNECT-

enabled components such as reconfigurable test-drivers have been implemented and integrated

into the learning enabler. The learning technology has demonstrated the ability to create models for

actual systems both within the scope of CONNECT and in scenarios with preexisting systems.

LearnLib is available for download from https://www.connect-forever.eu/software.html, in-

cluding documentation and a tutorial.

• GLIMPSE is an advancement of state-of-art in runtime monitoring infrastructures, through its model-

driven approach. Functional and non-functional properties to be observed can be specified by mod-

els conforming to the CPMM meta-model defined in WP5. No similar approaches with the maturity

and comprehensiveness of CPMM exist.

GLIMPSE is available for download from https://www.connect-forever.eu/software.html, in-

cluding usage information and relevant publications.
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Contributions to Overall CONNECT Challenges Both LearnLib and GLIMPSE have been integrated

into the CONNECT architecture, in the form of the learning and monitoring enablers. Through a number

of case studies, it has been demonstrated that they can respond to the initial challenge outlined in the

DoW: starting from a minimal description of a syntactic interface, a model of the dynamic behavior of a

networked system can be learned, also with data and non-functional aspects. Furthermore, using the

monitoring enabler, the model can be continuousl checked for conformance with the actual system and

for evolution. Deviations and evolution will trigger relearning activity.

A number of case studies and integration experiments underline the ability of the developed learning

and monitoring enablers to fulfill their roles as an integral part of the CONNECT architecture, working in

a fully distributed environment, and also support the goal of model evolution within CONNECT-related

scenarios.
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6 Appendix: Enclosed Publications
Enclosed with this deliverable, we provide two full journal papers, resulting from collaborative work in

CONNECT, and presenting different key elements of the overall WP4 contribution. The reported papers

have been attached in the order listed below.

• S. Cassel, F. Howar, B. Jonsson, M. Merten, and B. Steffen. A succinct canonical register automaton

model. Invited for publication in Journal of Logic and Algebraic Programming, 2012.

This paper is an extended and more elaborate version of the first paper on this topic [6].

• F. Howar, B. Steffen, B. Jonsson, S. Cassel, and M. Isberner. Inferring canonical register automata.

Submitted for publication, 2012.

This paper is an extended description of our approach for learning automata with data, which super-

sedes both the papers [13] and [12].
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Abstract

We present a novel canonical automaton model, based on register automata,
that can be used to specify protocol or program behavior. Register automata
have a finite control structure and a finite number of registers (variables), and
process sequences of terms that carry data values from an infinite domain.
Here, we consider register automata that compare data values for equality.

A major contribution is the definition of a canonical automaton represen-
tation of any language recognizable by a deterministic register automaton,
by means of a Nerode congruence. This canonical form is well suited for
modeling, e.g., protocols or program behavior. Since it captures only essen-
tial relations between data values, it can be exponentially more succinct than
previous proposals, and opens the way to new practical applications, e.g, in
automata learning.
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1. Introduction

When modeling a system, it is crucial to be able to capture not only
control aspects but also data aspects of its behavior. Often, systems are
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modeled as finite automata. Finite automata can be and have been ex-
tended with data, for example as timed automata [1], counter automata,
data-independent transition systems [16], and different kinds of data au-
tomata and register automata. Many of these types of automata have long
been used for specification, verification, and testing (e.g., [19]).

In our context, register automata [3, 14, 8] is a very interesting formalism.
A register automaton (RA) has a finite set of registers (a.k.a. variables) and
processes sequences of terms that carry data values from an infinite domain.
It can compare data values, e.g., for equality, and assing data values to regis-
ters. Register automata can thus can be regarded as a simple programming
language, with variables, parallel assignments, and conditions.

Modeling and reasoning about systems becomes significantly easier if we
can use canonical automata. This is exploited in equivalence and refinement
checking, e.g., through (bi)simulation based criteria [15, 18], and in automata
learning (a.k.a. regular inference) [2, 11, 20]. There are standard algorithms
for minimization of finite automata, based on the Myhill-Nerode theorem [12,
17], but it has proven difficult to carry over similar constructions to automata
models over infinite alphabets, including timed automata [23].

Recently, canonical automata based on extensions of the Myhill-Nerode
theorem have been proposed for languages where data values can be com-
pared for equality [10, 3, 6], and also for inequality, when the data domain
is equipped with a total order [3, 6]. These canonical models are, however,
obtained at the price of rather strict restrictions on how data is stored in
variables, and on which guards may be used in transitions. Examples of
such restrictions are uniqueness (two variables may not store identical data
values) and order (a fixed ordering is enforced between variables). Both of
these restrictions may cause a blow-up in the number of states in the canon-
ical automaton.

Another cause of unwanted blow-ups is the encoding of relations between
data values regardless of whether they are essential1 or not. For example, a
cross-product of two independent automata, representing the interleaving of
two independent languages, may result in a blow-up due to encoding non-
essential relations between data values of the two languages.

Motivated by the above restrictions, we propose a novel form of regis-
ter automata for languages where data is compared for equality. Our model

1By essential relation, we mean a test which is necessary for recognizing the language.

2



avoids unnecessary blow-ups in the number of states, while preserving canon-
icity. Thus two variables may store identical data values, and we do not re-
strict access to variables to a specific order or pattern. This supports a much
more intuitive modeling of data languages, while leaving the expressiveness
untouched. The idea behind our approach is to filter out non-essential rela-
tions between data values, resulting in register automata that are minimal
in a certain class.

By a non-technical analogy, we could compare the difference between the
automata of [10, 3] and our canonical form to the difference between the
region graph and zone graph constructions for timed automata. The region
graph considers all possible combinations between constraints on clock values,
be they relevant to acceptance of the input word or not, whereas the zone
graph construction aims to consider only relevant constraints. The analogy
is not perfect, however, since our automata are always more succinct than
those of [10, 3].

In summary, our main contribution is a Nerode congruence for a form
of register automata. This formalism can easily be used to specify proto-
col or program behavior since it provides a canonical representation of any
(deterministic) RA-recognizable data language.

Related Work. Among the first to generalize regular languages to infinite
alphabets were Kaminski and Francez [14] who introduced finite memory au-
tomata (FMA) that recognize languages with infinite input alphabets. Since
then, a number of formalisms have been suggested (pebble automata, data
automata, . . . ) that accept different flavors of data languages (see [22, 5, 4]
for an overview). Most of these formalisms recognize data languages that
are invariant under permutations on the data domain. In [7] a logical char-
acterization of data languages is given plus a transformation from logical
descriptions to automata.

While most of the above mentioned work focuses on non-deterministic
automata and is concerned with closedness properties and expressiveness re-
sults of data languages, we are interested in a framework for (deterministic)
register automata that can be used to model the behavior of protocols or (re-
stricted) programs. This includes, in particular, the development of canon-
ical models on the basis of a Myhill-Nerode-like theorem. Kaminski and
Francez [10], Benedikt et al. [3], and Bojanczyk et al. [6] all present Myhill-
Nerode theorems for data languages with equality tests, which prompted us
to propose the more succinct construction described in this paper.
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Organization. In the next section, we illustrate our main ideas using a sim-
ple example. Then, we present our register automaton model as a basis for
representing data languages. In Section 4, we introduce a succinct represen-
tation of data languages, allowing us to use a limited number of data words
to represent an entire data language. Based on this representation, we define
a Nerode congruence in Section 5 and prove that it characterizes minimal
canonical forms of deterministic register automata, called (right-invariant)
DRAs. In Section 6 we relate our canonical form to other formalisms, and
establish some exponential succinctness results, before we conclude in Sec-
tion 7.

2. An illustrative example

l0 l1
x1, x2

l2
x1, x2

signup(p1,p2) | true

x1:=p1; x2:=p2

login(p1,p2) | x1=p1∧x2=p2
−

logout | true

−

login(p1,p2) | x1 6=p1
−

login(p1,p2) | x1=p1∧x2 6=p2
−

change(p1) | true

x2:=p1

Figure 1: Partial model for a fragment of XMPP

In this section, we provide an overview of our main ideas using a simple
running example. We have chosen to model the behavior of a fragment of
the XMPP protocol [21], which is widely used in instant messaging. More
specifically, we focus on the mechanism for signing up for an account, logging
in and out, and changing the account password.

We model the behavior of XMPP as a data language, where each data
word represents an execution of the protocol. A data word is thus a sequence
of messages with parameters, for example signup(Bob, lemon) login(Bob, lemon)
where the parameter Bob is a username and the parameter lemon is a pass-
word. A data word is in the XMPP language if the corresponding execution
of the protocol leads to a user being logged in. A user is logged in after ex-
ecuting a sequence of messages of the form signup(p1, p2) login(p

′
1, p

′
2), where

the password and username supplied in the signup message must match those
in the login message.

4



Let us now consider the problem of succinctly representing languages such
as the XMPP language using register automata. It seems reasonable that
any such automaton would need to remember the password and username
supplied in the signup(p1, p2) message in order to be able to compare them
to those in any subsequent login message.

A naive way of doing this is to construct an automaton that performs all
available tests on input parameters. This automaton will first test whether
the username and password supplied in the signup message are equal. If they
are, it will initialize one location variable; if they are not, it will initialize
two location variables to store the username and password. Then the au-
tomaton will test whether the stored values match the ones supplied in the
login message. It will follow a transition to an accepting state if they match
and to a rejecting state if they do not match. Each possible valuation of
tests available (here, only equality) will correspond to a separate location,
resulting in a canonical automaton.

There are, however, other ways to achieve canonicity. In this paper, we
represent a data language as a classification that states for any data word
whether the word is in the language or not. Then we can find the minimal set
of essential data words, and extend the classification of this set to any set of
data words that includes the essential words. An essential data word has the
property that two parameters are equal only if they absolutely must be, i.e.,
if the data word would be classified differently without this equality between
parameters. For example, both words signup(Bob, lemon) login(Bob, lemon)
and signup(Bob, Bob) login(Bob, Bob) are in the XMPP language. Obviously,
whether the username and password are equal does not affect whether a word
is in the XMPP language or not.

When we have determined the subset of essential data words for a data
language, we can apply a Nerode-like congruence to obtain a canonical regis-
ter automaton. Each essential word will then represent at most one location
in the final register automaton.

A canonical automaton that recognizes our selected fragment of XMPP
is shown in Figure 1. It is a register automaton with three control locations:
one initial location (l0), one location where the user has signed up for an
account but not yet logged in (l1), and one accepting location where the
user is logged in (l2). The initial location is marked by an arrow and the
accepting location is denoted by two concentric circles. The automaton has
two location variables, denoted x1, x2, which are initialized in location l1.

The automaton reads one message at a time, and then follows a transition
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to another location if the corresponding guard is satisfied, assigning new
values to location variables. For example, if the automaton is in location l0
and reads the message signup(Bob, lemon), it will follow a transition to l1,
storing Bob in the variable x1 and lemon in the variable x2. Note that the
automaton does not care whether the message parameters are equal or not;
the message signup(Bob, Bob) would store Bob in both x1 and x2.

When the next message is read, the automaton checks whether it is of
the form login(p1, p2) and whether the guard x1 = p1 ∧ x2 = p2 is satis-
fied by the parameters in the message and the location variables. If this
is the case, the automaton goes to the accepting location l2. Thus, the word
signup(Bob, lemon) login(Bob, lemon) is accepted by the automaton. If the
parameters and location variables do not satisfy the guard, the automaton
simply loops in location l1.

In the following sections, we will give formal definitions of the concepts
in this example.

3. Data languages and register automata

Assume an unbounded domainD of data values and a set of actions. Each
action has a certain arity that determines how many data values it carries
from the domain D. A data symbol is a term of form α(d1, . . . , dn), where
α is an action with arity n, and d1, . . . , dn are data values in D. We will
sometimes write d̄ for d1, . . . , dn. A data word is a sequence of data symbols.
A data language is a set of data words that is closed under permutations on
D.

Assume a set of formal parameters. Let a parameterized symbol be a term
of form α(p1, . . . , pn), where α is an action with arity n and p1, . . . , pn are
formal parameters. We will sometimes write p̄ for p1, . . . , pn.

Assume a finite set of variables (a.k.a. registers), ranged over by x1, x2, . . ..
A guard is a conjunction of equalities and negated equalities over formal

parameters and variables, e.g., pi = pj or pi 6= xj, .

Definition 1. A register automaton is a tuple A = (L, l0, X, Γ, λ), where

• L is a finite set of locations.

• l0 ∈ L is the initial location.

• X maps each location l ∈ L to a finite set X(l) of variables, where
X(l0) is the empty set.

6



• Γ is a finite set of transitions; each of which is of form 〈l, (α, p̄), g, ρ, l′〉,
where

– l is the source location,

– l′ is the target location,

– α(p̄) is a parameterized symbol,

– g is a guard over p̄ and X(l), and

– ρ (the assignment) is a mapping from X(l′) to X(l)∪p̄. Intuitively,
the variable x ∈ X(l′) is assigned the value of ρ(x)).

• λ : L 7→ {+,−} maps each location to either + (accept) or − (reject).
�

Semantics of a register automaton. A register automaton A classifies data
words as either accepted or rejected. We define a state of A as consisting of
a location and an assignment to the variables of that location. Then, one can
describe how A processes a data word symbol by symbol: on each symbol,
A finds a transition with a guard that is satisfied by the parameters of the
symbol and the current assignment to variables; this transition determines a
next location and an assignment to the variables of the new location.

We now describe the semantics of a register automaton more precisely.
Consider the register automaton A = (L, l0, X, Γ, λ). A valuation, denoted
by ν, is a mapping from location variables to the domain D of data values.
For a conjunction g over variables and data symbols, we write ν |= g if ν
makes g evaluate to true.

A state of A is a pair 〈l, ν〉 where l is a location in L and ν is a valuation
over the variables in X(l). The initial state of A is the pair 〈l0, ν0〉 where l0
is the initial location and ν0 is the empty valuation.

A step 〈l, ν〉
α(d̄)
−−→ 〈l′, ν ′〉 of a register automaton transfers the automa-

ton from the state 〈l, ν〉 to the state 〈l′, ν ′〉 on the input α(d̄). Each step

〈l, ν〉
α(d̄)
−−→ 〈l′, ν ′〉 of A is derived from a transition 〈l, (α, p̄), g, ρ, l′〉 ∈ Γ such

that

1. the valuation ν is such that ν |= g[d̄/p̄], i.e., ν makes g evaluate to true
when pi · · · pn in g are replaced by di · · · dn, and

2. the valuation ν ′ is the updated valuation, where ν ′(xi) = ν(xj) when-
ever ρ(xi) = xj, and ν ′(xi) = dj whenever ρ(xi) = pj.
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A run of a register automaton A over a data word α1(d̄1) . . . αk(d̄k) is a
sequence of steps

〈l0, ν0〉
α1(d̄1)
−−−→ 〈l1, ν1〉 . . . 〈lk−1, νk−1〉

αk(d̄k)
−−−−→ 〈lk, νk〉.

A run is accepting if λ(lk) = + and rejecting if λ(lk) = −. The automaton A
accepts a data word w if there is an accepting run over w. The data language
recognized by A, denoted L(A) is the set of data words that it accepts.

A register automaton is completely specified if for any state 〈l, ν〉 and any
input α(d̄), there is a transition 〈l, (α, p̄), g, ρ, l′〉 ∈ Γ such that ν |= g[d/p̄]. A
register automaton is determinate if the runs over any data word w are either
all rejecting or all accepting runs. We refer to automata that are completely
specified and determinate as DRAs.

In this paper, we only consider determinate, rather than deterministic,
register automata. The reason for this is that our construction of canonical
register automata (in Theorem 2) results in register automata that are de-
terminate but not necessarily deterministic. By strengthening the transition
guards, a determinate register automaton can easily be made deterministic.

In general, a DRA can have transition guards that imply xi=xj or xi 6=xj

for two distinct location variables xi, xj. In a right-invariant DRA, transition
guards may not imply any such relation between location variables. More
precisely, a DRA is right-invariant if for each transition 〈l, α(p̄), g, ρ, l′〉,

• the guard g does not imply xi=xj or xi 6=xj for distinct xi, xj ∈ X(l),
and

• the combined effect of the guard g and the assignment ρ does not
imply any equality between distinct variables xi, xj ∈ X(l′) (note that
negated equalities may be implied).

In a right-invariant DRA, two data values can thus only be tested for
equality if one of them is in the current input symbol. Furthermore, if the
guard of a transition contains a test for equality between two data values,
then at most one of them can be stored in a location variable of the target
location. In this paper, we only consider right-invariant DRAs, and assume
that any DRA mentioned is right-invariant unless otherwise stated.

The issue of regularity for data languages has been discussed, e.g., in [4].
One required property in order for a data language to be regular is the
existence of an automaton model that recognizes it. In this paper, we focus
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on that particular aspect of regularity and thus restrict our attention to data
languages that are DRA-recognizable, i.e, accepted by a DRA.

4. A succinct representation of data languages

In this section, we will describe how to represent any data language (not
necessarily DRA-recognizable) using a minimal set of data words.

For any set S, let a classification of S be a mapping from S to {+,−}.
A data language can thus be seen as a classification of a set of data words
which is closed under permutations on the domain of data values.

Consider a data word w. Let V als(w) be the (ordered) sequence of data
values in w, and let Acts(w) be the sequence of actions in w. Let n be the
number of data values in w. For k ≤ n, let V als(w)|k denote the sequence of
the first k data values in w, and let Acts(w)|k denote the prefix of Acts(w)
that has the first k data values as parameters. For example, if w = a(1, 2)b(3),
then V als(w)|2 = 1, 2 and Acts(w)|1 = a.

For two data words w, w′, let w ≃ w′ denote that w′ can be obtained
from w by a permutation on the domain D. We will choose exactly one
representative data word from each equivalence class of ≃ in the following
manner: without loss of generality, let the domain D be the set of positive
integers. A data word w is representative if the data values that appear in
any prefix of V als(w) is of form {1, 2, . . . , k} for some k. Thus the data word
a(1, 1)b(2) is representative, but the data word a(1, 3)b(2) is not. Clearly,
there is exactly one representative word in each equivalence class of ≃.

We are now able to represent a data language by a classification of the
set of representative data words. As we shall see, we can actually represent a
data language by classifying only a subset of these representative data words,
called the set of essential data words. In order to determine this subset, we
will introduce two partial orders on the set of representative words. In the
following, whenever a data word is mentioned, we will assume that it is a
representative data word unless otherwise stated.

⊑ Let w ⊑ w′ denote that w′ can be obtained from w by a mapping on D,
i.e., whenever two data parameters are equal in w they are also equal
in w′. For example, a(1, 2)b(1) ⊑ a(1, 1)b(1). The smallest elements
w.r.t. ⊑ are data words where all data values are pairwise different;
the largest elements are data words where all data values are equal.
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Let w = w′ ⊔ w′′ denote that w is the least upper bound of w′ and w′′

w.r.t. ⊑, i.e., whenever two data parameters are equal in w′ or in w′′

they are also equal in w. This also implies that w′ ⊑ w and w′′ ⊑ w.
Note that the least upper bound w is unique since data words must be
representative.

We call a set W of data words ⊑-closed if w′ ∈ W and w ⊑ w′ imply
w ∈ W.

< Let w < w′ denote that for some k > 0,

• V als(w)|k−1 = V als(w′)|k−1 and Acts(w)|k = Acts(w′)|k,

• the kth data value of V als(w) is different from any of the k − 1
first data values of V als(w), but

• the kth data value of V als(w′) is equal to some of the k − 1 first
data values of V als(w′) .

Note that we do not require Acts(w) = Acts(w′). Let w ≤ w′ denote
that w = w′ or w < w. Note that w ⊑ w′ implies that w ≤ w.

Intuitively, w < w′ means that w and w′ share the same prefix up to
some k− 1. Then, the next data value in w′ is equal to one of the pre-
vious data values, whereas the next data value in w is not equal to any
of the previous data values. For example, a(1, 2)b(3) < b(1, 2)c(2)) <
a(1, 1)b(2)), while b(1, 2)c(2) and a(1, 2)b(1) are not related by <.

Let w be a data word such that V als(w) = d1 · · · dn and let 0 ≤ k ≤ n.
Then w is flat after k if for all i > k, the ith data value in w is different
from all other data values in w. Intuitively, this means that the data values
dk+1, . . . , dn are different from each other and from all data values among
d1, . . . , dk. For example, the word a(1, 1)b(2, 3) is flat after 2, and the word
a(1, 2)b(2, 3) is flat after 3.

A data word w is a k-flattening of a data word w′ if there is some k ≥ 0
such that Acts(w)|k = Acts(w′)|k, V als(w)|k = V als(w′)|k, and w is flat
after k. Intuitively, a k-flattening w of w′ is equal to w′ up to and including
the kth data value, after which the only restriction is that each subsequent
data value in w is unique.

Let W and W′ be sets of data words. Then W′ is W-flattening-closed if w ∈ W′

implies that all flattenings of w which are in W, are also in W′. For example,
let w′′ = a(1, 1)b(2, 3) and w′ = a(1, 2)b(3, 4) be data words in a set W. Both
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w′′ and w′ are flattenings of a data word w = a(1, 1)b(1, 1). Then the set
{w, w′, w′′} is W-flattening-closed.

Let W be a ⊑-closed set of data words and let Φ ⊆ W be a W-flattening-
closed set of (representative) data words. We can now use the two partial
orders ⊑ and < to describe how a classification of Φ can be extended to a
classification of W itself.

Define a best-matching relation �Φ ⊆ Φ× W between Φ and W, by letting
w �Φ w′ iff w is a maximal (w.r.t. <) data word in Φ such that w ⊑ w′.

For example, let w = a(1, 2)b(3, 4), let w′ = a(1, 2)b(1, 2), let w′′ =
a(1, 2)b(1, 3) and let Φ = {w, w′′}. Then w ⊑ w′ and w′′ ⊑ w′, but since
w′′ < w, we have that w �Φ w′.

The following theorem slightly generalizes Theorem 1 in [8].

Theorem 1 Let W be a ⊑-closed set of data words2. Let λ be a classification
of W. Then there is a unique minimal non-empty W-flattening-closed subset
Φ ⊆ W of data words such that λ(w) = λ(w′) whenever w �Φ w′ for w ∈ Φ
and w′ ∈ W. �

By minimal, we mean that if Φ′ is any other non-empty W-flattening-closed
set of data words that satisfies the above condition, then Φ ⊆ Φ′. We call
the elements of this minimal set λ-essential words.

Theorem 1 implies that any classification λ of a ⊑-closed set W can be
succinctly represented by its restriction to the set of λ-essential words. The
value of λ for a λ-essential word w will then generalize to all data words w′ ∈ W

with w �Φ w′. Note that for each w′ ∈ W, any non-empty W-flattening-closed
subset Φ ⊆ W of data words must contain at least one data word w such that
w �Φ w′.

It is also important to take the domain of λ into account. As we will
show in the proof, if Dom(λ) ⊆ Dom(λ′) and λ′ agrees with λ on Dom(λ),
then the set of λ-essential words is a subset of the set of λ′-essential words.

Proof. We prove Theorem 1 by defining how a minimal set Φ of λ-essential
words can be constructed incrementally for any classification λ of W.

We first assume that there is a bound on the length of words in W, i.e.,
W has only a finite set of data words. We then construct the set Φ of λ-
essential words incrementally, considering data words in increasing <-order.

2Recall that we assume data words to be representative.
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This works because, as we will show, only the set of λ-essential words less
than (wrp. to <) a data word w is needed in order to determine whether w
is λ-essential. Let Φ<w

W
denote this set.

Initially, the set Φ contains only the data words in W that are flat after 0.
A larger data word w is added to Φ if it must be added in order to classify
some data word correctly. More precisely, we add data words to Φ in the
following manner:

Let w be a data word of length n and let k < n be the smallest integer
such that w is flat after k (if there is no such k, let k = n). We claim that w
is λ-essential iff

• there is some (k − 1)-flattening of w that is λ-essential, and

• there is a data word w′ ∈ W such that w is a k-flattening of w′, and a
λ-essential data word w′′ ∈ Φ<w

W
, such that w′′ �Φ<w

W
w′ and λ(w′′) 6=

λ(w′). �

The first condition is ensures that Φ is W-flattening-closed. The second
condition ensures that data words are correctly classified. Since we add data
words to Φ in increasing <-order, we have already established the set of λ-
essential words that are <-smaller than w, none of which are able to classify
w′ correctly. Because Φ must be W-flattening-closed, we cannot later add
some data word that is <-larger than w and classifies w′ correctly. Thus, if
we do not add w to Φ now, we will never be able to correctly classify w′.

To complete the proof, we need to show that ifDom(λ) = W andDom(λ′) =
W′, where W ⊆ W′ and and λ′ agrees with λ on Dom(λ), then the set of λ′-
essential words includes the set of λ-essential words.

We thus show that if a data word w is λ-essential, it must also be λ′-
essential. Without loss of generality, let w be a <-smallest data word that is
λ-essential but not λ′-essential. This means that any <-smaller λ-essential
word will also be λ′-essential.

As in the above definition of essential words, let w′ be such that w is a
k-flattening of w′ for some k. Let w′′ �Φ<w

W
w′ and let λ(w′′) 6= λ(w′). In

other words, let w′′ be the data word that best matches w′ in Φ<w

W
, where

the classification of w′′ does not match that of w′.
Since w is not λ′-essential, there must be some data word w′′′ in Φ<w

W′ such

that w′′ < w′′′ < w, such that w′′′ �Φ<w

W′
w′, and such that λ(w′′′) = λ(w′).
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We now construct a data word w̃ as w̃ = w′′ ⊔ w′′′. Since w̃ is the least
upper bound of w′′ and w′′′, we have that w′′ ⊑ w̃ and w′′′ ⊑ w̃. Consequently,
w̃ ⊑ w′. By construction, w′′ must be a (k − 1)-flattening of w. Then, since
w′′′ < w, we have that w̃ < w.

Because w′′ �Φ<w

W
w′ and w′′ ⊑ w̃ ⊑ w′, we have that w′′ �Φ<w

W
w̃. Because

w′′′ �Φ<w

W′
w′ and w′′′ ⊑ w̃ ⊑ w′, we have that w′′′ �Φ<w

W′
w̃. We also know

that λ(w̃) = λ(w′′) and λ(w̃) = λ(w′′′). Then we arrive at a contradiction,
since we already know that λ(w′′) 6= λ(w′′′).

We can now finally construct the set of λ-essential words when Dom(λ)
is any ⊑-closed set W. Let λn be the restriction of λ to words with length at
most n, and let Φn be the set of λn-essential words. Since, by the preceding
paragraphs, Φn ⊆ Φn+1 for all n > 0, we obtain the set of λ-essential words

as
∞
∪

n=1
Φn. �

−signup

−login − login

− − − − − + − − − − − − − − +

(1, 2) (1, 1)

(1, 2)
(1, 1)

(2, 3)
(1, 2)

(2, 2)

(1, 3)
(1, 2)

(1, 1)

(2, 3)
(2, 1)

(2, 2)

(3, 4)

(3, 3)
(3, 2)

(3, 1)

Figure 2: The set of λ-essential words for the XMPP language, as a tree

We can represent a W-flattening-closed set Φ of data words visually as a
tree. An example of a tree representing the XMPP language can be seen in
Figure 2. The black branches and nodes represent λ-essential data words;
non-essential data words are represented in gray. Words are read top-down
in the tree: for example, the leftmost path represents signup(1, 2) login(3, 4).
Each node represents the data word that reaches it, and is marked + or a
− to denote the classification of that word. The partial order < runs from
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left to right in the figure. Two nodes n1, n2 are incomparable by < if they
share a common predecessor with non-dashed paths to two children c1, c2,
such that n1 is a successor of c1 and n2 is a successor of c2. For example,
signup(1, 2) login(1, 3) and signup(1, 2) login(2, 2) are incomparable.

We can use this tree to describe how to inductively construct the set
of λ-essential words for the XMPP language. First, all data words that
are flat after 0 are essential (corresponding to the leftmost branch). We
proceed with data words of length 1, i.e., with two parameters. The <-
smallest data word is signup(1, 1) (since signup(1, 2) is flat after 0 and thus
already processed) but it is not λ-essential, so we continue with words of
length 2. We add the <-smallest data word signup(1, 2) login(1, 3), because
it is λ-essential. The data word signup(1, 2) login(2, 3) is not λ-essential.
Continuing from left to right according to the partial order <, we find that
the data word signup(1, 2) login(1, 2) is also λ-essential. Finally, the data word
signup(1, 1) login(1, 2) cannot be λ-essential, because signup(1, 1) is not. The
set of λ-essential words for the XMPP language now contains exactly the
words represented by the black branches. Any other data word w can use
the classification of a black branch, representing the word w′, if w′ �w, i.e.,
if the black branch is the rightmost (maximal w.r.t. <) branch such that
w ⊑ w′. For example, the data word signup(1, 1) login(1, 1) is not λ-essential,
and it is ⊑-larger than any word in the tree. The rightmost black branch is
signup(1, 2) login(1, 2) so we let signup(1, 1) login(1, 1) use its classification.

5. Nerode congruence and canonical form

5.1. Suffixes

Our construction of the canonical DRA for a data language λ can, in-
tuitively, be seen as ’folding’ the set of λ-essential words so that runs of
the canonical DRA correspond exactly to λ-essential words. Two λ-essential
words w, w′ will lead to the same location, if their possible ’continuations’
into longer λ-essential words are equivalent. This equivalence corresponds to
a Nerode-like congruence, which we will later define.

We assume an infinite ordered set DV = {1, 2, 3, . . .}, which is disjoint
from D. Let a suffix be a data word whose data values are in D ∪DV , such
that the set of data values in DV that appear in any prefix of its parameters
is of form {1, 2, . . . , k} for some k. (This need not hold for the data values
in D; e.g., c(1, 3)d(2, 2) is a suffix.)
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For a data word w, let a w-suffix be a suffix v such that (V als(v)∩D) ⊆
V als(w). For a data word w and a w-suffix v, let w; v denote the unique
representative data word of form wv′ such that v′ is obtained from v by an
injective mapping σ : DV 7→ (D \ V als(w)) mapping each element in DV to
a data value that does not occur in the word w. This will ensure that the
data values in the suffix that are not equal to any data value in the prefix
are mapped to ’fresh’ data values when concatenating a prefix and a suffix.
For example, let w = a(1, 2) be a data word and let v = b(1, 2)c(2, 1) be a
suffix. Then the unique representative data word w; v = a(1, 2)b(3, 2)c(4, 3)
is obtained by letting σ(1) = 3, and σ(2) = 4.

Let W be a ⊑-closed set of data words, let λ be a classification of W,
and let w be a λ-essential word. Let a λ-essential w-suffix be a w-suffix v
such that w; v is a λ-essential word. Define the λ-essential residual language
⌊w−1λ⌋ as the classification of the set of λ-essential w-suffixes defined by
⌊w−1λ⌋(v) = λ(w; v).

In order to compare, and determine equivalence between, continuations
of two data words w and w′, we must first provide a mapping between the
data values of w and those of w′. If λ is a classification of a set of suffixes,
and γ is a permutation on D, define γ〈λ〉 as the classification of the set of
suffixes {γ(v) | v ∈ Dom(λ)}, defined by γ〈λ〉(γ(v)) = λ(v). For example,
let λ be a classification of a set {b(1, 2), b(1, 1), b(1, 2)} of a(1, 2)-suffixes,
such that λ(b(1, 2)) = + and for any other suffix v ∈ Dom(λ), λ(v) = −. Let
γ be a permutation on the domain D of data values such that {γ(v) | v ∈
Dom(λ)} = {b(7, 5), b(7, 1), b(1, 2)}. Since the classification of a word or a
suffix can only depend on the equalities and negated equalities between data
values, we get that γ〈λ〉(γ(v)) = λ(v) for any suffix v in Dom(λ).

Definition 2 (Memorable). Let W be a ⊑-closed set of data words, let
λ be a classification of W, and let w be a λ-essential word. Define the set
of λ-memorable data values of w, denoted memλ(w), as the data values in
V als(w) that also occur in some λ-essential w-suffix. �

Intuitively, memλ(w) is the set of data values that must be remembered after
processing w in order to be able to correctly classify all continuations of w.

5.2. Nerode congruence

We are now ready to define a Nerode-like congruence on a set of λ-essential
words. This congruence can then be used to construct a succinct DRA that
recognizes the data language represented by the classification λ.
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Definition 3 (Nerode congruence). Let λ : W 7→ {+,−} be a classifica-
tion of a set of representative data words. We define the equivalence ≡λ on
λ-essential words by w ≡λ w′ iff there is a permutation γ on D such that
⌊w′−1λ⌋ = γ〈⌊w−1λ⌋〉. �

Intuitively, two representative data words are equivalent if they induce
the same residual languages modulo a remapping of their memorable param-
eters. The equivalence ≡λ is also a congruence in the following sense. The
permutation γ used in Definition 3 need only relate memorable data values,
i.e., it is enough to define it as γ : memλ(w) 7→ memλ(w

′). Then for any
memλ(w)-suffix v we have w; v ≡λ w′; γ(v).

For example, consider w = signup(Bob, lemon) login(Bob, lemon) and w′ =
signup(Bob, lemon) login(Bob, lemon) change(apple), such that memλ(w) =
{Bob, lemon} and memλ(w

′) = {Bob, apple}. Then we have γ(Bob) = Bob

and γ(lemon) = apple. Let v = logout login(Bob, lemon). Then γ(v) =
logout login(Bob, apple) and

signup(Bob, lemon) login(Bob, lemon)logout login(Bob, lemon)
≡λ

signup(Bob, lemon) login(Bob, lemon) change(apple)logout login(Bob, apple).

Guard transformation. Before we can use Definition 3 to construct a DRA,
we must introduce a transformation from residual languages to constraints
and transition guards.

Let Φ be a set of data words, let w ∈ Φ and let V als(w) = d1 · · · dn be
the ordered sequence of data values in w.

A conjunction p1 = p1′ ∧ p2 = p2′ ∧ · · · ∧ pk = pk′ of equalities is on
normal form if 1′ < · · · < k′ and if all p1 . . . pk′ are distinct.

• Let eqs(w) be the conjunction (on normal form) of equalities of w, such
that pi=pj ∈ eqs(w) iff di=dj.

• Let neqsΦ(w) be the conjunction of negated equalities of w, such that
pi 6=pj ∈ neqsΦ(w) with i < j iff di 6=dj, and there is another data word
w′ ∈ Φ with V als(w)|j−1 = V als(w′)|j and Acts(w)|j = Acts(w′)|j,
and where pi=pj ∈ eqs(w′).

Define the constraint ϕw
Φ of a data word w w.r.t. a set Φ of data words

as ϕw
Φ ≡ eqs(w) ∧ neqsΦ(w). Let p̄ be the sequence of parameters used to

represent the data values in w. A data word w′ satisfies a constraint ϕw
Φ if

Acts(w) = Acts(w′) and ϕw
Φ[d̄/p̄] evaluates to true.
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Lemma 1 Let Φ be a set of data words and let w ∈ Φ. A data word w′

satisfies ϕw
Φ iff w �Φ w′.

Proof. If: Assume that w �Φ w′. We show that w′ then satisfies ϕw
Φ.

Let V als(w) = d1 · · · dn and let V als(w′) = d′1 · · · d
′
n. Recall that w �Φ w′

implies that w ⊑ w′, and thus also that w ≤ w′. If w = w′, then by
definition, w′ satisfies ϕw

Φ. If w < w′, then there are (at least) two j, k such
that 0 < j < k ≤ n and such that dj 6= dk but d′j = d′k. Then w′ satisfies ϕw

Φ

only if pj 6=pk is not in ϕw
Φ.

Assume, to get a contradiction, that pj 6= pk ∈ ϕw
Φ. Then, by definition,

there is some other data word w′′ ∈ Φ with V als(w′′)|k−1 = V als(w)|k−1 and
with pj = pk ∈ eqs(w′′), i.e., such that w < w′′. Since any equality in w is
also in w′′, we have that w ⊑ w′′ and, since any equality in w′′ is also in w′,
we have that w′′ ⊑ w′. But then we would get w′′ �Φ w′ which contradicts
our initial assumption. Thus pj 6=pk cannot be in ϕw

Φ, and w′ satisfies ϕw
Φ.

Only if: Assume that w′ satisfies ϕw
Φ. We show (1) that w ⊑ w′ and

(2) that w is the <-largest word in Φ with this property, concluding that
w �Φ w′.

Since any equality in w will also be in the guard gwΦ , two data values d′j, d
′
k

in w′ must be equal if dj and dk are equal in w. Thus w ⊑ w′.
Assume, to get a contradiction, that there is a data word w′′ ∈ Φ such

that w < w′′ and w′′ ⊑ w′. By definition, there is some 0 < l < m ≤ n
such that pl = pm ∈ eqs(w′′) but pl 6= pm ∈ ϕw

Φ. Since w′ satisfies ϕw
Φ, we

must have d′l 6=d′m. Then we get that w′ < w′′, so we cannot have w′′ ⊑ w′,
contradicting our initial assumption. Thus w �Φ w′.

We now state the main result of our paper, which relates our Nerode
congruence to DRAs.

Theorem 2 (Myhill-Nerode) A data language, represented by a classi-
fication λ, is recognizable by a DRA iff the equivalence ≡λ on λ-essential
words has finite index.

Proof. If: We construct a DRA from a given equivalence ≡λ, as the DRA
A = (L, l0, X, Γ, λ), where

• L is given by the finitely many equivalence classes of the equivalence
relation ≡λ on λ-essential words. We assume that each equivalence
class has exactly one representative data word.
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• l0 is [ǫ]≡λ

• X maps each location [w]≡λ
to the set of λ-memorable data values of

w.

• Γ is constructed as follows3: For each location l = [w]≡λ
in L, with λ-

memorable data values X([w]≡λ
) and for each λ-essential one-symbol

w-suffix of the form α(d̄) where d̄ = dk+1 · · · dn, there is a transition in
Γ of form 〈l, (α, p̄), g, ρ, l′〉, where

– l′ = [w;α(d̄)]≡λ
,

– α(p̄) is such that p̄ = pk+1 · · · pn;

– ρ maps location variables in l′ to location variables in l and formal
parameters in α(p̄), such that for di ∈ memλ(w) where w;α(d̄) ≡λ

w′, ρ(xdi) = pj if γ(di) = dj for dj ∈ d̄, and ρ(xdi) = xγ(di)

otherwise.

– g is obtained from the constraint ϕw
Φ, where Φ is the set of all

λ-essential words of form w;α(d̄), in the following way. For each
conjunct pi=pj(or analogously, pi 6=pj) in ϕw

Φ,

∗ pi=pj (or analogously, pi 6=pj) is a conjunct in g if pi, pj are
formal parameters in α(p̄), and

∗ xdi = pj (or analogously, xdi 6= pj) is a conjunct in g if pj is a
formal parameter in α(p̄) and xdi ∈ X(l), and

• λ([w]≡λ
) = λ(w′) whenever w ≃ w′.

The constructed DRA is well defined: it has finitely many locations since
the index of ≡λ is finite, the initial location is defined as the class of the
empty word, and λ is defined from λ for the representative elements of the
locations. By construction, the transition relation is total and the automaton
is determinate.

Note that it does not matter which data word we choose to represent an
equivalence class, since, by definition, if w ≡λ w′, we can use γ to map the
memorable parameters of w to those of w′ without affecting the classification
of each word.

3We assume that data values and corresponding formal parameters are consecutively
numbered and renamed to avoid clashes.
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To complete this direction of the proof, we need to show that the con-
structed automaton A indeed recognizes λ.

Consider an arbitrary sequence s of transitions of A, of the form

s = 〈l0, α1(p̄1), g1, ρ1, l1〉 · · · 〈lk−1, αk(p̄k), gk, ρk, lk〉.

The guards g1 · · · gk can be conjoined to form a constraint ϕs = g1 ∧
ρ1(· · · ∧ ρk−1(gk))

Let w′ be a data word such that the sequence s of transitions generates
a run over w′. If w′ is a ⊑-minimal such data word, then pi = pj ∈ eqs(w′)
iff pi=pj ∈ ϕs, and analogously for negated equalities. Then, by definition,
ϕw′

Φ = ϕs, where Φ is the set of λ-essential words. For any other data word
w′′ such that s generates a run over w′′, we have that w′′ satisfies ϕw′

Φ iff
w′ �Φ w′′. This ensures that A correctly classifies data words that satisfy
any of its runs.

Assume any right-invariant DRA that accepts λ. The proof idea then is
to show that two λ-essential words that cause sequences of transitions that
lead to the same location are also equivalent w.r.t. ≡λ, i.e., that one location
of a DRA cannot represent more than one class of ≡λ. This can be shown
using the definition of right-invariance, as follows.

We define a location variable x ∈ X(l) as non-live if the value of x has
no influence on whether a run that passes l will be accepting or rejection
(we omit the precise details). Define a location variable to be live if it is not
non-live. We can then establish that if w is a λ-essential word that causes a
sequence of transitions leading to location l, then any live location variable
in X(l) must be assigned to a data value in memλ(w). By right-invariance,
there is thus a bijection between the live location variables in X(l) and the
data values in memλ(w). It follows that whenever w and w′ are two λ-
essential words that reach the same location, then their residual languages
must be equivalent w.r.t. ≡λ, and thus w and w′ are equivalent according to
Definition 3. �

We get as a corollary result from the only-if direction of the proof that the
automaton generated in the first part of this proof is in fact a minimal (in
the set of locations) right-invariant DRA recognizing λ.

6. Comparison between different automata models

In this section, we compare our register automata to other proposed for-
malisms, showing that our models can be exponentially more succinct. We
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l0

l1
x1, x2

l3
x1, x2

l2
x1

l4
x1

signup(p1,p2) | p1 6=p2
x1:=p1; x2:=p2

login(p1,p2) | x1=p1∧x2=p2
−

logout | true

−

change(p1) | x1 6=p1
x2:=p1

signup(p1,p2) | p1=p2
x1:=p1

login(p1,p2) | x1=p1∧p1=p2
−

logout | true

−

change(p1) | x1=p1
x1:=p1

change(p1) | x1 6=p1
x2:=p1

change(p1) | x1=p1
−

Figure 3: Deterministic unique right invariant RA

will discuss some of the restrictions imposed on these other kinds of register
automata, and how they affect the size of the automata models. In particu-
lar, we will discuss register automata that require variables to store unique
data values, to store variables in order of appearance, or both.

Unique-valued register automata. An RA is unique-valued if the valuation ν
in any reachable state 〈l, ν〉 is injective, i.e., two variables can never store the
same data value. An example of a deterministic unique-valued RA (DURA)
can be seen in Figure 3. This DURA accepts the same language (XMPP)
as the DRA in Figure 1. Since variables are required to store unique val-
ues, the automaton transitions to one of two different locations after read-
ing signup(d1, d2) depending on whether d1 = d2 or d1 6= d2. After reading
change(d1), the automaton will be in either l3 or l4, depending on whether
d1=x1 (where x1 stores the first data value from signup(d1, d2)). The DURA
thus needs five locations instead of three in order to accommodate the unique-
ness constraint.

Ordered register automata. An RA is ordered if there is an ordering (here,
we use ≪) of variables. In a deterministic ordered RA (DORA), if xi and
xj are two location variables with xi ≪ xj, then the transition at which xi

was last assigned a data value must coincide with or precede the transition
at which xj was last assigned a data value. A DORA accepting the XMPP
language can look exactly like the automaton in Figure 1, but it can also
look like the automaton in Figure 4. The difference lies in the order in which
the data values in the first data symbol appear. Recall that in the signup

data symbol, the first data value represents a username and the second, a
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l0

l1
x1, x2

l3
x1, x2

l2
x1, x2

l4
x1, x2

signuprev(p1,p2) | true

x1:=p1;x2:=p2

login(p1,p2) | x1=p2∧x2=p1
−

logout | true

−

login(p1,p2) | x1=p1∧x2=p2
−

logout | true

−

change(p1) | true

x2:=p1

change(p1) | true

x1:=x2;x2:=p1

Figure 4: Deterministic ordered right invariant RA

password. The signuprev symbol is the signup symbol, but with the order of
the data values reversed, i.e., the first data value now represents a password
and the second, a username. If the order of the data values is thus reversed,
then at the first occurrence of the change data symbol, the DORA will need
to reorder the stored data values. This is necessary to allow changing the
password later, since x2 must be re-assigned a data value after x1 is. This
DORA thus needs five locations instead of three.

We can also define an OURA, which is both ordered and unique-valued.
The automata of [3] correspond to deterministic OURAs (DOURAs). Fig-
ure 5 shows a deterministic OURA accepting the XMPP language. The
DOURA must at any time store either one or two data values in variables
(depending on whether they are equal or not). After the initial location,
the automaton will be in locations l2 or l4 if only one variable is needed and
transition to one of the other states whenever a second variable is needed.
Compared to the DURA above, the DOURA thus needs an additional two
locations to accommodate the uniqueness constraint. This results in a total
of seven locations instead of five in the DORA.

As we have seen, automata that require variables to store unique data
values, or to store data values in a certain order, may need more locations
than the minimal DRA in order to accept the same data language. In the
worst case, the blow-up can be exponential in terms of state space. In the
models described here, we can identify two such exponential blow-ups: one
between DRAs and DURAs, and another between DURAs and DOURAs.
The first exponential blow-up, between DRAs and DURAs, can be shown
by constructing a DRA that can store n independent variables. The corre-
sponding DURA then has to maintain in the set of locations which of the n
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l0

l1

x1, x2

l3

x1, x2

l2
x1

l4
x1

l5

x1, x2

l6

x1, x2

signuprev(p1,p2) | p1 6=p2
x1:=p1; x2:=p2

login(p1,p2) | x1=p2∧x2=p1
−

logout | true

−

change(p1) | x2=p1
−

change(p1) | x2 6=p1
x1:=x2; x2:=p1

signup(p1,p2) | p1=p2
x1:=p1

login(p1,p2) | x1=p1∧x1=p2
−

logout | true

−

change(p1) | x1=p1
x1:=p1

change(p1) | x1=p1
−

change(p1) | x1 6=p1
x2:=p1

change(p1) | x1 6=p1
x2:=p1

login(p1,p2) | x1=p1∧x2=p2
−

logout | true

−

Figure 5: Deterministic ordered unique-valued right invariant RA

variables have the same value.

Proposition 1 There is a sequence of data languages L1,L2, . . ., such that
the number of locations in the minimal DRA for Ln is always 4, but the
number of locations in the minimal DURA for Ln is exponential in n. �

Proof. Consider the language

Ln = {a(d1, . . . , dn)b(d
′
1, . . . , d

′
n) | dj = d′j for 1 ≤ j ≤ n.}

where a and b are actions with arity n. The minimal DURA for Ln

has an exponential number of locations after the first a-symbol to encode
potential equalities between data values. Since each unique value can only
be stored once in a DURA, one location is needed for every possible partition
of d1, . . . , dn wrt. =. The minimal DRA, on the other hand, has only four
locations: one initial, one after the first a-symbol, one accepting, and one
rejecting sink location. �

The second exponential blow-up, between DURAs and DOURAs, can
be shown by constructing a DURA that allows random (write) access to n
variables. The corresponding DOURA then has to maintain in the set of
locations the order in which the variables are written.
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Proposition 2 There is a sequence of languages L1,L2, . . ., such that the
number of locations in the minimal DURA for Ln is O(n), but the number
of locations in the minimal DOURA for Ln is exponential in n. �

Proof. The idea is to construct a language that is accepted by a DURA
with n variables that can be accessed randomly, while the DOURA will have
to encode the concrete sequence of accessed variables into the set of locations.

Let A contain the symbols ai and bi for i = 1, . . . , n, each of which is of
arity one. We will define a language that is accepted by a DURA providing
random write access to n uniquely valued variables by means of ai; variables
can be tested using bi. Let the language Ln be the set of sequences of the
form a11(d11) · · · an1(dn1) ai2(di2) · · · aik(dik)bm(dm) where 1 ≤ i, j ≤ n, such
that d11 · · · dn1 are pairwise different, dil is not equal to any dj l′ whenever l

′

is the largest index such that l′ < l, and such that dm is equal to dmm′ where
m′ is the largest index of dm.

We can describe intuitively how this language is accepted by a register
automaton: First, a sequence of n data symbols with unique data values is
read and stored into n corresponding variables. Then, any number of data
symbols of the form ai1(dij) is read and stored in the ith variable. The
data value dij must always be different from any of the data values currently
stored. Finally, the data symbol bm(dm) is read and dm is compared to the
data value currently stored in the mth variable. If they are equal, the register
automaton accepts.

A DURA for Ln will need n variables to store the n unique data values.
The minimal DURA for Ln has n+ 3 locations: one initial location followed
by a sequence of n locations processing a11(d11) . . . an1(dn1), and where, after
reading each data symbol aij(dij), a variable xi is initialized and assigned
the data value dij. In addition to these, the DURA also has one accepting
location and a one non-accepting sink.

The minimal DOURA for Ln, on the other hand, has more than n! loca-
tions. Since the DOURA must store all data values in order of occurence,
a control location is needed for every possible re-ordering of the variables.
Otherwise, it will be impossible to correctly classify the final bm(dm) symbol.

�

7. Conclusions and Future Work

We have presented a novel form of register automata, which also has an
intuitive and succinct minimal canonical form that can be derived from a

23



Nerode-like congruence. Key to this canonical form is the representation of
a data language as a classification of a set of data words. We have shown
that any set of data words (with some restrictions) can be correctly classified
by a minimal subset of data words. We have also formulated a Nerode-like
congruence that enables the construction of a succinct and canonical register
automaton from such a minimal subset. Finally, we have compared our form
of register automata to other proposed formalisms, showing that our register
automata can be exponentially more succinct.

As a practical application, we have used the results in this paper to gener-
alize Angluin-style active learning to data languages over infinite alphabets.
The learning algorithm, which we describe in [13], can be used to character-
ize, e.g., protocols, services, and interfaces.

We have also further built on the theoretical concepts, in [9], generalizing
our canonical model to more expressive signatures by allowing data values to
be compared using binary relations. An interesting direction for future work
would be to learn such models. To this end, we plan to extend the current
learning algorithm in [13] to be able to handle arbitrary binary relations
between data values.
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Abstract. In this paper, we present an extension of active automata
learning to Register Automata, an automaton model which is capable
of expressing the influence of data on control flow. Register Automata
operate on an infinite data domain, whose values can be assigned to
registers and compared for equality. Our active learning algorithm is
unique in that it directly infers the effect of data values on control flow
as part of the learning process. This effect is expressed by means of
registers and guarded transitions in the resulting Register Automaton
models.
The application of our algorithm for inferring semantic models of data
structures shows the impact of this new method. We evaluated our al-
gorithm on a complex data structure, a “stack of stacks”, the largest of
which we could learn in merely 20 seconds with less than 4,000 mem-
bership queries, resulting in a model with roughly 800 locations. In con-
trast, even when restricting the data domain to just four values, the
corresponding plain Mealy machine would have more than 10

9 states
and presumably require billions of membership queries.

1 Introduction

The model-based approach to development, verification, and testing of software
systems (e.g., [15,12,26]) is a key path towards efficient development of reliable
software systems. However, its application is hampered by the current lack of
adequate specifications for most actual systems. The use of component libraries
with very partial specifications, and the problem of maintaining specifications
of evolving systems aggravate the situation. Automata learning techniques [20]
have been proposed to overcome this, by allowing to construct and later update
behavioral models automatically. This has been illustrated in a number of case
studies like, e.g., the concrete setting of Computer Telephony Integrated (CTI)
systems [20], and in protocol specification [33], analysis [41], and testing [43].

‹ This work is supported by the European FP 7 project CONNECT (IST 231167).



Recently, automata learning has even been investigated as a key enabler
to the automated synthesis of mediators for network protocols: The Connect

project [28] is the development of “Emergent Middleware”, i.e., a set of enablers
synthesizing mediators between systems automatically at runtime. We discuss
the Connect project in detail here as it allows us to illustrate the state-of-the
art in automata learning and where improvement is needed in order to meet
the high expectations in contexts as automated testing or mediator synthesis.
The envisioned scenario of the Connect is characterized by two important
observations.

1. Encountered systems for which models are to be inferred are black-boxes.
Only the static interface, i.e., the offered communication primitives are known.

2. The behavior of these (real networked systems) will usually not only depend
on the order in which messages are invoked. The data parameters that are
used in the communication (e.g., sequence numbers or session identifiers)
also influence a system’s behavior.

These two observations are not particular to the Connect project. Basically,
they hold wherever one is interested in generating specifications of real systems
dynamically. The first observation may be varied slightly in some cases (e.g.,
if source code of the analyzed system is available). The second one expresses a
requirement and long standing research interest in the realm of dynamic analysis:
the combination of control- and data-dependent characterizations of systems.

Current black-box techniques for learning component models broadly fall
into two classes. One class generates finite-state models of control skeletons,
modeling the sequences of interactions of a component [20,27,4,41], or automata
learning techniques (e.g., [6,37]). Another class generates invariants over state
variables [17] or exchanged data values by generalizing from concrete observa-
tions. For many applications in testing and verification, and also in commercial
model-based testing tools (e.g., ConformiQ Qtronic [26]), it is, however, impor-
tant to generate models that capture combined behavior of control and data.
Parameters such as sequence numbers, identifiers, etc. have a significant impact
on control flow in typical protocols. For instance, a valid sequence number or
session identifier has a very different influence on subsequent behavior than an
invalid one.

In particular active automata learning has been applied successfully in a
number of interesting case studies (cf. Section 8 for a detailed discussion). The
state-of-the-art approach to inferring models of real (i.e., infinite state) systems
in active automata learning is using predefined abstractions, realized by so-called
mappers (cf. [30]), which are placed between the component to be inferred and
the learning algorithm. The aim of a mapper is to provide a regular projection
of the component. This approach is described explicitly for the generation of
specifications from protocol entities in [1]. However, defining mappers is an error-
prone and laborious manual effort.

In [25] automated alphabet abstraction refinement is integrated with ac-
tive learning to overcome this problem. A similar approach, using lazy alphabet
construction without counterexample driven alphabet abstraction refinement, is



presented in [18] for the inference of assumptions in assume-guarantee reasoning.
A major drawback of current abstraction-based approaches is that the inferred
models do not reflect the causal influence of data values appropriately. The mod-
els remain representations of some concrete traces of a system for which a regular
projection exists. For example, the models can express that a certain data values
has to be bigger than some constant threshold but they cannot express that a
data value has to be bigger (or somehow else causally related) to a prior data
value in a trace.

For both classes of approaches, mapper-based and abstraction-based, the
problem is that the influence of data values is encoded into the alphabet sym-
bols of the underlying automaton formalism. Our approach, on the other hand,
will make data values first class citizens in control models: In this paper, we
present an extension of active automata learning to register automata, an au-
tomaton model which is capable of expressing the influence of data on control
flow. Register automata operate on an infinite data domain, whose values can
be assigned to registers and compared for equality by very natural mechanisms.
This suffices to handle parameters like user names, passwords, identifiers of con-
nections, sessions, etc., in a fashion similar to, and slightly more expressive than,
the class of “data-independent” systems, which was the subject of some of the
first works on model checking of infinite-state systems [46,29]. Thus register au-
tomaton learning is particularly suited for the validation of protocols, connectors
or mediators, as we will discuss based on a small fragment of the XMPP protocol
(cf. Figure 1).

Our active learning algorithm is unique in that it directly infers the effect
of data values on control flow as part of the learning process. Conceptually, it
is based on a generalized Nerode relation and a corresponding canonical form
for register automata, which, like in the classical regular case, identifies the re-
quired control locations [13]. Algorithmically, the L˚-typical partition refinement
process [6] is elaborated to a three-dimensional maximum fixpoint computation
for simultaneously determining locations, register assignments, and guards of
transitions. Technically, working on sequences of interactions with data requires
additional care. It involves a “data-aware” way of composing prefixes and suffixes,
as well as an adequate way of analyzing counterexamples with data values.

2 Organization and Overview

In this section we present a high-level summary of our contribution and align
in with well-known ideas of in active automata learning, i.e., with the popular
L˚-algorithm [6] in particular. Our main technical contribution is a novel active
learning algorithm, which infers a canonical register automaton (RA) for an
unknown data language L, of which it initially knows only the set of actions.
Canonical register automata will be defined properly in the next section. Active
learning in general proceeds by asking two kinds of queries.

– A membership query consists in asking if a (data) word w is in L.



– An equivalence query consists in asking whether a hypothesized RA H is
correct, i.e., whether LpHq “ L. The query is answered by yes if H is correct,
otherwise by a counterexample, which is a data word from the symmetric
difference of L and LpHq.

Key to (classic) L˚-like learning is the well known Nerode congruence [34], which
allows to identify words that lead to the same location in a canonical acceptor
for some language L. The Nerode congruence is formulated in terms of residual
languages, i.e., languages after some prefix. Words with identical residuals will
lead to the same location in a canonical acceptor. Active learning algorithms
exploit this by means of two sets of words:

1. a finite prefix-closed set of prefixes, which is successively extended until it
covers every transition of the canonical acceptor for L, and

2. a finite set of suffixes, i.e., selected words from residuals, that allows to
approximate the Nerode congruence on the set of prefixes.

The necessary information is usually stored in a so-called observation table. The
rows and columns of this table are labeled with prefixes and suffixes, respectively.
The table cell for a row labeled by u, and a column labeled by v, contains the
information whether uv P L, i.e., whether v is in the L-residual of u.

Active learning iterates two phases: hypothesis construction and hypothesis
validation. During hypothesis construction the two sets of prefixes and suffixes
are extended successively, using a sequence of membership queries, until the table
satisfies satisfies certain conditions, under which a hypothesis automaton can be
constructed in a consistent way. Hypothesis validation is performed using equiv-
alence queries, to check if the current hypothesis is correct. From the returned
counterexamples, new suffixes can be generated, that will ensure that during the
next round of hypothesis construction [37,42] more states can be found. During
learning, hypothesis automata will grow monotonically in size, until they have
the size of the canonical acceptor for L. Then, by definition an equivalence query
will confirm that the hypothesis is correct.

Our learning algorithm for regular data languages will strictly follow this pat-
tern, and construct the canonical RA for some data language L. The theoretical
backbone will be how to

– identify data values to be stored in variables by an automaton,
– identify representative words from which the logical formulas guarding tran-

sitions can be derived, and
– identify locations using an extended Nerode relation including relations be-

tween data values.

This will be presented in Section 3, which basically revisits our results from [14],
emphasizing the parts that are relevant to learning. In Section 4 we present an ac-
tive learning algorithm for register automata based on these ideas. In essence, the
overall pattern of learning RA is a three-dimensional maximum fix-point com-
putation, determining (a) the locations, (b) the required variable assignments,
and (c) the guarded transitions in a partition-refinement fashion. Following the
pattern of L˚, we will show in detail



– how so-called abstract suffixes can be used to approximate the Nerode con-
gruence,

– how an observation table can be realized,

– how at certain points well-defined hypothesis automata can be constructed
from the observation table, and

– how counterexamples can be exploited to guarantee strictly monotone progress.

Finally, we will show that for all hypothesis automata, the number of transitions,
the number of locations, and the sum of the number of register assignments at
some location will never exceed the corresponding numbers of the canonical RA
for L. Subsequently, we discuss an application example in Section 5.

We present our new learning algorithm for register automata, accepting so-
called data languages. It is not hard to extend the ideas to register Mealy ma-
chines, i.e., systems with outputs and (already known) data values in outputs.
We will briefly discuss the necessary modifications in Section 6. Then, we will
evaluate both approaches (inferring register automata and register Mealy ma-
chines) on a set of data structures in Section 7. Related work is discussed in
Section 8 and we conclude in Section 9.

3 Canonical Register Automata

This section introduces Register Automata, the class of data languages they
accept and discusses how the canonical automaton can be generated for a data
language. This construction relies on several concepts, all of which will later be
used by the learning algorithm as well. The only difference is that, while in this
section we will generally work with infinite sets of words or the the set of all
words, the learning algorithm will always work with finite sets.

3.1 Register Automata

We assume an unbounded domain D of data values. In the examples presented
in this paper we let D be the set N of natural numbers. We also assume an
arbitrary strict total order ă on D. This order has the only purpose of allowing
us to ease presentation. We use ă on N as strict total order in our examples.

Let Σ be a finite set of actions. Each a P Σ has a fixed arity (i.e, takes a fixed
number of data values). We write ΣD for the set of all possible combinations
apd1, . . . , dkq of actions and data values (respecting the arities of actions). Thus,

pΣDq
˚

denotes the set of data words. For a data word w, let Actspwq denote its
sequence of actions, and V alspwq the sequence of data values occurring in w,
while V alSetpwq is the set of data values that occur in w. A data language L is
a set of data words.

We use the set P “ tpi : i P Nu as formal parameters, and the set X “
txi : i P Nu to denote variables. A parameterized action is a pair app̄q, of an
action a of arity k and a sequence of k formal parameters p̄ “ p1, . . . , pk. A



guard is a boolean combination of atomic predicates over formal parameters and
variables, generated by the grammar

G ::“ G^G | G_G | pi b z | true,

where b P t“,‰u, where z P XYP , and where true denotes the atomic predicate
that is always satisfied. Intuitively, a guard can compare parameters with other
parameters, or variables, for (in)equality and combine these tests using boolean
connectives.

Definition 1 (Register automaton). A register automaton (RA) is a tuple
A “ pΣ,L, l0, X, λ, Γ q, where

– Σ is a finite set of actions,
– L is a finite set of locations,
– l0 P L is the initial location,
– X maps each location l P L to a finite set Xplq of variables, where Xpl0q is

the empty set.
– λ : LÑ t`,´u is the output function
– Γ is a finite set of transitions of form xl, app̄q, ḡ, ρ, l1y, where

‚ l and l1 are source and target locations,
‚ app̄q is a parameterized action,
‚ ḡ is a guard, and
‚ ρ : Xpl1q Ñ pXplq Y p̄q is an assignment.

Informally, an RA is well-formed if guards only use defined variables and param-
eters. Formally, we require that a guard of an app̄q-transition with source l has
predicates over Xplq and p̄ only. We only consider well-formed automata.
Let us now define the semantics of an RA A “ pΣ,L, l0, X, λ, Γ q, which will be

used to define the data language LpAq Ď pΣDq
˚

accepted by A. A valuation ν

is a (partial) mapping from X to D. A state of A is a pair xl, νy where l P L and
ν is a valuation of Xplq. The initial state is the pair xl0, ν0y of initial location
and valuation ν0 with empty domain of definition.

A step of A, denoted by xl, νy
apd̄q
ÝÝÝÑ xl1, ν1y, transfers A from xl, νy to xl1, ν1y on

input apd̄q with data values from D if there is a transition xl, app̄q, ḡ, ρ, l1y P Γ
such that

1. ν |ù ḡrd̄{p̄s, i.e., ν makes ḡ true when replacing pi P p̄ by di P d̄.
2. ν1 is the updated valuation with

ν1pxiq “

#

νpxjq if ρpxiq “ xj

dj if ρpxiq “ pj .

A run of A over a data word a1pd̄1q . . . akpd̄kq is a sequence of steps

xl0, ν0y
a1pd̄1q
ÝÝÝÝÑ xl1, ν1y . . . xlk´1, νk´1y

akpd̄kq
ÝÝÝÝÑ xlk, νky.



l0 l1

l2

signuppp1,p2q | true

x1

1
:“p1;x

1

2
:“p2

loginpp1,p2q | x1“p1^x2“p2
x1

1
:“x1;x

1

2
:“x2

loginpp1,p2q | x1‰p1_x2‰p2
x1

1
:“x1;x

1

2
:“x2

logoutpq | true

x1

1
:“x1;x

1

2
:“x2

deletepq | true

´ setpwpp1q | true

x1

1
:“x1; x1

2
:“p1

Fig. 1. RA for the authentication fragment of a protocol (from [13]). We write
x1
i :“ z in assignments for ρpxiq “ z. The accepting location l2 is marked with a

double circle. Some reflexive transitions are omitted for better readability.

An RA A is input-enabled if every word in pΣDq
˚

has a run of A. It is determin-

istic if no data word in pΣDq
˚

has more than one run of A. We will restrict our
attention to input-enabled, deterministic RAs for the remainder of this paper.
Finally, a data word w is in the data language LpAq of A if and only if the run of
A over w ends in a state xl, νy with an accepting location, i.e., where λplq “ `.

Example 1. Figure 1 shows an example of a Register Automaton. The RA de-
scribes a service that allows a user signup for an account providing her name
as parameter p1 and the desired password as p2. In the figure, this corresponds
to the transition from l0 to l1. Once registered, a user may login to the system
providing name and password as parameters. The system allows an unbounded
number of attempts to log in. Finally, it is possible to logout, delete the ac-
count, or change the password (setpw) when logged in.

3.2 Data languages

So far, we have shown how an RA processes data inputs and accepts data words.
When inferring RA models, the learning algorithm can only perform tests on
the system under learning (SUL), i.e., test the language of the SUL and not
its structure. In this section we will revisit some of the ideas from [13] for a
concise representation of data languages which later will provide the basis for
constructing a canonical register automaton for a data language L.

Let us start with some helpful properties of data words and data languages.
For a data word uv let u be a prefix. Then uv is called a flat extension of u if
the data values in v are pair-wisely different and if V alSetpuq X V alSetpvq “
H. In our example, signupp1, 2q is a prefix of signupp1, 2qloginp1, 2q, while
the data word signupp1, 2qloginp1, 2qloginp3, 4q is a flat extension of the word
signupp1, 2qloginp1, 2q.

We define a replacement operation on the data values of data words: for a
permutation π : D Ñ D let πpwq be the data word that results from replacing



all data values in w according to π. Sometimes we will apply permutations to
sets of data words, i.e., apply them point-wise to each data word in the set.

For w,w1 P pΣDq
˚
, let w » w1 denote that there is a permutation π on D

such that πpwq “ w1. A data language L is a set of data words, such that each
equivalence class w.r.t. » is either completely inside or completely outside L.
It is not difficult to see that the language LpAq of an RA A is always a data
language in this sense. In our running example, e.g.,

signupp1, 2qloginp1, 2q » signupp5, 3qloginp5, 3q

are both in the language of the RA of Figure 1.
Closedness of data languages under permutations on D allows us to reason

about classes of words instead of individual data words. However, since classes
of words are difficult to handle in presentation, we select one representative
data word for every class. A data word w is representative if the data values
that appear in any prefix of V alspwq is of form t1, 2, . . . , ku for some k. In
the above example, signupp1, 2qloginp1, 2q is a representative data word, but

signupp1, 3qloginp2, 3q is not. We use R Ă pΣDq
˚

to denote the set of represen-
tative data words.

We need to relate transitions (i.e., mainly guards) of register automata and
data words. In a register automaton many different data words can have the
same sequence of transitions as transitions test only important equalities and
inequalities. We will characterize data words by logical formulas, which will allow
to group data words in a similar fashion, using only the important equalities.
Before providing formal definitions, let us provide some intuition.

We characterize words by formulas describing only the equalities in these
words and not inequalities, making data words with no equal data values the
default, or true-case and all other data words refinements or special cases. E.g.,
the data word signupp1, 2qsignupp3, 4q is true, while signupp1, 2qsignupp1, 3q
is described by d1 “ d3, and signupp1, 2qsignupp1, 2q is described by d1 “
d3 ^ d2 “ d4, where we name V alspwq by d1, . . . , dk. Selecting a default case is
an arbitrary decision – we could as well start from the case where all data values
are identical.

The important property of this construction is that for a fixed sequence of
actions the formulas describing data words form a lattice under implication. We
want to use this implication relation on formulas on the set of data words and
single out “least constrained” data words to summarize more constrained data
words wherever possible. This allows us to use only important tests when con-
structing automata from data words. However, we have to be careful to respect
the order in which an automaton can perform the tests describing a word (i.e.,
from left to right).

More formally, we use two ordering relations on R. For w,w1 P R with
Actspwq “ Actspw1q let

– w Ď w1 if for di, dj P V alspwq and d1
i, d

1
j P V alspw1q we have d1

i “ d1
j whenever

di “ dj . Intuitively, w1 has the same (and maybe more) equalities between



Algorithm 1 Computing ES
λ

Require: A set S of data words, a function λ : S Ñ t`,´u
Ensure: The set ES

λ of λ-essential words for S

1: ES
λ :“ H

2: for w P S in ă-order do
3: if |maxătpE

S
λ q

Ăwu| ‰ 1 then
4: ES

λ :“ ES
λ Y twu

5: else
6: w1 :“ maxătpE

S
λ q

Ăwu
7: if λpw1q ‰ λpwq then
8: ES

λ :“ ES
λ Y twu

9: end if
10: end if
11: end for
12: close ES

λ under prefixes
13: close ES

λ under flat extensions
14: return Eλ

its data values than w has. Let Ă denote the corresponding strict order. In
our example

signupp1, 2qloginp3, 4q Ă signupp1, 2qloginp1, 2q.

– w ă w1 if there are prefixes u of w and u1 of w1 such that u Ă u1. Intuitively,
we use ă to model the branching behavior of an automaton on a set of words.
In the example, e.g.,

signupp1, 2qloginp1, 2q ă signupp1, 1qloginp2, 2q.

We use these two orders to define the set of L-essential data words for some set
S of data words. For a mapping λ : S Ñ t`,´u with domain S, an λ-cover of
S is a set ES

λ Ď S such that for every w P S, the set tv P ES
λ : v Ď wu contains

a unique maximal (w.r.t. ă) word w1, and λpwq “ λpw1q.

Algorithm 1 shows how we compute the canonical λ-cover ES
λ for any map-

ping λ : S Ñ t`,´u. For a data word w P R, let RĂw be the set tw1 P R : w1
Ă

wu. The canonical λ-cover is well-founded and contains at least all the minimal
data words (w.r.t. Ď) from S (lines 3-4). We then add words in ascending ă-
order if they don not have a unique ă-maximal Ď-smaller word in ES

λ (lines
3-4) or if they disagree in λ with this word (lines 7-8). Finally, we close the set
under its prefixes and flat extensions, which will later become important, when
constructing automata from ES

λ . The canonical construction yields the follow-
ing proposition, which will be useful for reasoning about counterexamples in
Section 4.3.



Proposition 1. For two functions f, g with domain S, with canonical covers
ES

f and ES
g , and w P S with fpwq ‰ gpwq

w R ES
f ^ w R ES

g ñ Dw1 P SĂw . fpw1q ‰ gpw1q.

We can use the λ-cover of R to classify a data language L concisely: Every
word w is represented faithfully (w.r.t. λ) by the ă-maximal Ď-smaller word in
ER

λ . We thus refer to ER
λ as the set of L-essential words.

3.3 Canonical Register Automata

To actually construct a canonical RA AL for L from the set of L-essential data
words, we need to derive three things from these words. First, we need to deter-
mine which data values of words are to be stored in variables. Second, we need
to derive a set of locations. Third, we have to construct transitions from words.
A proof showing that indeed LpALq “ L can be found in [14].

Memorable data values. Intuitively, a data value d in a data word u P ER
λ must

be remembered if there is an extension uv of u such that a comparison between
d and some value(s) in v is needed to determine whether uv P L. Each such
“memorable” data value must be stored in registers in AL. Let us make a formal
definition

Definition 2. Let πd,d1 : D Ñ D be the permutation which swaps d and d1 and
leaves all other data values untouched. A data value d P V alSetpuq is memorable

in the word u P ER
λ (w.r.t. L) if for some suffix v P pΣDq

˚
and some permutation

of form πd,d1 , where d1 R V alSetpuvq,

uv P L ô uπd,d1pvq R L. (1)

The set of memorable data values w.r.t. L in u is denoted by memLpuq. [\

In our running example 1 and 2 are memorable in signupp1, 2q since the word
signupp1, 2qloginp1, 2q is in L while replacing 1 (or 2) by 3 in loginp1, 2q will
result in words not in L, e.g., the word signupp1, 2qloginp3, 2q.

Locations. The set of locations will be generated by first defining a Nerode
equivalence on the set ER

λ of L-essential words, and thereafter letting locations
correspond to equivalence classes of this equivalence. For a word u let

u´1ER
λ “ tv P pΣDq

˚
: uv P ER

λ u. (2)

The set u´1ER
λ is called the set of L-essential u-suffixes. We define a Nerode-

equivalence ”L on ER
λ as follows.

Definition 3. Let u and u1 in ER
λ . Then u”Lu

1 iff there is a permutation π on
D such that

πpu´1ER
λ q “ u1´1ER

λ ^ λpuvq “ λpu1πpvqq for v P u´1ER
λ . (3)



true

signupp1, 2q loginp3, 4q
”

Ă
x1 “ p1 ^ x2 “ p2

”
signupp1, 2q loginp1, 2q

l2

l8

l3
x1 “ p1 ^ x2 “ p2

x1 ‰ p1 _ x2 ‰ p2
”

true^ 
Ž

`

px1 “ p1 ^ x2 “ p2q
˘

Fig. 2. Poset of essential words and corresponding positive guards (left) and
resulting transition guards in an RA (right) for the login-transitions of the RA
from Figure 1 after L-essential word signupp1, 2q. It is assumed that 1 is stored
in x1 and 2 is stored in x2

We say that data language”L is regular if”L has finite index. We let rusL denote
the equivalence class of the word u. For every class of ”L, we fix one particular
member of the equivalence class, and call it the access string of this equivalence
class. Thus, if u is an access string, then rusL is a location, which we sometimes
denote lu. The variables Xpluq of location lu are the set of memorable data values
of u and νu : Xpluq Ñ memLpuq describe, how memorable data values of u are
stored in Xpluq.

The location lǫ with ǫ as access string is the initial location l0. A location lw
will be accepting, i.e., λplwq “ `, iff w P L.

Transitions. Let lu be a location with access string u. We now describe how
to construct the set of a-transitions for a P Σ from the location lu. For each
L-essential word of form uapd̄q there is a transition to the location ruapd̄qsL. The
guard g of this transition is the conjunction of equalities, containing

– pi “ pj if di “ dj for di, dj P d̄, and
– xi “ pj if ρupxiq “ dj for h xi P Xu and dj P d̄

Redundant predicates can be removed using a canonic representation. Please
observe that the partial order Ď of A is preserved on the set of corresponding
positive guards Gu,a “ tgu,apd̄q : uapd̄q P Au. On Gu,a the partial order Ď

coincides with implication and we use it accordingly.
Every conjunction of binary equalities in Gu,a may imply some other guards

in this set (namely the ones in GĄḡ
u,a). In order to get deterministic transitions,

we exclude these implied guards in the final guard of the transition. Let thus
ĝ “ ḡ ^ 

`
Ž

GĄḡ
u,a

˘

be the final guard for a positive guard ḡ.
Figure 2 shows the correspondence between L-essential words and guards

for two cases from our example (in the left). It is assumed that after prefix
signupp1, 2q the memorable data values 1 and 2 are stored in x1 and x2. Then,
e.g., for loginp1, 2q the corresponding positive guard x1 “ p1^x2 “ p2 describes
exactly the equalities between data values of the prefix and of login. In the right
of the figure it is shown how these positive guards are extended to their final



versions in an automaton. The two guards in this example will become part of
the login-transitions of the RA shown in Figure 1.

Using the mapping f : ER
λ Ñ ER

λ {”L from the previous step we define a
transition xlrusL , app̄q, ĝ, ρ, lfpuapd̄qqy for every ḡ P Gu,a. The only thing we
did not fix yet is the assignment: let w be the fixed representative data word for
lfpuapd̄qq and let uapd̄q with gu,apd̄q “ ḡ such that w´1ER

λ “ πpuapd̄q´1ER
λ q and

λpwπpvqq “ λpuapd̄qvq for v P uapd̄q´1ER
λ . Then, let νuapd̄q “ π ˝ νw and

ρpx1
iq “

#

pj if νuapd̄qpx
1
iq “ dj

xj if νuapd̄qpx
1
iq “ νupxjq.

Intuitively, ρ is used to create the updated valuation νuapd̄q from the old valuation

νu and the set of parameters (and data values) of app̄q and apd̄q. The desired
resulting updated valuation νuapd̄q is specified relative to the representative data

word w of ruapd̄qsL so that the data values in uapd̄q are stored in an order that
is compatible with the transitions from lw.

Automata construction. The RA AL “ pΣ,L, l0, X, λ, Γ q is well-defined: The set
of actions Σ is fixed by L. The set of locations is determined by the classes of ”L

The empty word is in one of these classes. Hence there is one dedicated initial
location l0. The set of variables is finite as we selected finite words from every
class of ”L for which we computed the finitely many memorable data values as
a basis for the set of variables. Not all of these variables are defined at every
location but the particular construction of transitions guarantees that at no time
undefined variables are read (i.e., occur in the co-domain of an assignment or in
a guard). The relation between guards and essential words makes the automaton
input-enabled and deterministic. Finally, λ is fixed in accordance to L for the
fixed L-essential words.

4 Active Learning for Register Automata

In this section we present our main technical result, an L˚-like active learning
algorithm for register automata.

4.1 Observation tables

Our learning algorithm will use an observation table as underlying data struc-
ture. In this section we will define this data structure and explain how hypothesis
automata can be generated from observation tables.

In Section 3.3, we have used sets of L-essential suffixes to define ”L. Unfor-
tunately these sets where infinite. We will show that the ideas can be transferred
to finite sets of suffixes easily. Let V Ă Σ˚ a finite set of abstract suffixes. An
abstract suffix v is just a sequence of actions without data values.



For a set of abstract suffixes V , let V puq be a subset of the L-essential u-
suffixes. Concretely, let uV be the set ptuu ˆ tv : V Duq X R and EuV

λ its
canonical λ-cover. Then, V puq “ tv P V D : uv P EuV

λ u.
We can compute the V puq and the corresponding fragment of λ using mem-

bership queries: Let the u-closure of V be the mapping C
V puq
u : V puq Ñ t`,´u

with
CV puq

u pvq “ λpuvq.

Since in the definition of memorable data values (Eq. 1) only data values are

exchanged in a suffix, and since C
V puq
u covers λ faithfully on tuu ˆ V D, we can

use C
V puq
u pvq to compute the set memV puq of data values from u that are proven

to be memorable by V .
We adapt the Nerode congruence from Eq. 3 and write u ”V u1 if for two

L-essential words u and u1 there is a permutation π on D for which

πpV puqq “ V pu1q ^ CV puq
u pvq “ C

V puq
u1 pπpvqq for v P V puq.

We immediately get the following two properties, which allow us to use closures
as the basis for our observation tables and will become part of the invariant
promised at the beginning of this section, showing that the learning algorithm
terminates with an optimal result.

Proposition 2. For all sets V of abstract suffixes memV puq Ď memLpuq.

Proposition 3. If u”Lu
1 then C

V puq
u ”V C

V pu1q
u1 for all sets of abstract suffixes

V .

We have shown that ”V will never refine ”L and that we will never falsely
identify memorable data values using closures.

In order to prove that the learning algorithm can progress, we have to show
that there is a finite set of abstract suffixes V for which u ıL u1 ñ u ıV u1

and memLpuq Ď memV puq. This, however, is trivial. Since ”L has finite index
n, the set V only has to generate all suffixes up to length n in the worst case.

Definition 4 (Observation table). An observation table is a tuple xU, V, T y,
of a prefix-closed set of L-essential words U , a set of abstract suffixes V , and a

function T , mapping each prefix u P U to the u-closure C
V puq
u . [\

The set U Ă ER
λ consists of a prefixed-closed subset Û of short prefixes, and

contains for every prefix u P Û at least the one-action L-essential extension
uapd̄q where data values in apd̄q do not equal one another or data values in u.
The u-closure T puq is constructed by asking membership queries for all suffixes
in ptuuˆV DqXR as described above. Our algorithm will initialize Û “ V “ tǫu,
and maintain the invariant that T puq fi T pu1q for u, u1 P Û .

An intermediate observation table for our example is shown in the left of
Figure 7. The left column contains prefixes. Prefixes from Û are shown in the
upper part of the table. The two other columns are labeled with abstract suffixes.
Table cells of a row labeled u contain suffixes from the domain of the u-closure
C

V puq
u grouped per abstract suffix.



ǫ loginpp1, p2q

ǫ pl0q - loginp1, 2q -

signupp1, 2q pl1q - loginp1, 2q +
loginp3, 4q -

deletepq - loginp1, 2q -

signupp1, 2qloginp3, 4q - loginp1, 2q +
loginp5, 6q -

l0

l1

signuppp1,p2q | true

x1

1
:“p1;x

1

2
:“p2

loginpp1,p2q | true

x1

1
:“x1;x

1

2
:“x2

Fig. 3. Intermediate Observation Table (only showing a subset of all prefixes)
for Example from Figure 1 and corresponding hypothesis.

4.2 Constructing hypothesis automata

In order to construct hypothesis automata from an observation table, we need
two conditions to hold on the table.

Definition 5 (Closedness). An observation table xU, V, T y is closed if for ev-
ery prefix u P U there is a prefix u1 P Û such that T puq ”V T pu1q.

Please note that in general there can be multiple effective permutations satisfying
the condition from Eq. 3. This can be due to true symmetry of parameters (a
special case that does no harm an which we do not cover here in detail), but also
to the approximative nature of intermediate results in learning.

However, since the existence of effective permutations is transitive, there can
never be two permutations proving the same word from pUzÛq equivalent to
different words from Û . The prefixes in Û will become the locations of a hypoth-
esis automaton. Closedness then ensures that all transitions of the hypothesis,
defined by prefixes in U , have well-defined destinations.

Definition 6 (Register-consistency). An observation table xU, V, T y is register-
consistent if for every prefix uapp̄q P U

memV p uapp̄q q X V alSetpuq Ď memV puq.

When constructing a hypothesis automaton from an observation table, we will
store the parameters from memV puq in registers at the location corresponding to
u. Register-consistency ensures that memV puq contains all parameters of u that
are assumed to be stored in registers in continuations of u. This will guarantee
that the assignments along transitions in the hypothesis are well-defined.

From a closed and register-consistent observation table we can construct a hy-
pothesis automaton H along the lines of the approach presented in Section 3.3.
The key idea is that the automaton is obtained from the observation table, us-
ing the set of prefixes and the permutations on D to determine locations and
transitions. Registers are determined using the sets memV puq of closures T puq.



Guards and assignments can then be generated from the L-essential words in U

directly, and λ will be defined using values from the closures. More formally, we
construct H “ pΣ,L, l0, X, λ, Γ q as follows.

– Prefixes u in Û become locations lu in H.
– Location lǫ is the initial location.
– The set of variables is defined implicitly when constructing transitions.
– λ can be defined from the observation table since V contains the empty

words ǫ.
– Transitions xlu, app̄q, ḡ, ρ, l1y in the hypothesis are defined from L-essential

prefixes ptuu ˆ aDq X U as described in Section 3.3.

The constructed automaton is well-defined. The relation ”V has a finite index.
The empty word ǫ is in the set of short prefixes. Since we enforce that for every
prefix u P Û at least the continuation uapd̄q with no additional equalities between
data values in u and apd̄q is contained in U the transitions will be well-defined.
This yields the following proposition.

Proposition 4. From a closed and register-consistent observation table xU, V, T y
a well-defined hypothesis automaton H can be constructed, for which λHpuq “
λLpuq for u P U .

Figure 3 shows an observation table and the corresponding hypothesis (both
shown only partially). Prefixes in the upper part of the table become locations.
The abstract suffix ǫ determines that all locations are rejecting. From the second
abstract suffix, the memorable data values of prefix signupp1, 2q can be iden-
tified. In the hypothesis these are thus stored in registers along the transition
from l0 to l1.

4.3 Analyzing counterexamples

Once we have generated a hypothesis automaton H, an equivalence query will
either signal success or return a counterexample, i.e., a data word c from the
symmetric difference of L and LpHq. We will process c from left to right in order
to localize where precisely hypothesis and target system behave differently.

Starting with c, we will iteratively generate derived counterexamples, towards
the word from Û that leads to the same location in H as c. We refer to this word
as the access sequence of c and denote it by asHpcq. Key idea is that, since
c P L ô asHpcq R L, words generated in the process will at some point stop
being counterexamples (cf. [37,42]).

Technically, we will decompose the current counterexample c in every single
step into three parts

– a prefix u from Û ,
– a middle part apd̄q consisting only of one symbol, and
– a suffix v.

We begin with the triple where u is the empty word ǫ, and apd̄qv “ c. We now
proceed in three steps, which will be iterated until we find a concrete discrepancy
between H and the (unknown) canonical acceptor AL.



?

H AL

H AL

u apd̄1q

apd̄q l1
3

v

d d d d

Not supported by guard in hyp.

d d1 ? ?

v̄

Ď

Fig. 4. Counterexamples, new transition.

Step A: New transition Let uapd̄qv such that u is L-essential and a short prefix
of the observation table. For u “ ǫ this is the case. For all other prefixes we
analyze in this step this will be ensured, too. Intuitively, in this first step we
check if uapd̄q is a L-essential prefix that is not yet a prefix in the observation
table. In this case, we can add it to the set of prefixes and get a new transition
in subsequent hypothesis automata. If uapd̄q is not L-essential we would like
to find another counterexample uapd̄1qv1 where uapd̄1q is already a prefix in the
observation table. In case uapd̄q is already a prefix in the table itself, we can of
course skip this step and continue with the next one.

Technically, let uapd̄1q Ă uapd̄q be the unique element of maxătU
Ďuapd̄qu.

Ideally, we want to exchange uapd̄q by uapd̄1q in the counterexample. However,
there may be data values in the suffix v which we have to refine. Figure 4 shows
this situation schematically.

We assume that uapd̄q is not L-essential, which has two implications. Let
v “ Actspvq.

1. by definition of L-essential there are no words apd̄qv in the domain of C
vpuq
u ,

and
2. by Proposition 1 there is a counterexample in uapd̄1qv1 P tuu ˆ pWDqĂapd̄qv

and it is a representative data word from R using a λL-cover and a λLpHq-

cover of tuu ˆ aD.

For a m “ |V alspapd̄qvq| there are less than mm candidate counterexamples.
In case none of these is a counterexample, we know that uapd̄q has to be

L-essential. This follows from Proposition 1 and the fact that uapd̄q is not LpHq-
essential. In the former case, we add uapd̄q to U and stop analyzing the coun-
terexample. In case we find a new counterexample uapd̄1qv1 with uapd̄1q Ă uapd̄q,
we repeat this step until uapd̄1q P U .

Step B: New memorable data values The previous step ensured that we can
continue with a counterexample uapd̄qv where the prefix uapd̄q is L-essential and



u apd̄q
v

πd,d1pvq

d1

d d

Not supported by assignment in hyp.

Fig. 5. Counterexamples, new memorable data value

u apd̄q

u1

v

πpvq

Fig. 6. Counterexamples, new permutation or new location.

in the set of prefixes of the observation table. Some data values in v may equal
data values in the prefix. In this step we use the test for memorable data values
(cf. Eq. 1) to determine if these equalities are accidental or if they uncover new
memorable data values in uapd̄q.

As shown in Figure 5, it may be that v in uapd̄qv “uses” data values of uapd̄q
which are not stored in variables in H after processing the prefix since they are
not (yet) in memV puapd̄qq.

For d in V alSetpuapd̄qq X V alSetpvq and not in memV puapd̄qq we get v1 by
replacing d in v by d1 R V alSetpuapd̄qvq. If (w.l.o.g) uapd̄qv P L but uapd̄qv1 R L,
which can be determined using a membership query, the suffix v proves d to be
memorable in ua. In this case, we add Actspvq to the set of suffixes and can stop
processing the counterexample and go back to completing the observation table.

Otherwise we have a new counterexample uapd̄qv1 and can repeat the above
procedure until V alSetpuapd̄qqXV alSetpvq is a subset of memV puapd̄qq. For apd̄q
of arity k this is the case after at most k iterations and as many membership
queries.

Step C: New location Finally, let u1 be the short prefix of uapd̄q in the observation
table. Since V alSetpuapd̄qqXV alSetpvq is a subset memV puapd̄qq we can replace
uapd̄q by u1 using the permutation π which makes the rows of ua and u1 equal.
We have used this permutation during hypothesis construction, too. The general



situation is shown in Figure 6. The gray circle indicates one location of the
hypothesis.

If (w.l.o.g) uapd̄qv P L while u1πpvq R L the suffix v contradicts π. Adding
Actspvq to the set of suffixes will remove π from the set of potential permutations
and eventually lead to a new location uapd̄q. In this case we can stop here and
continue completing the observation table.

Otherwise u1v still is a counterexample for which we know that u1 is L-
essential and where we can decompose v into apd̄qv1 and start over with the first
step. In both cases this step requires exactly one membership query.
Since c is a counterexample, at some point one of the three steps will deliver a
new prefix or suffix. For a counterexample with m data values, i.e., with m “
|Actspcq| we can estimate the number of membership queries needed to process
a counterexample by Opmmq. We thus have:

Proposition 5. From a counterexample c from the symmetric difference of L

and LpHq a prefix u and a suffix v can be derived such that either

1. u is in Û and the abstract suffix Actspvq witnesses a new memorable data
value in u,

2. u is in UzÛ and the suffix abstract suffix Actspvq disproves the permutation
used in the table for T puq ”V T pu1q for some u1 P Û

3. u “ u1apd̄q R U , where u1 P Û , the prefix u is a new L-essential word.

Thus, a counterexample will lead to progress in one of the three dimensions
when extending the observation table accordingly.

4.4 The L
˚
RA

algorithm

Put together, this results in Algorithm 2. Lines 1-3 initialize the observation
table. The set Û contains the prefix ǫ, reaching the initial location. The remaining
prefixes are one-letter words with no equalities between data values. The set of
abstract suffixes is initialized to contain only the empty word.

Hypothesis construction is covered in lines 5-19: First, in line 6 closures are
computed as described in Section 4.1. Then, the observation table is checked for
closedness (lines 7-11) and for register consistency (lines 12-17). This is repeated
until a hypothesis can be constructed from the observation table (line 19) as
discussed in Section 4.2.

The second phase, hypothesis validation, begins in line 20 with performing
an equivalence query. If no counterexample is returned the algorithm terminates
successfully with the last hypothesis (line 22). Otherwise, the counterexample is
analyzed as described in Section 4.3. In case the obtained prefix is in the set of
prefixes, the obtained suffix will be used as the basis for a new abstract suffix
(line 26). In case the prefix is unknown, it will be added to the set of prefixes
(line 28).

As discussed in the previous section, this leads to progress in one of three di-
mensions: new locations (or at least less permutations), new register assignments,
or new guarded transitions. Progress achieved in any of the three dimensions is



Algorithm 2 L˚
RA

Require: A set of parameterized input symbols I

Ensure: An RMM model H with tracesofH “ tracesofSUL

1: Û :“ tǫu Ź Initialize observation table
2: U :“ Û Y tapd̄q P minĎtRuu Ź Use one “base-case” per input
3: V :“ tǫu Ź Use inputs as suffix patterns
4: loop
5: repeat
6: T :“ compute_residuals(U, V ) Ź Fill table using MQs
7: if xU, V, T y not closed then
8: Let u in UzÛ s.t. @u1 P Û . T puq ıV T pu1q Ź New access seq.
9: Û :“ Û Y tuu Ź Extend prefixes

10: U :“ U Y tuapd̄q : apd̄q P minĎtu
´1ER

λ uu Ź by “base cases”
11: end if
12: if xU, V, T y not register-consistent then
13: Let uapd̄q P U s.t. for d P V alSetpuq z V alSetpapd̄qq:
14: - d is memorable in T ruapd̄qs proven by v P V
15: - d is not memorable in T rus Ź To make d memorable in u:
16: V :“ V Y ta ¨ vu Ź Extend suffixes accordingly
17: end if
18: until xU, V, T y is closed and register-consistent.
19: H :“ construct_hypothesis(U, V, T )
20: ce :“ eqpHq Ź Perform equivalence query
21: if ce “ 1OK 1 then
22: return H Ź Done!
23: end if
24: pu, vq :“ decompose(ce) Ź cf. Prop 5
25: if u P U then
26: V :“ V Y tActspvqu Ź New remapping, location, or assigment
27: else
28: U :“ U Y tuu Ź New guarded transition
29: end if
30: end loop

strictly monotonic (Proposition 5). On the other hand, we will never have more
locations, register assignments, or transitions as in the canonical automaton for
L (Prop. 3, Prop. 2, and Prop. 5).

As usual, we will estimate the number of necessary membership and equiv-
alence queries in terms of the size of the canonical RA for the considered data
language. Let the number of registers be denoted by r, the number of locations
by n, the number of transitions by t, the arity of the action with most parameters
by p, and the length of the longest counterexample by m.

Then, by construction, the number of prefixes in the final observation table
is t ` 1, i.e., in Optq, and the number of suffixes lies in Opnrq: less than n to



distinguish locations, less than nr to realize register-consistency, and less than
nr to reduce the number of possible permutations.4

Each processing of a counterexample, which may require Opmmq membership
queries, will lead to a refined observation table from which a new hypothesis au-
tomaton can be constructed. This automaton will either have more transitions,
more locations, or more registers than the previous one, or it uses a different
permutation between prefixes reaching a location, where the number of possi-
ble permutations decreases strictly monotonically. Due to the monotonicity of
the refinement steps, chaotic fixpoint iteration is guaranteed to terminate after
finitely many rounds with the greatest fixpoint, which resembles the canonical
RA for L.

The number of membership queries needed to fill the observation table de-
pends on the number of membership queries needed to produce all closures.
An abstract suffix can have at most m abstract parameters, which can be in-
stantiated by less than np parameters in the potential of a word in less than
pnpqm combinations. The number of membership queries needed to construct all
closures lies therefore in Optnr ¨ pnpqmq.

Theorem 1. Regular data languages can be learned with Opt`nrq equivalence
queries and Optnr ¨ pnpqm ` pt` nrq ¨mmqq membership queries. [\

Two factors for the number of membership queries look critical. (1) the “concate-
nation” of prefixes and abstract suffixes, which is responsible for the exponential
term of the first summand, and (2) the transformation of arbitrary prefixes of
counterexamples into corresponding L-essential words, leading to the exponential
term of the second summand. It should be noted, however, that both exponents
are typically quite small in practice. In fact, the first m can be reduced to r quite
easily using “restricted” abstract suffixes, i.e., ones with some fixed constraints
about equalities in the suffix. The number of required registers r will typically
grow much slower than the model size. The second m estimates a worst case
where all data values in the suffix of a counterexample are identical. This is
a rather theoretic case. In practice, parameters often have different types with
the effect that the largest group of identical data values in a counterexample
is considerably smaller than size m. These observations are supported by our
experiments.

5 An Example Run of the Algorithm

In this section we give an example of a complete run of our algorithm, using
the protocol example from Figure 1. and present some performance data for our
implementation of the algorithm.

4 Reducing the number of permutations follows the same partition-refinement-pattern
as automata learning does in general: With every new suffix a group of symmetric
data values / registers is split (at a particular location).



ǫ loginpp1, p2q logoutpq loginpp1, p2q

ǫ pl0q - loginp1, 2q - logoutpqloginp1, 2q -

signupp1, 2q pl1q - loginp1, 2q + logoutpqloginp1, 2q -
loginp3, 4q - logoutpqloginp3, 4q +

signupp1, 2qloginp1, 2q pl2q + loginp3, 4q + logoutpqloginp1, 2q +
logoutpqloginp3, 4q -

signupp1, 2qloginp3, 4q - loginp1, 2q + logoutpqloginp1, 2q +
loginp5, 6q - logoutpqloginp5, 6q -

signupp1, 2qloginp1, 2qsetpwp3q + loginp4, 5q + logoutpqloginp1, 3q +
logoutpqloginp4, 5q -

signupp1, 2qloginp1, 2qlogoutpq - loginp1, 2q + logoutpqloginp1, 2q +
loginp3, 4q - logoutpqloginp3, 4q -

signupp1, 2qloginp1, 2qdeletepq - loginp3, 4q - logoutpqloginp3, 4q -

Fig. 7. Observation Table (only showing a subset of all prefixes)

ǫ

ǫ pl0q -

signupp1, 2q -

deletepq -

l0
signuppp1,p2q | true

´

deletepq | true

´

Fig. 8. Observation Table after first round of learning (only showing a subset of
all prefixes) for the example of Figure 1 and corresponding hypothesis.

The resulting first observation table for the example is shown (partly) in
Figure 8. The left column contains prefixes. Prefixes from Û are shown in the
upper part of the table.

The second column is labeled with the initial abstract suffix, the empty word.
All table cells represent the trivial closure with empty domain. The table was
initialized as described in Section 4.4. The algorithm starts by constructing clo-
sures for all prefixes in U and the empty suffix. Since all prefixes are not in L,
the table is immediately closed and consistent. In the constructed hypothesis,
shown in the right of Figure 8, all prefixes lead to one non-accepting state.

An equivalence query returns the counterexample signupp1, 1qloginp1, 1q
which is in L but rejected by the hypothesis. Performing step A of handling
counterexamples results in a word signupp1, 2qloginp1, 2q, which still is a coun-
terexample. When refining the word to be supported by the (empty) assignment
along the signup-transition in the hypothesis (step B of handling counterex-



amples), the words signupp1, 2qloginp1, 3q and signupp1, 2qloginp3, 2q are no
longer counterexamples. In order to subsequently correct the yet empty assign-
ment, we add the abstract suffix login to the table. This analysis is also shown
in Figure 10.

Fig. 9. Analysis of first counterexample

Step u apd̄q v λL { λLpHq

Transition signupp1, 1q loginp1, 1q ` { ´
Memorable signupp1, 2q loginp1, 2q ` { ´

signupp1, 2q loginpi, jq ´ { ´

Fig. 10. Analysis of first counterexample leading to new memorable data values.
Data values i and j indicate all representative words with any data value in these
positions.

When completing the table, the closure for the prefix signupp1, 2q will be
incompatible with the other closures, which can be seen in the intermediate ob-
servation table in Table 3. In order to get a closed observation table, signupp1, 2q
is added to Û , and pUzÛq will be extended accordingly. From the closed table
we construct the hypothesis that is shown in the right of Figure 3.

Step u apd̄q v λL { λLpHq

Transition signupp1, 1q loginp1, 1q ` { ´
Memorable signupp1, 2q loginp1, 2q ` { ´
Permutation signupp1, 2q loginp1, 2q ` { ´

Transition signupp1, 2q loginp1, 2q ` { ´
signupp1, 2q loginpi, jq ´ { ´

Fig. 11. Analysis of second counterexample leading to a new L-essential prefix.
Data values i and j indicate all representative words with any data value in these
positions.

We will get the same counterexample as in the first round. Analyzing it, we
perform the refinement steps described in Section 4.3 and shown explicitly in
Figure 5. We first perform the refinement steps for the empty prefix. First we
transform signupp1, 1qloginp1, 1q to signupp1, 2qloginp1, 2q (step A). Steps B
and C will not modify this counterexample since the equalities are supported
already by the hypothesis and since signupp1, 2q is its own access sequence. The



second round starts with signupp1, 2q as u, loginp1, 2q as apd̄q, and an empty
suffix v. When refining loginp1, 2q to be supported by the corresponding guard
of the login-transition from l1 (step A), we discover that signupp1, 2qloginp1, 3q
and signupp1, 2qloginp3, 2q and signupp1, 2qloginp3, 4q are no counterexamples.
Hence, signupp1, 2qloginp1, 2q must be L-essential. We add it to pUzÛq in order
to represent the guarded login-transition in the table.

To close the table, we have to move the new prefix to Û as its closure is
incompatible with the other closures. We extend pUzÛq accordingly. Now the
resulting table is not register-consistent : It does not support any (re-)assignment
along the new prefix as its closure does not have memorable data values. The
closure of its continuation signupp1, 2qloginp1, 2qlogoutpq, however, has two
memorable data values, namely 1 and 2. We thus add logout login to the set of
suffixes. From the closed and consistent observation table, shown in Table 7, we
construct the final model: the canonical RA of Figure 1. The learning algorithm
terminates after 403 membership queries and three equivalence queries. These
numbers were recorded from the actual implementation, which is described in
the next section.

6 Register Mealy Machines

In this section we will present a Register Automaton model that allows for mod-
eling data in outputs and discuss how such an automaton can be reconstructed
from its semantics.

Definition 7 (Register Mealy Machine). A Register Mealy Machine (RMM)
is a tuple A “ pΣ,Ω,L, l0, X, Γ q, where

– Σ is a finite set of parameterized inputs,
– Ω is a finite set of parameterized outputs,
– L is a finite set of locations,
– l0 P L is the initial location,
– X maps each location l P L to a finite set Xplq of variables, where Xpl0q is

the empty set,
– Γ is a finite set of transitions, each of which is of form xl, app̄q, ḡ, opx̄q, ρ, l1y,

where l is the source location, l1 is the target location, app̄q is a symbolic
input, ḡ is a guard, opr̄q with o P Ω and r̄ P pXplqY p̄qk is a symbolic output,
and ρ : Xpl1q Ñ pXplq Y p̄q is an assignment.

A Register Mealy Machine runs over words from WD exactly like a Register
Automaton. Only, instead of ending in an accepting or rejecting location, it

produces outputs from ΩD on the way. There, in a step xl, νy
pa,d̄q{po,d̄1q
ÝÝÝÝÝÝÝÑ xl1, ν1y

are determined by the symbolic output opr̄q. Elements of r̄ can refer to either
variables or parameters of a, hence d1

i “ νpxjq if ri “ xj and d1
i “ dj if ri “ pj ,

for d1
i P d̄

1.
The semantics of an RMM A can be expressed as a function TA : WD Ñ ΩD,

with TApwq being the last output symbol that was emitted in the run of A over
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Fig. 12. RMM for a FIFO-set with a capacity of 3.

w PWD. Since a Register Mealy Machine A can test data values in parameters
only against values in registers (and not against constants), the function TA is
closed under permutations on the data domain in the following sense: For all
permutations π on D it holds that TApπpwqq “ πpTApwqq.

Instead of λ we now use TA and permute the values in the range of TA as well
when comparing words. Other than that the ideas from Section 3 and Section 4
can be applied directly. We will skip formal definitions and just give an example
of a Register Mealy Machine.

Example 2. At this point, we introduce our running example, which aligns with
the field of application we envision for our technique: inferring semantic interfaces
of data structures. Consider a collection data structure that allows storing a
bounded number of data values, which combines aspects of both a queue and a
set: when retrieving values from the collection, FIFO semantics apply. However,
like in a set, it is not possible to store the same value twice; doing so will have no
effect. For insertion and retrieval, the interface offers the input actions putppq
and getpq. The response upon put is X or ˆ, signaling whether or not the
collection was modified. A get operation is either answered by outpxq, with x

being the value that is returned, or ˆ if the collection is empty.
An RMM of this data structure is depicted in Fig. 12 for a capacity of three.

A transition xl, app̄q, ḡ, opr̄q, ρ, l1y is represented by an arrow between l and l1,

with the label app̄q | ḡ

ρ

M

opr̄q.

7 Evaluation

We have implemented the algorithm outlined in this paper on top of Learn-
Lib [36], our framework for active automata learning. We conducted several
experiments to demonstrate the efficiency of our algorithm. Note that for all of
the experiments we conducted, we used a cache, preventing membership queries
for the same words to be posed twice.

In a first series of experiments, we employed our algorithm for learning models
of small container data structures: a stack, a queue, and a (FIFO-)set with fixed
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Fig. 13. Three variants of modeling a stack with a capacity of two: As a Mealy
machine with a sample data domain D “ t1, 2u (left), as a prefix-closed Regis-
ter Automaton (right), or as a Register Mealy Machine (middle). Unsuccessful
operations (e.g., reflexive transitions) and sink locations are omitted in all three
models.

capacities. All those data structures expose two input actions: put of arity one,
and get without any parameters. The semantics of put and get is the same as
the one in our running example (cf. Fig. 12 for the example RMM of a FIFO-set
with a capacity of three). The queue and the stack allow storing the same object
multiple times, while the set can only store distinct elements.

For assessing the efficiency of our algorithm, we considered two different
approaches that can be employed in order to infer models of such data structures:
We used a classical active learning algorithm, treating the data structure as an
ordinary Mealy machine. In this case, it was necessary to restrict the size of the
(visible) data domain in order to gain a finite representation. For a stack with a
capacity of two and D “ t1, 2u, this is exemplarily displayed in the left of Fig. 13.
In the experiments we used n` 1 as size of the data domain for data structures
of capacity n. This allows to observe the behavior of the data structures in the
case where all registers store different values. The additional “new” data value is
used as data parameter. We have used symmetry reduction, i.e., normalizing the
order of data values occurring in an input word as described in [32], to reduce
the number of queries when inferring plain Mealy machine models.



Table 1. Experimental results for inferring register automata models from data
structures using various algorithms

Name Mealy (|D| “ n` 1) Mealy w/ sym.red. RA [24]5 RMM
|Q| MQs EQs MQs EQs |L| MQs EQs |L| MQs EQs

Stack (1) 3 30 0 16 0 3 35 2 2 10 0
Stack (2) 13 252 1 52 1 4 135 4 3 18 0
Stack (3) 85 2,833 3 232 3 5 554 6 4 38 1
Stack (4) 781 39,996 4 890 4 6 2,998 8 5 53 2

Queue (4) 781 39,996 4 890 4 6 2,711 5 5 76 2
FIFO-Set (4) 206 9,484 2 128 2 6 1,566 15 5 129 12

We also compared our algorithm to an alternative way of representing output
in systems with data: by modeling them as Register Automata, i.e., acceptors,
and considering the (prefix-closed) data language of all valid combinations of
input symbols with the respective data values in the output. This is detailed in
the right of Fig. 13 for the case of a stack: here, the input symbol get also has a
parameter, and transitions are only valid if the provided data value matches the
one in the output. This resembles a common way of encoding Mealy machines as
(prefix-closed) DFA. For inferring these models, we used the algorithm presented
in [24]. The difference between an RA model and an RMM model is apparent
in the figure: While in the RMM model (middle) transitions have outputs with
data values, these outputs have to be encoded as guarded transitions in the RA
model.

The results of this evaluation series are displayed in Tab. 1. Our novel algo-
rithm impressively outperforms the alternative approaches in all but one cases.
When looking at the series of stacks with growing capacities, it is particularly
striking that, while the number of membership queries for learning RAs grows
quickly, there is only moderate growth for the inference of RMMs. As was an-
alyzed in [24], handling counterexamples in order to infer guards is a task with
an exponential worst-case complexity in the number of registers, as numerous
combinations of (in-)equalities between parameter values have to be considered.
When modeling the component as an RMM, however, memorable data values
are provided by output symbols without any additional effort. Apart from this
improvement in terms of efficiency, our algorithm also produces a much more
intuitive model. In the case of the FIFO set of size 4, on the other hand, infer-
ring plain Mealy machines using symmetry reduction is as efficient as inferring
RMMs. This is due to the fact that for the FIFO set guards have to be inferred,
which is expensive.

5 The algorithm infers a complete model also containing a sink, hence the greater
number of locations compared to our new algorithm.



Table 2. Impact of the size of D on model and algorithmic complexity when
inferring classical Mealy machine models of a stack with a capacity of 4

|D| |Q| w/o sym.red. w/ sym.red.
MQs EQs MQs EQs

1 5 32 2 32 2
2 31 486 4 277 4
3 121 3,072 4 657 4
4 341 12,710 4 854 4

Considering the plain Mealy machines, one notices the rather large state
space. This is due to the fact that, since Mealy machines are data-unaware, each
possible combination of data values results in a different state (as can also be
seen in Fig. 13). Further, to faithfully relate data values in both input and output
in a Mealy machine, it would be necessary to have at least as many different data
values as can be distinguished by the component. This leads to an exponential
growth of the state space (and thus complexity in terms of membership queries),
as can be seen in Tab. 2, where both the size of the state space and the query
complexity are displayed for growing values of |D| and a fixed capacity of 4. As
with increasing capacities more data values are needed to observe the behavior
exhaustively, one easily sees that this becomes intractable very quickly. Symme-
try reduction helps to reduce the number of membership queries, but does not
solve the issues regarding the large state space.

We conducted a second series of experiments in order to analyze the behavior
of our algorithm on more complex data structures. For this, we chose a two-
dimensional data structure, a stack of stacks. The interface exposes operations
push2d,pop2d,push,pop, the former two operating on the (outer) “stack of
stacks”, the latter two on the (inner) stack (of plain values) currently at the top:
push2dpq puts an additional stack on top of the outer stack (as long as this
does not violate capacity restrictions), and pop2dpq removes this stack. On the
other hand, pushppq pushes a value onto the current inner stack, while poppq
outputs and removes the top value of the inner stack. The capacity of the inner
stacks is denoted by m, while n denotes the capacity of the outer stack. The
experimental results can be found in Tab. 3.

The inferred RMM model for the case m “ n “ 2 is shown in Figure 14:
From the initial location a push2dpq in required to make the first inner stack
accessible. The transitions between locations l1, l5, and l9 are operations on
the first inner stack. From each of these locations a push2dpq will lead to a
subgraph, describing actions on the second inner stack – relative to the state
(contents) of the first inner stack.

For this series of experiments we did not compare our algorithm to alternative
approaches as this would certainly be a vain endeavor: Considering the stack
for m “ 4, n “ 4 (thus capable of holding in total 16 elements), the state
space of a Mealy machine with |D| “ 4 would have significantly more than
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Fig. 14. RMM for a 2-dimensional stack of overall capacity 4. Operations
push2d and pop2d operate the outer stack while push and pop operate the
inner stacks. Unsuccessful operations (i.e., reflexive transitions) are omitted.

416 “ 232 states, which is several orders of magnitude higher than the number
of membership queries alone required by our algorithm. In particular, we tested
this for n “ 3,m “ 3, |D| “ 3, where the unfolded Mealy machine has 65,641
states, compared to 3,910 membership queries for inferring the respective RMM.
Further, when increasing any of these values, it was not possible to unfold the
model in reasonable time any more.

We did not measure time in our experiments, as we deem the complexity
in terms of membership queries the more relevant result. However, even these
complex models could be inferred rather quickly with our tool, not exceeding 20
seconds even for n “ 4,m “ 4. This is by far lower than the time required to
unfold the RMM in order to obtain a plain Mealy machine, even for |D| “ 2.

8 Related Work

Synthesis of component interfaces has been a research interest for the past
decade. Presented approaches fall into three classes.



Table 3. Experimental results for inferring a two-dimensional stack with outer
capacity n and inner capacity m.

n “ 2 n “ 3 n “ 4
m |L| MQs EQs |L| MQs EQs |L| MQs EQs

1 7 160 1 15 470 3 31 1,142 5
2 13 373 2 40 1,596 5 121 5,126 5
3 21 744 3 85 3,910 6 341 16,454 6
4 31 1,283 5 156 8,551 9 781 44,589 9

First, client-side static analysis uses a static analysis of source code using
the component of which a model is to be inferred. The approaches described
in [40,44] mine Java code to infer sequences of method calls. These sequences
are used to produce usage patterns statistically. Deviations from these patterns
are then considered as candidates for erroneous usages of the component and
have to be verified manually.

Second, component-side static analysis uses a static analysis on the compo-
nent itself. In [3] an approach is presented that generates behavioral interface
specifications for Java classes by means of predicate abstraction and active au-
tomata learning. Here, predicate abstraction is used to generate an abstract
version of the considered class. Afterwards a minimal interface for this abstract
version in obtained by active learning. Another approach uses counterexample
guided abstraction refinement (CEGAR) [22] instead of active learning in or-
der to derive a regular model from the Boolean program obtained by predicate
abstraction.

Static analysis methods rely on access to source-code, either of the component
or of code using the component. This cannot be assumed in all scenarios.

The third class of methods, namely dynamic analysis, infers interface models
or properties from actual program executions. The authors of [5], e.g., present
an approach for inferring probabilistic finite state automata (PFSA) describing
a components’ interface using a variant of the k-tail algorithm [10] for learning
finite state automata from sets of examples. In [45] a special form of component
interfaces, consisting of one finite state automaton per field of a class, is presented
along with a static analysis and a dynamic analysis for inferring such component
interfaces.

The SPY approach [19] aims at inferring behavioral specifications, repre-
sented as graph transformation rules, from Java classes. Inference is organized
in two phases: First, the run-time behavior of components is observed on a small
concrete data domain. Then, (symbolic) transformation rules are constructed
inductively from the concrete observations.

All three of these dynamic approaches use passive learning and are thus lim-
ited to (possibly small) sets of observed executions. In case some functionality of
a component is not executed, it will not be captured in the inferred model. Using
active methods, on the other hand, allows for active exploration of the interface



of a component: The authors of [16], e.g., use a combination of component-side
static analysis, identifying side-effect free methods (so-called inspectors), which
are then used to identify states of the component when interacting with the
component systematically.

Finally, active automata learning has been used succesfully to infer control mod-
els in anumber of case studies. It has been used to infer models of the above-
mentioned CTI systems [21,20], web-applications [35], communication protocol
entities [1], the new biometric European passport [2], bot nets [11], a network of
integrated controllers in the door of a car [39], and enterprise applications [8,7].
The particular challenges of practical application are discussed in [23] along with
illustrating examples from case studies.

However, all previous approaches that infer models describing data explicitly
from black-box components (i.e., [19], [38], [9], and [31]) work in two steps.
The first step consists in inferring models (or in obtaining sets of examples in
the case of passive learning) at the level of a concrete finite data domain. Our
results show that this becomes unfeasible already for relatively small models
of data structures. The active learning algorithm presented in this paper, on
the other hand, infers register automata directly, without generating such an
intermediate representation.

Except for [19], the approach to interface synthesis presented to in this pa-
per differs from all previous attempts wrt. the expressiveness of the inferred
models. While in all other approaches inferred interfaces are modeled as “plain”
automata, the automata used in this paper allow for modeling of (restricted)
program behavior comprising conditions and assignments.

9 Conclusions

In this paper, we have presented an active learning algorithm for register au-
tomata, which allows capturing the flow of parameter values taken from arbi-
trary domains. The application of our algorithm to a small example indicates the
impact of learning register automata models: Not only are the inferred models
much more expressive than finite state machines, but the prototype implementa-
tion also drastically outperforms the classic L˚ algorithm, even when exploiting
optimal data abstraction and symmetry reduction.

We have applied this algorithm successfully and generated semantic (i.e.,
data-aware) interfaces for black-box components. The complexity of our “stack
of stacks” examples is far beyond the reach of the state of the art in interface
synthesis: our largest example, whose RMM has only 781 states, independently of
the size of the data domain and is learned fully automatically in 20 seconds using
only 9 equivalence queries, would lead to more than 109 states for an abstract
data domain of just four values!
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