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ABSTRACTA 
losed orientable surfa
e of genus g 
an be obtainedby appropriate identi�
ation of pairs of edges of a 4g-gon (the polygonal s
hema). The identi�ed edges form2g loops on the surfa
e, that are disjoint ex
ept for their
ommon end-point. These loops are generators of boththe fundamental group and the homology group of thesurfa
e. The inverse problem is 
on
erned with �nding aset of 2g loops on a triangulated surfa
e, su
h that 
ut-ting the surfa
e along these loops yields a (
anoni
al)polygonal s
hema. We present two optimal algorithmsfor this inverse problem. Both algorithms have been im-plemented using the CGAL polyhedron data stru
ture.
1. INTRODUCTIONLet Mg be a regular 4g{gon, whose su

essive edgesare labeled a1; b1; a1; b1; � � � ; ag; bg ; ag ; bg. Edge x is di-re
ted 
ounter
lo
kwise, edge x 
lo
kwise. The spa
eobtained by identifying edges x and x, as indi
ated bytheir dire
tion, is a 
losed oriented surfa
e; See e.g. [8,Chapter 1.4℄. This surfa
e, 
alled orientable surfa
e ofgenus g, is homeomorphi
 to a 2{sphere with g han-dles. E.g., M1 is the torus; See Figure 1. The labeledpolygon Mg is 
alled the 
anoni
al polygonal s
hema ofMg.It is easy to see that all verti
es are identi�ed to a singlepoint p0 of the surfa
e. After identi�
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Figure 1: From polygonal s
hema to orientablesurfa
e: the torus.edges of the polygonal s
hema form 2g 
urves on Mg,whi
h are disjoint, ex
ept for their 
ommon endpointp0. These 2g loops are generators of the fundamentalgroup of Mg (and of the �rst homology group). In thesequel we drop the dependen
e on the genus from ournotation, i.e., M denotes a 
losed orientable surfa
e ofgenus g.In this paper we 
onsider the inverse problem: Givena 
ombinatorial (triangulated) surfa
e, �nd a 
anoni
alset of PL-
urves (generators) su
h that, after 
uttingthe surfa
e along these generators, we obtain a 
anoni-
al polygonal s
hema for the surfa
e. A PL-
urve is analternating sequen
e of edges and verti
es, where edges
onne
t two su

essive verti
es that lie in the same fa
e,either in its interior or on the interior of one of its bound-ary edges.In [10℄ an algorithm is sket
hed that 
onstru
ts a
anoni
al set of generators in optimal time and spa
e.In this paper, we present in detail a simple optimal al-gorithm; we 
all this the in
remental method, sin
e we
onstru
t the generators while traversing all triangles ofthe surfa
e. Our main result is



Theorem 1. A 
anoni
al set of PL-generators foran orientable 
losed surfa
e of genus g, with a total ofn verti
es, edges and fa
es, 
an be 
omputed in O(gn)time and spa
e, whi
h is worst-
ase optimal. Ea
h PL-generator 
onsists of O(n) edges and verti
es.
. . .

...

..
.

.

.
.Figure 2: A surfa
e with two groups of dg=2eand bg=2
 handles, separated by a thin tunnelof size 
(n). Regardless of the position of thebase-point p0, at least half of this tunnel mustbe 
rossed by at least bg=2
 generators.Optimality is easy to establish; See Figure 2.Furthermore, we show how to turn Brahana's method [2℄into a se
ond algorithm 
omputing a 
anoni
al set ofgenerators in optimal time and spa
e. We have imple-mented both methods using the C++ library CGAL. For
omments on these implementations, and their perfor-man
e, we refer to Se
tion 6.There are several reasons for presenting these algo-rithms here: (i) our algorithms greatly simplify the methodof [10℄, (ii) full details are presented for the �rst time,(iii) the algorithms have been implemented, and (iv) thealgorithms 
an be used to solve several other problemsin 
omputational topology. Among the appli
ations arethe 
onstru
tion of PL-homeomorphisms between sur-fa
es, and the 
onstru
tion of (a part of) the universal
overing spa
e of the surfa
e. A similar, non-
anoni
alpolygonal s
hema has been used in [6℄ to de
ide whethertwo PL-
urves on a surfa
e are homotopi
. A di�erentalgorithm for the latter problem, based on methods from
ombinatorial group theory, and abandoning universal
overing spa
es, is presented in [4℄. Other appli
ationsare 
on
eivable in 
onne
tion with morphing, where asuitable parametrization of 2-manifolds is provided bythe disk obtained by 
utting along the 
anoni
al gener-ators.For general ba
kground material on 
omputationaltopology, also in 
onne
tion with appli
ations, we re-fer to the surveys [5℄ and [9℄.

2. SURFACES WITH COLLARSTriangulated surfa
es will be represented by Doubly-Conne
ted Edge List, a data stru
ture for representingsubdivisions of surfa
es. We refer to [3, Chapter 2℄ fordetails on this data stru
ture. Note that every undi-re
ted edge of the triangulation 
orresponds to exa
tlytwo half-edges. The in
remental algorithm starts withthe open surfa
e S = M n ft0g, where t0 is an arbi-trary (
losed) triangle, eventually 
ontaining the 
om-mon base point of the 
onstru
ted generators. Initially,the topologi
al boundary B of S is the boundary of t0.

The algorithm pro
eeds by visiting triangles in
ident toB along at least one edge, and 
utting these (
losed)triangles from S. Note that the non-visited part of Mis an open subset of M. The topologi
al boundary Bis adjusted a

ordingly. It is represented as a 
ir
ularsequen
e of half-edges, oriented in su
h a way that thetriangle to the left of a half-edge belongs to S. We saythat a vertex o

urs in B if it is the origin of a half-edgein B.As we will explain in more detail, the boundary B maybe
ome non-regular during this pro
ess, in the sensethat a vertex o

urs multiply in B, or it 
ontains botha half-edge and its opposite partner (
alled its Twinin [3℄). See Figure 3 (Bottom). Yet, the irregularityof B, and hen
e of the surfa
e S, is restri
ted. This ismade more pre
ise by introdu
ing the notion of a 
ollarof an open surfa
e.Definition 2. A surfa
e with 
ollar in M is a pair(S; 
), where S is an open submanifold of M, and 
 :S1� [0; 1℄ !M is a 
ontinuous map, su
h that1. 
(S1� (0; 1℄) � S, and the restri
tion 
 jS1�(0;1℄: S1�(0; 1℄ ! S is an embedding;2. 
(S1� f0g) �Mn S;3. The topologi
al boundary of S (viz S nS) is the imageof the 
losed 
urve 
 : S1� f0g !M.Observe that the 
urve 
 : S1� f0g ! M is in generalnot an embedding. The 
urve 
 : S1�f1g !M, whi
his an embedding, may be 
onsidered as a `regularization'of the { perhaps non-regular { boundary of S. We referto the half-open strip 
(S1 � (0; 1℄) as the 
ollar of S.This 
ollar has atta
hment 
urve 
(S1 � f0g), and freeboundary 
(S1�f1g). Note that every 
ontinuous 
urve
onne
ting a point in S with a point in MnS interse
tsthe 
ollar of S.
B p1 p2p3 p4

Figure 3: Collars. Top: a PL-
ollar is obtainedby inserting verti
es near the tail of half-edgesin
ident to B, or in a 
orner of a triangle. Bot-tom: a 
ollar on a singular 
urve B.A 
ollar S has a straightforward representation in the



PL-setting. To this end, we insert a vertex near the tailof ea
h half-edge in S emanating from a vertex of B.Note that in this way an edge with both endpoints onB obtains two verti
es. Furthermore, if two su

essivehalf-edges of B, sharing a 
ommon vertex v, are in
identto the same triangle t of S, there is no half-edge of Semanating from v. In this 
ase, we insert a vertex inthe interior of t (e.g., on the bise
tor of the angle of tat v). Conne
ting the sequen
e of inserted verti
es byedges we obtain a PL-
ollar of S; See Figure 3. Thistype of 
ollar will be used in Se
tion 4.As usual, the Euler 
hara
teristi
 �(S) of S is thealternating sum of the numbers of verti
es, edges andfa
es of S. Cutting the surfa
e along B we obtain aboundary of S 
onsisting of a 
y
li
 sequen
e of half-edges (where some pairs of half-edges may 
orrespondto the same undire
ted edge ofM). Gluing a disk alongthis 
y
li
 sequen
e of half-edges yields a 
losed ori-entable surfa
e. By de�nition, the genus g of S is thegenus of the latter surfa
e. It is straightforward to 
he
kthat �(S) = 1� 2g.
3. OUTLINE OF THE ALGORITHMWe now des
ribe the algorithm that visits all trianglesof M, starting from a single triangle. This algorithm isthe ba
kbone for the 
onstru
tion of a 
anoni
al systemof generators, to be des
ribed in Se
tion 4. Globallyspeaking the algorithm pro
eeds as follows. The algo-rithm Conne
tedSum, whi
h is 
alled on the 
omple-ment S of the initial triangle, visits a triangle t in
identupon the topologi
al boundary B of S, updates S andB, and 
alls itself re
ursively on the updated versionof S. (As we shall explain at the end of this se
tion,the algorithm in fa
t de
omposes the surfa
e M as a
onne
ted sum of tori, when
e its name.) During thisre
ursive pro
ess, S may be
ome dis
onne
ted, in whi
h
ase Conne
tedSum is 
alled re
ursively on ea
h 
on-ne
ted 
omponent. It may also happen that S is notdis
onne
ted, but is not a surfa
e with 
ollar either (itwill turn out that in the latter 
ase the 
ollar is split).Before we present the algorithm in full detail in Figure 5,we �rst spe
ify the input of the algorithm.Pre
ondition of Conne
tedSum. Algorithm Con-ne
tedSum takes as input a pair (S; g), where S is asurfa
e with 
ollar, whi
h has positive genus g.In parti
ular, the 
ondition g > 0 guarantees thatConne
tedSum will not be 
alled on disks, whi
h willbe 
ru
ial in the analysis of the time 
omplexity. Thepro
ess of visiting triangle t, in
ident upon the topolog-i
al boundary B, is 
alled an extension. We distinguishtwo types of extensions.Regular Extension: Triangle t shares either two ver-ti
es and one half-edge h1 (Figure 4, top), or three ver-ti
es and two half-edges h1, h2 (Figure 4, bottom), withB.We update B in the former 
ase by repla
ing the half-edge h1 with the two-
hain h2; h3, in the latter 
aseby repla
ing the two-
hain h1; h2 with the half-edge h3.Note that the topologi
al types of B and the 
ollar donot 
hange upon a regular extension. In parti
ular,

=)
=)h1

h1 h2
h2h3

h3
Figure 4: A regular extension.S 0 = S n t is a surfa
e with 
ollar (to guarantee thatS 0 is an open subset ofM, we 
onsider the triangle t tobe 
losed). Therefore, Conne
tedSum is 
alled re
ur-sively on S 0. It is obvious that the Euler 
hara
teristi
,and hen
e the genus, does not 
hange under regular ex-tension.Splitting Extension: Triangle t shares three verti
esand one half-edge with B (Figure 6, upper part).The vertex of t, not adja
ent to the 
ommon half-edgeof B and t, is 
alled the split vertex, and is denoted byvs. Let the verti
es of t be v1, v2 and v3, su
h thatv1v2 is a half-edge of B, and hen
e v3 = vs. Let L bethe part of B between v3 and v1, and let R be the partbetween v2 and v3. Then B is split into Bl = v1v3L andBr = v3v2R. We distinguish two sub-
ases:S n t is not 
onne
ted. In this 
ase S n t 
onsists of two
onne
ted 
omponents, Sl and Sr say, with topologi
alboundary Bl and Br, respe
tively. Both Sl and Sr aresurfa
es with 
ollars, with atta
hment 
urves Bl and Br,respe
tively.S n t is 
onne
ted. In this 
ase the topologi
al boundaryof S n t is Bl [ Br, so S n t is not a surfa
e with 
ollar.In parti
ular, Conne
tedSum does not a

ept S n t asinput. To remedy this situation, let 
 be a simple edge-path in S n t 
onne
ting Bl and Br, 
alled a join-path(of Bl and Br). See Figure 6, where vl 2 Bl and vr 2 Brare the extremal verti
es of 
.The following result, whose (straightforward) proof isomitted from this version of the paper, guarantees thatin 
ase of a splitting extension the Conne
tedSum 
anbe 
alled re
ursively:Lemma 3. Suppose pro
essing t 
auses a splitting ex-tension.1. If Snt is 
onne
ted, and 
 is a join-path, then Sn(t[
)is a surfa
e with 
ollar, having genus g � 1.2. If S n t is not 
onne
ted, its 
onne
ted 
omponentsSl and Sr are surfa
es with 
ollar. Moreover, if theirgenuses are gl and gr, respe
tively, then g = gl + gr.The algorithm that 
onstru
ts a 
anoni
al set of gen-erators is presented in Figure 5. Che
king whether the
urrent extension is regular (line 2) 
an be done in O(1)time, by setting a mark bit for ea
h visited vertex. Todetermine whether S 0 = S n t is 
onne
ted, we try to
onstru
t a join-path 
 by performing a breadth-�rstsear
h on the 1-skeleton of S 0 (we have to say more



Conne
tedSum(S)1 Let t be a triangle of S in
ident to 
ollar(S)2 if t 
auses regular extension3 then Conne
tedSum(S n t)4 else � 
ollar(S n t) is dis
onne
ted5 if S n t is 
onne
ted6 then 
onstru
t PL-path 
 joining
omponents of 
ollar(S n t)7 
onstru
t pair of generators along 
and part of 
ollar(S n t)8 if genus(S) > 19 then Conne
tedSum(S n (t [ 
))10 else let Sl and Sr be the 
omponents of S n t11 if genus(Sl) > 0 then Conne
tedSum(Sl)12 if genus(Sr) > 0 then Conne
tedSum(Sr)Figure 5: Algorithm Conne
tedSumabout this presently). Depending on whether we su
-
eed in 
onne
ting the two 
omponents Bl and Br ofthe topologi
al boundary of S 0, we de
ide whether S 0 is
onne
ted or not. If S 0 is 
onne
ted, a pair of generatorsis 
onstru
ted (details are presented in Se
tion 4), andConne
tedSum is re
ursively 
alled on S n (t [ 
), ifg0 = g� 1 > 0. If S 0 is not 
onne
ted, Conne
tedSumis re
ursively 
alled on the 
onne
ted 
omponents Sl, ifgl > 0, and Sr, if gr > 0.Lemma 4. 1. If S n t is 
onne
ted, establishing 
on-ne
tedness and 
omputing a join-path 
 
an be performedin time proportional to the size of S.2. If S n t has two 
onne
ted 
omponents, establish-ing non-
onne
tedness and 
omputing the genuses of the
onne
ted 
omponents 
an be performed in time propor-tional to the size of the smaller 
onne
ted 
omponent.We only give a sket
h of the proof. When a split o
-
urs, we try to 
onstru
t the join-path 
 by means of atandem sear
h traversing the edges of the surfa
e in par-allel, starting from the sour
es Bl and Br. Then eitherthe tandem sear
h su

eeds in 
onne
ting Bl and Br bythe join-path 
, or it dete
ts that S n t has two 
on-ne
ted 
omponents Sl and Sr by exhausting the smallerof these two 
omponents. In the latter 
ase we 
omputethe genus of the smaller 
omponent by determining thenumber of verti
es, edges and fa
es. Lemma 4, part 2,gives the genus of the other 
onne
ted 
omponent.Lemma's 3 and 4 allow us to analyze the time 
omplex-ity of the traversal of the initial surfa
eM. To this end,let t0 be an arbitrary triangle of M.Corollary 5. The 
all of Conne
tedSum on thesurfa
e with 
ollar S0 = M n t0 is exe
uted in timeO(gn), plus the time needed to 
onstru
t the g pairsof (line 7) generators upon a non-dis
onne
ting split.Here g is the genus of M and n is the total number ofverti
es, edges and triangles in M.Again the proof is straightforward, ex
ept for a minorsubtlety. If all re
ursive 
alls either result in the 
on-
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Figure 6: A splitting extension.stru
tion of a pair of generators (line 5{9), or in re-
ursive 
alls of Conne
tedSum on 
ollared surfa
es oflower genus (i.e., gl > 0 and gr > 0), the total time
omplexity obviously is O(gn) (sin
e the total numberof 
alls is g in this lu
ky 
ase).However, Conne
tedSum may be 
alled re
ursivelyon a 
ollared surfa
e of the same genus as S in 
asethe genus of Sl or Sr is zero. Note that in this 
asethe 
omponent with genus zero is dis
arded. Sin
e thealgorithm spends time proportional to the smaller of thesizes of Sl or Sr, we 
harge the 
ost of the re
ursive 
allto the dis
arded 
omponent. Therefore, the total 
ostof 
alls of this type is O(n).
4. CONSTRUCTING GENERATORSIt remains to �ll in the details of the 
onstru
tion ofa pair of generators, 
f Figure 5, line 7. These genera-tors will be routed along an approa
h path 
AP, whi
h
onne
ts the base point with the boundary of the non-visited part of the surfa
e. As the algorithm pro
eeds,



we should take 
are that generators we are about to
omplete do not interse
t already 
onstru
ted genera-tors. Yet, we allow already 
onstru
ted generators tointerse
t the non-visited part of the surfa
e, althoughpossible interse
tions should be 
on�ned to the 
ollar ofthe non-visited part.More pre
isely, let t0 be the �rst triangle visited, andlet the base-point p0 be an interior point of t0. We�rst extend the pre
ondition, introdu
ed in Se
tion 2for 
alling Conne
tedSum on a non-visited surfa
e Swith 
ollar. To this end, we assume from now on that a
ollar is pie
ewise linear, as des
ribed in Se
tion 2 (Seealso Figure 3). In parti
ular, a 
ollar of S only interse
tsedges and fa
es of S in
ident upon the atta
hment 
urveB, and su
h edges are interse
ted in interior points. Fur-thermore, we require that the atta
hment 
urve B of Shas a distinguished half-edge hAPA, satisfying the fol-lowing 
onditions:(AP1) The base-point p0 is 
onne
ted by a PL-
urve
AP to hAPA; apart from p0, this approa
h path is dis-joint from S, and it does not share any point with al-ready 
onstru
ted generators and approa
h paths;(AP2) The terminal point of 
AP on hAPA 
an be 
on-ne
ted to the free boundary of the 
ollar of S by a linesegment inside the fa
e of S in
ident upon hAPA, whi
hdoes not interse
t any of the generators 
onstru
ted sofar;(AP3) No already 
onstru
ted generator interse
ts thefree boundary of the 
ollar of S. No already 
onstru
tedapproa
h path interse
ts S.The distinguished edge hAPA is 
alled the approa
h pathaperture of S. The existen
e of the line segment, ref-ered to in 
ondition AP2, will allow us to extend theapproa
h path when visiting new triangles.Lemma 6. The main pro
edure Conne
tedSum 
anbe enhan
ed in su
h a way that:1. It maintains the invariants (AP1), (AP2) and (AP3)2. If visiting a triangle t 
auses a splitting extension su
hthat S n t is 
onne
ted (Figure 5, line 5{7), it 
onstru
tsa pair of generators in O(n) time.Proof. Before des
ribing the a
tual enhan
ement ofConne
tedSum, we impose some restri
tions on thetraversal and the approa
h paths, and introdu
e someprimitive operations that fa
ilitate the des
ription of thealgorithm.We require that, during the traversal of the surfa
e,the next triangle visited in a 
all of Conne
tedSum onS is in
ident upon the approa
h path aperture hAPA,
ontained in the boundary B of S. Furthermore, werequire that approa
h paths do not interse
t verti
es ofM.A basi
 operation is that of 
loning an approa
h path.Cloning an approa
h path 
AP, dire
ted from p0 to itsterminal vertex on the approa
h path aperture hAPA,amounts to 
onstru
ting a PL-path from p0 to hAPA,with the same 
ombinatorial stru
ture as 
AP (i.e., in-terse
ting the same sequen
e of edges and fa
es of M).This 
lone should not share any point with already 
on-stru
ted approa
h paths or generators, apart from p0.

To avoid ambiguities, we assume that a 
lone runs tothe left of its original. In view of 
ondition (AP1), anyapproa
h path 
an be 
loned, and 
loning 
an even berepeated on 
lones.Furthermore, we employ the notion of routing a PL-
urve along (part of) the free boundary of a PL-
ollar.This operation is similar to 
loning, in that we 
on-stru
t a PL-
urve inside the PL-
ollar, whi
h has thesame 
ombinatorial stru
ture as (a sub-path of) the freeboundary of the 
ollar. We require this 
urve to be dis-joint from already 
onstru
ted generators and approa
hpaths, whi
h is possible in view of 
onditions (AP1) and(AP3).Now 
onsider a regular extension. Set the approa
hpath aperture h0APA of S 0 = S n ftg to one of the half-edges in the boundary of t, not in
ident upon B (e.g. h3in Figure 4). A

ording to (AP2), there is a line segments = pp0 
onne
ting the terminal vertex p of 
AP with apoint p0 inside t and on the free boundary of the 
ollarof S. Let q be a point on h0APA not belonging to the
ollar of S. Su
h a point exists, sin
e h0APA does notbelong to B, and sin
e the PL-
ollar of S only interse
tsfa
es in
ident upon B. Extending 
AP with pp0 andp0q, we obtain an approa
h path 
0AP for S 0 satisfying(AP1). Furthermore, sin
e q does not belong to the
ollar of S there is a line segment qq0, with q0 on the freeboundary of the 
ollar of S 0, that is disjoint from the
ollar of S. In other words, (AP2) holds for S 0. Sin
ewe do not 
omplete any generators, (AP3) also holdsfor S 0. The enhan
ed version of a regular extensionobviously takes O(1) time. It remains to 
onsider asplitting extension. If S 0 = S n ftg is dis
onne
ted, andboth gl and gr are positive, we 
onstru
t a 
lone 
0APof the approa
h path 
AP. Now we extend 
0AP to thehalf-edge v1vs of Bl, and we extend 
AP to the half-edgevsv2 of Br (the notation is as in Se
tion 2); See Figure 7,Top. Arguing as in the 
ase of a regular extension, we
on
lude that 
onditions (AP1), (AP2) and (AP3) holdfor the 
onne
ted 
omponents Sl and Sr of S 0, withapproa
h path apertures v1vs and vsv2, respe
tively. Ifgl or gr is zero, we just extend the approa
h path to thenon-visited part of positive genus in O(1) time. Cloningonly needs to be done in 
ase the genus of both non-visited parts is less than the genus of S, whi
h happensat most g � 1 times. Therefore, the overall 
omplexityof all splitting extensions of this type is O(gn).Finally, 
onsider a splitting extension in whi
h S 0 =S n ftg is 
onne
ted. Now we 
onstru
t four disjoint
lones 
1, 
2, 
1 and 
2 of 
AP, whose respe
tive end-points p1, p2, p1 and p2, o

ur in this order on theapproa
h path aperture hAPA between v1 and the end-point of 
AP. The approa
h path 
AP is now extended tothe half-edge vsv2, see Figure 7, Bottom. As before, we
an do this in su
h a way that (AP1), (AP2) and (AP3)holds for S 0. Finally, we 
omplete a pair of generatorsby 
onne
ting the end-points of 
1 and 
2 with the end-points of 
1 and 
2, respe
tively, by two 
urves �1 and�2; See Figure 7, Bottom. More pre
isely, let F and F 0be the free parts of the 
ollars of S and S 0. Then �1 isa PL-
urve obtained by 
onne
ting p1 to a point nearv1 on v1vs by a 
urve inside t, and subsequently routing
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Figure 7: Splitting extensions upon visit of tri-angle t = v1v2v3. Top: S n ftg is not 
onne
ted.Bottom: S n ftg is 
onne
ted, so a pair of gener-ators is 
onstru
ted.it along the part of F near v1 �! vl �! vs and along thepart of F 0 near vs �! v1, and, �nally, 
onne
ting it to p1.Furthermore, �2 is a PL-
urve obtained by 
onne
tingp2 to a point near v1 on v1vs, and subsequently routingit along the part of F 0 near pv1 �! vl �! vr, then alongthe part of F near vl �! vs, letting it traverse t near vs,then routing it along the part of F 0 near vs �! v1, and,�nally, 
onne
ting it to p2 by a 
urve inside t. Obviously,�1 and �2 do not interse
t the free boundary of the
ollar of S 0. Furthermore, it is easy to see that these
urves 
an be 
onstru
ted in su
h a way that they aredisjoint from any generators or approa
h paths already
onstru
ted.The time 
omplexity of this splitting operation is O(n),sin
e the generators share only a 
onstant number ofedges and verti
es with ea
h edge and fa
e of M. Sin
ethere are exa
tly g splitting extensions of this type, theoverall time 
omplexity is O(gn).Observe that Conne
tedSum 
onstru
ts pairs of gen-erators that are not interleaved near the base point. Inother words, the g pairs of generators form a 
anoni
alset. Theorem 1 is now a straightforward 
onsequen
e ofCorollary 5 and Lemma 6.Remark: 
onne
ted sums. In fa
t, Conne
tedSumrewrites the initial surfa
eM as a 
onne
ted sum (
f [1,Chapter 7℄) of g tori. To see this, let S denote the 
losed

orientable surfa
e obtained by gluing a disk along theboundary of a 
ollared surfa
e S.The algorithm maintains the surfa
e M as a 
on-ne
ted sum of the form M = S1 ℄ � � � ℄ Sk; where Si isa 
ollared surfa
e, gi := genus(Si) > 0, and Pki=1 gi =g. Here ℄ denotes the 
onne
ted sum-operator. Ini-tially, k = 1 and S1 = M n t0. Consider a re
ursive
all of Conne
tedSum on S = Si. If a pair of gen-erators is 
onstru
ted (line 7), S is rewritten as S =S n (t [ 
) ℄ T2, where T2 is a 2-torus. If, on the otherhand, Snt is dis
onne
ted, S is rewritten as S = Sl ℄ Sr.In the latter 
ase, we only make progress if neither Slnor Sr are topologi
al disks. This 
orresponds to thesubtlety dis
ussed at the end of Se
tion 3.
5. BRAHANA’S ALGORITHMThe inverse of a path p is denoted by {(p) or p�1, andfor a set of paths S we denote the set S [ {(S) by Ŝ.LetG be a maximal subgraph of the vertex-edge graphof M su
h that M n G is 
onne
ted, and let TG be atubular neighbourhood of G in M. By 
onstru
tion,M n TG is a topologi
al disk and G is a deformationretra
t of TG. Therefore a set of generators of the fun-damental group �(G;x) of G at x is also a set of gener-ators of the fundamental group �(M; x) of M at x. We
an de
ompose our method into three steps:1. First we 
onstru
t a set G of (2g) generators of �(G;x),asso
iated with a set E of (2g) dire
ted edges of M un-der a bije
tion ` : E ! G, and a 
y
le � of Ê su
h thatfor e 2 Ê:`(�(e))`(�2(e)) : : : `(�4g(e)) � �x (�)in �(M; x). Here �x is the trivial path at x.2. Se
ondly, we transform in O(gn) time the set G into aset H of generators xi; yi of �(G; x), ea
h of linear 
om-plexity, su
h that a loop in H is homotopi
 (in G) tothe 
on
atenation of O(g) loops in Ĝ, and the relationsatis�ed by the xi; yi in �(M; x) is in '
anoni
al form',i.e. [x1; y1℄ � � � [xg; yg℄ � �x: (��)As usual, [xi; yi℄ is the 
ommutator xiyix�1i y�1i , and �denotes path-homotopy.3. Finally, we show how to 
onstru
t in O(gn) time a
anoni
al set of generators x�i ; y�i of �(M; x) su
h thatxi � x�i and yi � y�i in TG.Step 1. We 
onstru
t a spanning tree T of G rootedat x. Let E denote the set of non-tree edges in G; Ea
hedge in E is oriented arbitrarily and ea
h edge in Tis oriented towards the root. Without loss of general-ity we assume for 
onvenien
e that there is only oneedge esink of the tree in
ident upon x: For ea
h (di-re
ted) edge e 2 Ê we 
onsider the shortest edge-path
e = ee1e2 � � � esink from e to x in T . By 
onstru
-tion, for e 6= e0 the paths 
e and 
e0 
oin
ide only ona proper suÆx sub-path, i.e., both paths 
an be de-
omposed as 
e = �e;e0
e;e0 and 
e0 = �e0;e
e0;e, where
e;e0 = 
e0;e and �e;e0 and �e0;e are disjoint ex
ept attheir sink v(e; e0). One 
an 
he
k that the relation onthe edges in Ê de�ned by e � e0 if the sink edges of�e;e0 , �e0;e and the sour
e edge of 
e;e0 are in 
ounter-
lo
kwise order around their 
ommon endpoint v(e; e0)



| with respe
t to the 
hoi
e of an orientation of thesurfa
e M | is a transitive relation.Let now `(e) be the loop with basepoint x obtainedby 
on
atenation of the loops {(
e) and 
{(e), removingone of the two o

urren
es of e�1, i.e., `(e) = {(
e)
{(e):Note that `({(e)) = {(`(e)): The set G := `(E) is a set of(2g) generators of �(G;x), and 
onsequently of �(M; x).Furthermore, the unique relation in �(M; x) satis�ed bythese generators is (�), where the operator � is de�nedby �(e) =  Æ {(e). Here  (e) is the su

essor of e withrespe
t to the 
ir
ular order on Ê, indu
ed by the linearorder � :Step 2. We use a sequen
e of Brahana transforma-tions, 
f [10℄. Let `i = `(�i(e)) for some e 2 Ê, and letM be the loop `1 � � � `4g: The loopM 
an be de
omposedinto aX1bX2a�1X3b�1X4; where a and b are loops in Ĝ,and X4 is nonempty (unless X1; X2 and X3 are empty,in whi
h 
ase we are done). If X1; X2; X3 are not allempty we repla
e the loops a and b by the loops x =aX1bX2a�1 (
onsequently b�1 = X2a�1x�1aX1) andy = X3X2a�1 (a = y�1X3X2) to obtain su

essivelyM � xz }| {aX1bX2a�1X3b�1X4 � x yz }| {X3X2a�1 x�1aX1X4� [x; y℄X3X2X1X4 � X3X2X1X4[x; y℄.If X1; X2; X3 are all empty, then we simply set x =a, y = b. In both 
ases M � M 0[x; y℄ where M 0 isthe 
on
atenation in some order of the loops in Ĝ nfa; a�1; b; b�1g, and where x and y are loops 
omposedof O(g) generators in Ĝ: The loops a and b and their
orresponding edges in Ê are said to be 
onverted. Af-ter j su
h transformations we have 
onverted a set Gjof 2j generators in G into a set Hj of 2j generatorsx1; y1; x2; y2; : : : ; xj ; yj , su
h thatM �Mj [x1; y1℄ � � � [xj ; yj ℄:HereMj is the 
on
atenation in some order of the loopsin Ĝ n Ĝj . For j = g we obtain generators whi
h satisfy(��), but whose total 
omplexity is only in O(g2n:)We now explain how to redu
e the 
omplexity of theseloops by homotopy to O(gn): First we examine how therelation � =  Æ { is tranformed. For j � 0 and fore 2 Ê n Êj we de�ne  j(e) to be the �-su

essor of ein Ê n Êj , and �j(e) to be the edge e0 su
h that thesu

essor of `(e) in Mj is `(e0):Lemma 7. �j(e) =  j Æ {(e).Proof. We prove the result by indu
tion. The 
asej = 0 follows from the de�nition of �. Let a and bbe the loops 
onverted at step j + 1: One has Mj =aX1bX2a�1X3b�1X4 and Mj+1 = X3X2X1X4. Lete0 = �j+1(e). If e0 = �j(e), then e0 =  j({(e)) = j+1({(e)), sin
e e and e0 are not 
onverted at step j+1:Assume now that e0 6= �j(e), and let eki for k = 1; 2 andi = 1; 2; 3; 4 be de�ned by Xi = `(e1i )X 0i`(e2i ) if Xi isnon empty. The pair (e; e0) 
oin
ides with one of thepairs (e2k; e1k0) where k pre
edes k0 in the order 3,2,1,4.For example if e = e23 and e0 = e12 then  j({(e23)) =�j(e23) = {(b) and  j({(b)) = �j(b) = e12 = e0. There-fore,  j+1({(e)) = e0. The other 
ases are similar.We are now ready to de
rease in optimal time the


omplexity of the loops xi; yi: Assume thatxj = `(a)`(b) � � � `(z)and let s
(xj) be the loop de�ned by{(
a)`({(a); b)`({(b); 
) � � � `({(y); z)
{(z);where `(e; e0) is the 
on
atenation of the two paths �e;e0and {(�e0;e): Clearly x � s
(x), and the size of s
(x), i.e.,its number of edges in M, is in O(n). Starting fromits sour
e e, we 
an visit the edges of `(e; e0) in timeproportional to its size if we 
an determine eÆ
ientlythe vertex v(e; e0). In view of Lemma 7 this 
an easilybe done in O(1) time, provided we maintain for ea
hnode v of the tree T the �-ordered list Lj(v) of edgese 2 Ê whose 
orresponding loops have non yet been
onverted, and whose asso
iated paths 
e lie along v.The lists L0(v) are easily 
reated in O(gn) time, andupdated in O(n) time, ea
h time an edge is 
onvertedby a traversal of the 
orresponding loop.Step 3. Omitted from this version.
6. IMPLEMENTATIONWe have implemented both the in
remental and Bra-hana's algorithm in C++, using the CGAL [7℄1 polyhe-dron data stru
ture. Both sour
e 
odes are approxi-mately 3,000 lines long. The remaining issue in theimplementation is the representation of loops. In pra
-ti
e, a PL-loop is spe
i�ed by the list of edges it 
rosses.Also, ea
h edge of the 
ombinatorial surfa
e points tothe list of loops it is 
rossed by. See Figure 8. In order

Figure 8: The loops data stru
ture.to visualize the PL-loops, we uniformly insert in ea
hedge a number of points equals to the size of its list.We then link these points a

ording to ea
h loop list.In Se
tion 4 we always visit a triangle in
ident uponthe approa
h path aperture. In pra
ti
e, we 
an 
hooseany triangle in
ident to the boundary and keep the same
omplexity. In our implementation we use a `potatopeeling' traversal. This heuristi
 produ
es ni
er loops.We run our programs on a test suite of threads of toriwith various lengths (Figures 9 and 10).Figure 11 shows the genus 3 torus and its system ofloops 
omputed by ea
h method. Results for the testsuite are reported Table 1. Times were obtained withthe CGAL::Real timer 
lass. For both algorithms times1http://www.
gal.org/



Table 1: Statisti
s for the in
remental and Brahana's algorithmstime in
remental method Brahana's methodObje
t genus #fa
es for reading time total size time total sizein se
. in se
. of loops in se
. of loopstorus 10 10 408 0.006 0.014 2,687 0.015 2,232torus 20 20 808 0.01 0.04 9,472 0.04 7,527torus 50 50 2,008 0.03 0.16 53,827 0.24 40,812torus 100 100 4,008 0.06 0.52 207,752 1.17 154,287torus 200 200 8,008 0.12 1.93 815,602 6.71 598,737torus 500 500 20,008 0.43 213.3 5,039,152 - -torus 3 3 128 0.002 0.004 320 0.003 255torus 3 1 3 384 0.006 0.01 542 0.009 673torus 3 2 3 1,152 0.02 0.03 1,168 0.03 1,144torus 3 3 3 3,456 0.06 0.09 2,064 0.1 1,906
Figure 9: All tori were obtained by gluing trans-lated 
opies of this genus 1 torus.

Figure 10: A genus 3 torus with various subdi-visions.in
lude reading input �les, 
omputing the 
anoni
al sys-tem of loops with the data stru
ture mentioned above(with the uniform embedding). They do not in
lude,however, time for writing the resulting PL-loops intoa �le. Tests were all run on a Pentium III, 800 MHzwith 256 Mb RAM. For all the tori we used base-pointwith index 0 near one extremity of the threads. Notethat the tori present a worst 
ase 
on�guration (Seealso Figure 2). As asserted by Theorem 1, time isroughly proportional to the produ
t gn of the genus bythe surfa
e 
omplexity. This is also the 
ase for the to-tal size of the loops. For the torus with genus 500 andup timings are not representative as a large amount ofmemory swapping is involved. Table 2 shows the in-
uen
e of the 
hoi
e of the base-point on the torus 10

Figure 11: Results of the in
remental (top) andBrahana's (bottom) methods for a genus 3 torus.example. Points 0 and 184 ly approximately at the twoextremities of the thread while point 92 is in the mid-dle. A 
loser look at the exe
ution pro�le of Brahana'smethod shows that most of the time is spent at trans-forming the initial system of loops into a 
anoni
al one.This holds parti
ularly when the initial set of generatorssatis�es a relation `
lose' to the other 
anoni
al form:a1b1a2b2 : : : agbga1b1 : : : agbg. In this 
ase, the �nal gen-erators are indeed expressed as 
(g2) initial generators.The 
onstru
tion of the maximal subgraph G and the
hoi
e of the base-point have great in
uen
e on the re-



Table 2: In
uen
e of the base-pointbase-point Size of loops Size of loopsindex for in
remental for Brahana0 2687 22322 2060 469391 2177 200492 1611 433493 2248 3409100 1631 4157150 2190 5176184 2380 6725sults. In order to 
onstru
t G we use a spanning treeon the dual graph of fa
es. The edges in the dual graphare in 1-1 
orresponden
e with the edges of the surfa
e.G is 
omposed of the surfa
e edges not in the span-ning tree. We have tested two traversals to 
onstru
tthe dual spanning tree: a peeling traversal - a spe
i�
depth-�rst sear
h - and a breadth-�rst sear
h. Figure 13illustrates the resulting loops on a simple torus example.Breadth-�rst sear
h always gave mu
h shorter loops onour examples. This �gure and the following Figures 14and 15 were obtained by running our algorithm on the
ombinatorial surfa
es with the subdivision shown inFigure 12 after identi�
ation of the boundary sides ina 
anoni
al order. However, as on this Figure, we kepta planar embedding for the vertex 
oordinates, fakinga 
attening of the 
ut open surfa
es. These 
atteningsobviously 
orrespond to parti
ular 
anoni
al s
hematawhi
h are a priori not related to the 
omputed 
anoni
alsystem of generators.
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Figure 12: Left: torus subdivision. Right: dou-ble torus subdivision.We 
omment on Brahana's algorithm applied to thedouble torus example on the left Figure 12 with basepoint p0.The initial loop M (beginning of step 2 in Brahana'salgorithm) turns out to be:(+0)(�3)(�1)(+2)(�0)(+1)(�2)(+3)In the notation of Se
tion 5, the algorithm takes a =(+0) and b = (�3). The �rst part of the Brahana trans-formation is:x = aX1bX2a�1 = (+0)(�3)(�1)(+2)(�0)

Figure 13: The shown loops, dark and light grey,were 
omputed with Brahana's method and 
en-ter base point p1 using a peeling traversal (left)and a breadth-�rst traversal (right).so X1 = �, X2 = (�1)(+2), X3 = (+1)(�2) and X4 = �Thus M be
omes:(+3)(+1)(�2)(�1)(+2)(�0)(�3)(+0)The se
ond part of this Brahana transformation 
orre-sponds to the 
hoi
ey = X3X2a�1 = (+1)(�2)(�1)(+2)(�0), and M be-
omes (+x)(+y)(�x)(�y)(+1)(�2)(�1)(+2)Figure 14 shows the initial loops, while Figure 15 showsthe 
onverted 
anoni
al set of loops. In order to helpvisualization, ea
h pair of generators is �rst drawn sep-arately.

Figure 14: Upper left: Pair (0,3) of initial loops.Upper right: Pair (1,2). Bottom: The initial setof loops.



Figure 15: Left: pair (x, y) repla
es pair (0,3).Right : the 
anoni
al set of loops (pair (1,2) isleft un
hanged).
7. FINAL REMARKSWe have presented two algorithms for 
omputing a
anoni
al set of PL-generators on an orientable triangu-lated surfa
e. Both algorithms are worst-
ase optimal.Note that Brahana's algorithm 
an a
tually be appliedto any 
ombinatorial surfa
e, not ne
essarily triangu-lated. It seems that this algorithm 
ould also be ap-plied to non orientable surfa
es but loosing the O(gn)
omplexity. It is not 
lear whether one of the two al-gorithms generally produ
es better results in terms ofthe loops 
omplexity. In any 
ase the obtained PL-loops look mu
h too jaggy and 
omplex to be of any usefor pra
ti
le appli
ations su
h as morphing. More workneeds to be done in this dire
tion taking into a

ountthe \geometry" of the surfa
e.
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