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Abstract. This work is a weighted generalization of the abstraction based analysis tech-
nique we previously proposed for the detection of high-level malware behaviors. Our ap-
proach, using a rewriting-based abstraction mechanism, produces abstracted forms of
program traces, independent of the program implementation. The suspicious behaviors
to be recognized, defined as combinations of patterns given in a signature, are detected
by model-checking on the high-level representation of the program. Introducing weights
in this approach allows us to express a pertinence degree of detection when analysis of
the program results in an incomplete or uncertain program dataflow, or when abstraction
cannot be performed reliably.

1 Introduction

In [2], we proposed a formal approach for high-level behavior analysis, underpinned by
language theory, term rewriting and first-order temporal logic, allowing us to determine
whether a program exhibits a given high-level behavior. Detection is achieved in two
steps. First, traces of the program are abstracted in order to reveal the sequences of
high-level functionalities they realize. Then, abstracted traces are compared with the
behavior formula, using usual model-checking techniques.
More precisley, high-level behaviors we want to detect are expressed in a signature by
combinations of functionalities and defined by first-order temporal logic formulas. Behav-
ior patterns, expressing concrete realizations of functionalities in the observed programs,
are also defined by first-order temporal logic formulas. These functionalities are then
abstracted in program traces by term rewriting, to give normal forms revealing some ab-
stract behavior. Via usual model checking techniques, we then test whether these normal
forms satisfy a formula of the signature. In order to address the general intractability of
the problem of constructing the normal form trace set for a given program by rewriting-
based abstraction, we have identified a property of practical high-level behaviors allowing
us to avoid computing normal forms and yielding a linear time detection algorithm.
In this paper, we extend our abstraction formalism in order to abstract traces that do
not surely carry out a functionality. First, we would like to take into account static
analysis shortcomings resulting in an incomplete or erroneous program dataflow being
constructed. For instance, assume we want to identify a system file write and we observe
a trace representing an opening of a system file followed by a writing of a file seemingly
different from the opened one: rather than ignoring this behavior, we would like to never-
theless interpret it as a system file write but take into account the uncertainty stemming
from a potential static analysis error. Also, an execution trace may not be expressive
enough and induce a doubt with respect to the identification of a functionality. For in-
stance, if the trace calls the function sprintf on some string, this string may not be
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completely invalidated since, in C, the string is referenced by the address of one of its
characters. Lastly, when a functionality is described by a complex action sequence and
when this sequence is completely observed except for some isolated actions, one may at-
tribute this absence to a static analysis error or to an incomplete functionality definition,
and allow for abstracting this functionality all the same.
Thus, when an abstraction is uncertain and likely to induce an error in the identification
of a high level behavior, our goal is to provide an alternative to classical abstraction
by assigning a given probability to this abstraction. Then, when a high level behavior
is searched for in a program, we look for a trace with an abstract form containing this
behavior with a probability higher than a given threshold. Thus, detection of a malicious
behavior is more accurate. Also, the probability that the program exhibits a behavior
may complete other program characteristics computed by alternative static or dynamic
analysis techniques, like packing characteristics, statistical profiling of code or network
interactions.
To that end, we present a formalism relying on a weighted term rewriting mechanism,
where a weight represents the probability that the realized abstraction be right.

2 Background

Term Algebras. Let S = {Trace,Action,Data} be a set of sorts, F = Ft ∪ Fa ∪Fd

be a finite S-sorted signature, where Ft, Fa, Fd are mutually distinct and:
– Ft = {ε, ·} is the set of the trace constructors, where ε :→ Trace denotes the empty

trace, . has profile Data Trace→ Trace;
– Fa is a set of function symbols or constants, with profile Datan → Action, n ∈ N,

describing actions;
– Fd is a set of data constructors, with profile → Data or Datan → Data, n ∈ N.

Let N∗+ be the set of finite strings of positive natural numbers, called positions. The empty
string is denoted by λ, and u ≤ v means that u is prefix of v. Let X be a set of S-sorted
variables. A S-sorted term over (F , X) is a partial function t : N∗+ → F ∪X, such that
the domain of definition of t, denoted by Pos(t), is finite and satisfies, for w ∈ N∗+ and
i ∈ N: (1) wi ∈ Pos(t) ⇒ w ∈ Pos(t), (2) w ∈ Pos(t) ⇒ t(w) ∈ F ∪X. Pos(t) is called
the set of positions of t. We denote by T (F , X) (resp. T (F)) the set of S-sorted terms
over (F , X) (resp. the set of finite ground terms over F). For any sort s ∈ S, and any of
the above sets of terms T we denote by Ts the restriction of T to terms of sort s and by
Xs the subset of variables of X of sort s. For a term t with p ∈ Pos(t), we denote by t|p
the subterm of t at position p. We denote by t[t′]p the term obtained by replacing by t′

the subterm at position p in t. We use the abbreviated notation x for variables x1, . . . , xn.
So x ∈ X stands for x1, . . . , xn ∈ X, and if f ∈ F is a symbol of arity n ∈ N, we denote
by f (x) the term f (x1, . . . , xn).
The elements of TTrace(F) are called traces, the elements of TAction(F) are called actions.
We distinguish the sort Action from the sort Trace but, for a sake of readability, we may
denote by a the trace · (a, ε), for some action a. Similarly, we use the · symbol with infix
notation and right associativity, and ε is understood when the context is unambiguous.
For instance, if a, b, c are actions, a · b · c denotes the trace · (a, · (b, · (c, ε))).
We partition Fa in a set Σ of symbols, denoting concrete program-level actions, and a set
Γ , denoting abstract actions identifying abstracted functionalities. To construct purely
concrete (resp. abstract) terms, we use FΣ = F \ Γ (resp. FΓ = F \ Σ). The projection
t|Σ′ , also denoted πΣ′ (t), of a trace t on an alphabet Σ′ ⊆ Fa corresponds to keeping
in a trace only actions from Σ′. If X is a set of variables of sort Data, we define the
projection on an alphabet Σ′ ⊆ Fa of a term t ∈ TTrace (F, X), denoted by πΣ′ (t) or,
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equivalently, by t|Σ′ , in the following way:

πΣ′ (ε) = ε

πΣ′ (b · u) =

{
b · πΣ′ (u) if b ∈ TAction (FΣ′ , X)

πΣ′ (u) otherwise

with b ∈ TAction (F, X) and u ∈ TTrace (F, X). The projection is naturally extended to
sets of traces.
We define in a natural way the concatenation t·t′ of two traces t and t′. The concatenation
of two terms t and t′ of TTrace (F, X), where X is a set of S-sorted variables and t 6∈ X,
is denoted by t · t′ ∈ TTrace (F, X) and defined by t · t′ = t [t′]p, where p is the position
of ε in t, i.e., t|p = ε. Projection and concatenation are naturally extended to sets of
terms of sort Trace. We also extend concatenation to 2TTrace(F,X) × 2TTrace (F,X) with
L · L′ = {t · t′ | t ∈ L, t′ ∈ L′} and to 2TTrace(F,X) × TAction (F, X) with L · a = L · {a · ε}.
Substitutions are defined as usual. A ground substitution on a finite set X of S-sorted
variables is a mapping σ : X → T (F) such that: ∀s ∈ S,∀x ∈ Xs, σ (x) ∈ Ts (F). σ can
be naturally extended to a mapping T (F , X)→ T (F) in such a way that:

∀f (t1, . . . , tn) ∈ T (F , X) ,
σ (f (t1, . . . , tn)) = f (σ (t1) , . . . , σ (tn)) .

By convention, we denote by tσ or by σ (t) the application of a substitution σ to a term
t ∈ T (F , X) and by Lσ the application of σ to a set of terms L ⊆ T (F , X). The set of
ground substitutions over X is denoted by SubstX.

Program Behavior. The representation of a program is chosen to be its set of traces.
When executing a program, the captured data is represented on the alphabetsΣ, denoting
the concrete actions, and Fd, describing the data. In this paper, we consider that the
captured data is the library calls along with their arguments. Σ therefore represents the
finite set of library calls, while terms built on Fd identify the arguments and the return
values of these calls. A program execution trace then consists of a sequence of library calls
and is defined by a term of TTrace (FΣ). A program behavior is defined by the set of its
execution traces, that is a possibly infinite subset of TTrace (FΣ). For instance, the term
fopen (1, 2) · fwrite (1, 3) represents the execution trace of a file open call fopen (1, 2)
followed by a file write call fwrite (1, 3), where 1 ∈ Fd identifies the file handle returned
by fopen, 2 ∈ Fd identifies the file path and 3 ∈ Fd identifies the written data.

First-Order Linear Temporal Logic (FOLTL) We consider the First-Order
Logic (FOLTL) defined in [9], without the equality predicate, where the set of atomic
predicates AP is a set of terms with variables in a set X. FOLTL is an extension of the
LTL Logic (see also [9]) such that:
– If ϕ is an LTL formula, then ϕ is an FOLTL formula;
– If ϕ is an FOLTL formula and Y ⊆ X is a set of variables, then: ∃Y.ϕ and ∀Y.ϕ are

FOLTL formulas, where as usual: ∀Y.ϕ ≡ ¬∃Y.¬ϕ.
Notation ϕ1 � ϕ2 stands for ϕ1 ∧X (>Uϕ2).
We say that a FOLTL formula is closed when it has no free variable, i.e., every variable
is bound by a quantifier.
Let Y ⊆ X be a set of variables of sort Data and σ ∈ SubstY be a ground substitution
over Y . The application of σ to an FOLTL formula ϕ is naturally defined by the formula
ϕσ where any free variable x in ϕ which is in Y has been replaced by its value σ (x).
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A formula ϕ is satisfied on infinite sequences of sets of ground instances of atomic pred-
icates, denoted by ξ = (ξ0, ξ1, . . .). ξ |= ϕ (ξ satisfies ϕ) is defined in the same way as for
the LTL logic, with the additional rule: ξ |= ∃Y.ϕ iff there exists σ ∈ SubstY such that
ξ |= ϕσ.
In our context, a formula is satisfied over traces of TTrace (F) identified with sequences
of singleton sets of atomic predicates. A finite trace t = a0 · · · an is identified with the
infinite sequence of sets of atomic predicates ξt = ({a0} , . . . , {an} , {} , {} , . . .), and t
satisfies ϕ, denoted by t |= ϕ, iff ξt |= ϕ.
We consider two distinct instances of this logic, depending on the fact that we consider
concrete traces or abstract traces. We denote by FOLTLΣ the FOLTL logic, where the set
of atomic predicates is APΣ = TAction (FΣ, X) and ξ is in

(
2TAction (FΣ)

)ω
. We denote by

FOLTLΓ the FOLTL logic, where the set of atomic predicates is APΓ = TAction (FΓ, X)

and ξ is in
(
2TAction (FΓ)

)ω
.

Note that in practice, to express behaviors, we only use FOLTL formulas that are nega-
tions of safety properties. We do not use properties with liveness aspects, which would
note make sense on finite traces. Using FOLTL on finite traces allows us a correct balance
between behavior expresivity and decidability.
Tree automata and tree transducers are defined as usual [4].

Weighted sets and transformations

Weighted sets A weighted set over a semiring
(
S,⊕,⊗, 0, 1

)
is a mapping sA of A→ S

where A is a set.
The support of a weighted set sA : A → S is denoted by Supp (sA) and defined by:
Supp (sA) =

{
a ∈ A | sA (a) 6= 0

}
.

The union of two weighted sets sA and sB over
(
S,⊕,⊗, 0, 1

)
is the weighted set denoted

by sA ∪ sB and defined by the mapping s : A ∪ B → S such that: ∀c ∈ A ∪ B, s (c) =
sA (c)⊕ sB (c).

Weighted transformations A weighted transformation from a set A to a set B over
a semiring

(
S,⊕,⊗, 0, 1

)
is a weighted set sA×B over S, denoted by:

a
w
 sA×B b

for all a ∈ A, b ∈ B and w ∈ S such that w = sA×B (a, b). The subscript sA×B will be
understood when there is no ambiguity.
The union of two weighted transformations µ and µ′ of A× B → S, denoted by µ ∪ µ′,
is the weighted transformation defined, for all a ∈ A and b ∈ B, by:(

µ ∪ µ′
)
(a, b) = µ (a, b)⊕ µ′ (a, b) .

The functional composition of two weighted transformations µ ∈ A × B → S and µ′ ∈
B ×C → S is the weighted transformation µ;µ′ ∈ A×C → S defined, for all a ∈ A and
c ∈ C, by: (

µ;µ′
)
(a, c) =

⊕
b∈B

µ (a, b)⊗ µ′ (b, c) .

Let µ be a weighted transformation from a set A to a set B, and L ⊆ A be a set. We
denote by µ(L) the weighted set of B → S such that:

∀b ∈ B, µ (L) (b) =
⊕

a∈L,aw µb

w.
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Similarly, we define, for all weighted transformation µ from A to B and all weighted set
s : A→ S, the weighted set µ (s) : B → S by:

∀b ∈ B, µ (s) (b) =
⊕

a∈A,aw µb

s (a)⊗ w.

Let s : A → S be a weighted set. The identity transformation over s is the weighted
transformation from A to A over S denoted by Ids and defined by:

∀a ∈ A, a s(a)
 Ids a.

Weighted tree automata Weighted (tree or word) automata and transducers have
been intensively studied in the literature [11,3,15,16,5], and have been in particular ap-
plied to natural language processing [14,8]. The addition operation ⊕ of the semiring(
S,⊕,⊗, 0, 1

)
represents the aggregation of weights of alternative paths in a weighted

automaton, while the multiplication operation ⊗ represents the aggregation of transition
weights along a path.
Our definition of weighted tree automata is an immediate translation in terms of tree
automata [4] of the weighted tree grammars defined by Alexandrakis [1] and Knight, May
and Vogler [12].
X is a set of variables.

Definition 1. A weighted (top-down) tree automaton over a semiring
(
S,⊕,⊗, 0, 1

)
is

a tuple A = (F , Q, q0,∆) where F is a finite alphabet, Q is a finite set of states, q0 ∈ Q
is an initial state and ∆ is a finite set of rules of the form:

q (f (x1, . . . , xn))
w→ f (q1 (x1) , . . . , qn (xn))

where f ∈ F is a symbol of arity n ∈ N, q, q1, . . . , qn ∈ Q, x1, . . . , xn are distinct variables
of a set X of variables and w ∈ S.

The transition relation →A associated to A is defined by:

∀t, t′ ∈ T (F ∪Q) ,

t
w→A t

′

⇔
∃ q(f (x1, . . . , xn))

w→ f (q1 (x1) , . . . , qn (xn)) ∈ ∆,
∃p ∈ Pos (t) ,∃u1, . . . , un ∈ T (F) ,

t|p = q (f (u1, . . . , un))

and t′ = t [f (q1 (u1) , . . . , qn (un))]p .

The weight of a sequence of reductions by →A is defined as the product (by ⊗) of the
weights of each reduction. The restriction of→A to leftmost reductions is denoted by→l

A.
Observe that, in a commutative semiring:

∀t, t′ ∈ T (F ∪Q) , ∀w ∈ S, t w→
∗
A t
′ ⇔ t

w→
l∗
A t′.

The weighted tree language recognized by A is the weighted set ‖A‖ : T (F) → S such
that, for all term t ∈ T (F), ‖A‖ (t) is the sum (by ⊕) of the weights of the set Redl (t)
of sequences of reductions by →l

A from q0 (t) to t:

∀t ∈ T (F) , ‖A‖ (t) =
⊕

q0(t)
w1→
l

A...
wn→

l

At∈Redl(t)

w1 ⊗ · · · ⊗ wn.
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Weighted tree automata recognize the set of regular weighted tree languages.
The size of A is defined by: |A| = |Q|+ |∆|.
An unweighted tree automaton can be seen as a weighted tree automaton A whose rules
are weighted by 1. The unweighted set recognized by A is then defined as the support of
the weighted set recognized by A. Unweighted tree automata recognize the set of regular
unweighted tree languages.

Definition 2. A weighted trace language over an alphabet F is a weighted tree lan-
guage of TTrace (F). A weighted trace automaton over F is a weighted tree automaton
recognizing a weighted trace language.

Weighted tree transducers
Definition 3. A weighted (top-down) tree transducer over a semiring

(
S,⊕,⊗, 0, 1

)
is

a tuple τ = (F ,F ′, Q, q0,∆) where F is a finite set of input symbols, F ′ is a finite set of
output symbols, Q is a finite set of states, q0 ∈ Q is an initial state and ∆ is a finite set
of rules of the form:

q (f (x1, . . . , xn))
w→ u

or
q (x1)

w→ u (ε-rule)
where f ∈ F is a symbol of arity n ∈ N, q ∈ Q, x1, . . . , xn are distinct variables of a set
X of variables, u ∈ T (F ′ ∪Q, {x1, . . . , xn}) and w ∈ S.
The transition relation →τ associated to the transducer τ is defined by:

∀t, t′ ∈ T (F ∪ F ′ ∪Q) ,

t
w→τ t

′

⇔
∃ q(f (x1, . . . , xn))

w→ u ∈ ∆,
∃p ∈ Pos (t) ,∃u1, . . . , un ∈ T (F ′) ,

t|p = q (f (u1, . . . , un))

and t′ = t [u {x1 ← u1, . . . , xn ← un}]p .

ε-rules are a particular case of this definition.
The weight of a sequence of reductions by →τ is defined as the product (by ⊗) of the
weights of each reduction. The restriction of→τ to leftmost reductions is denoted by→l

τ .
The weighted transformation realized by τ is the weighted transformation ‖τ‖ from T (F)
to T (F ′) over S such that, for all terms t ∈ T (F) and t′ ∈ T (F ′), ‖τ‖ (t, t′) is equal to
the sum of the weights of the set Redl (t) of sequences of reductions by →l

τ from q0 (t)
to t′:

∀t ∈ T (F) , ∀t′ ∈ T (F ′) ,
‖τ‖ (t, t′) =

⊕
q0(t)

w1→
l

τ ...
wn→

l

τ t
′∈Redl(t)

w1 ⊗ · · · ⊗ wn.

A weighted top-down tree transducer is linear if no variable appears twice in a left-hand
side or in a right-hand side of rule. It is nondeleting if, for each rule q (f (x1, . . . , xn))

w→ u
and for all i ∈ [1..n], the variable xi appears in u.
A weighted transformation from T (F) to T (F ′) over S is called rational iff there exists
a weighted linear nondeleting top-down tree transducer realizing it.
Weighted linear nondeleting top-down tree transducers preserve regularity [12,10] and
are closed by union and functional composition [12,6]. In the following, we only consider
weighted linear nondeleting top-down tree transducers, because of their good properties.
An unweighted tree transducer can be seen as a weighted tree transducer τ whose rules
are weighted by 1. The unweighted transformation ‖τ‖ recognized by τ is then defined
as the support of the weighted transformation it recognizes.
The size of τ is defined by: |τ | = |Q|+ |∆|.



7

Definition 4. A weighted trace transducer is a weighted transducer transforming weighted
trace languages into weighted trace languages.

Definition 5. Let F and F ′ be two alphabets not necessarily distinct. A relabeling from
F to F ′ is a tree homomorphism of T (F , X)→ T (F ′, X) defined by a total function of
F → F ′.

Proposition 1. Let F and F ′ be two alphabets. Every relabeling from F to F ′ is realized
by a top-down tree transducer (F ,F ′, Q, q0,∆) such that Q contains a unique state ∗ and
the rules of ∆ are of the form: ∗ (f (x1, . . . , xk)) → g (∗ (x1) , . . . , ∗ (xk)) with k ∈ N,
f ∈ F and g ∈ F ′ of arity k.

Proof. This transducer simply needs to transform every symbol of F into its associated
symbol of F ′.

Complexity results

Proposition 2. Let A be a weighted tree automaton over an alphabet F . Then the iden-
tity transformation over ‖A‖ is realized by a weighted tree transducer without ε-rules of
size O (|A|).

Proof. Straightforward as a weighted tree automaton already has a form of weighted tree
transducer precisely realizing the identity transformation over the weighted tree language
recognized by this automaton.

Proposition 3. Let A be a weighted trace automaton over an alphabet F and a semir-
ing

(
S,⊕,⊗, 0, 1

)
and let τ = (F ,F ′, Q, q0,∆) be a weighted trace transducer. Then

the weighted trace language τ (‖A‖) is recognized by a weighted trace automaton of size
O (|τ | · |A|).

Proof. Define two word alphabets Ω and Ω′ in bijection with the finite sets TAction (F)
and TAction (F ′). This induces a bijection between words of Ω∗ (resp. Ω′∗) and traces of
TTrace (F) (resp. TTrace (F ′)).
Then, since A is a weighted trace automaton and τ is a weighted trace transducer, the
result follows by direct analogy with the case of weighted string transducers on the word
alphabets Ω and Ω′: the equivalent result on words is proved in [13].

3 Weighted abstraction

We define weighted abstraction as an extension of the unweighted abstraction formalism.
As in the unweighted case, we define the functionalities to recognize using the notion of
behavior patterns. A functionality is described using an FOLTL formula, so that traces
validating this formula are traces realizing the functionality. A behavior pattern is then
defined as the set of traces realizing a given functionality, i.e. as the set of traces validating
the FOLTL formula describing this functionality.

Definition 6. A behavior pattern is a set of traces B ⊆ TTrace (FΣ) satisfying a closed
FOLTLΣ formula ϕ: B = {t ∈ TTrace (FΣ) | t |= ϕ} .
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3.1 Weighted abstraction transformation

Abstraction of a behavior pattern in a trace consists in identifying an occurrence of this
behavior pattern in the trace and in marking this occurrence by inserting an abstract
action at its level. This abstract action has the form λ(d1, . . . , dn), where λ is the symbol
of Γ associated to the behavior pattern and d1, . . . , dn are constants of Fd. The difference
with the unweighted case is that now some occurrences of the behavior pattern may realize
the functionality with some uncertainty. An abstract form of a program trace has an
associated degree of uncertainty and the detection problem then consists in determining
whether there exists some trace with an abstract form realizing a given abstract behavior
with low enough uncertainty.

Abstraction uncertainty is naturally described by the probability that a behavior pattern
occurrence actually realizes the functionality.

Example 1. Define three behavior patterns λ1 := a, λ2 := b and λ3 := c, such that
the trace b realizes the functionality associated to the behavior pattern λ2 only with
probability 0.1.
Then, assume we want to determine whether a given program exhibits, with probability
greater than 0.5, the abstract behavior described by the FOLTL formula: λ1 ∧¬λ2 Uλ3.
One solution is to compute the set of completely abstracted forms of program traces and
then to check whether one of these abstract forms is an instance of this behavior and has
an abstraction probability greater than the threshold 0.5.
Thus, consider a program whose unique trace is a · b · c. The set of completely abstracted
forms of its traces contains the trace a · λ1 · b · λ2 · c · λ3, with an abstraction probability
equal to 0.1, and the trace a · λ1 · b · c · λ3, with an abstraction probability equal to 0.9.
Thus, we deduce that the program exhibits the specified behavior.

Though abstraction uncertainty is intuitively represented by a probability, we formalize
the resulting abstraction relation using a weighted rewriting system, rather than a proba-
bilistic rewriting system. Indeed, a probability measure is too restrictive in our formalism.
For instance, define a behavior pattern λ := a · c and a behavior pattern λ′ := b · c, both
of them being abstracted with probability 1. The trace a ·b ·c can then be abstracted into
a · b · c ·λ ·λ′ with some probability p and into a · b · c ·λ′ ·λ with probability 1−p. Assume
we want to detect the behavior λ · λ′ with a probability strictly greater than p, then
detection would unexpectedly fail. This comes from the fact that we are not interested
in the probability of an abstract form with respect to other abstract forms but in the
probability of a chain of abstractions resulting in this abstract form.
For this reason, we represent the abstraction uncertainty by a weight defined over a par-
ticular commutative semiring, the tropical semiring (R+ ∪ {+∞} ,min,+,+∞, 0), where
a weight w is naturally associated to a probability p by the formula: w = − log (p). Thus,
if an abstraction has a probability p1, associated to the weight − log (p1), and if another
abstraction has a probability p2, associated to the weight − log (p2), the weight resulting
from the combined abstractions is given by: w1 ⊗ w2 = w1 + w2 = − log (p1 · p2), which
represents as expected the resulting probability of the combined abstractions. Moreover,
when an abstract form can be obtained using two different chains of abstractions, with
different weights, we are only interested in the abstraction chain with the lowest uncer-
tainty, as in the end we want to discover an abstract form whose weight does not exceed
a given threshold: the choice of min to combine weights associated to an abstract form
is therefore natural, given that the weight decreases when the probability increases. Fi-
nally, the tropical semiring is instrumental in obtaining the detection decidability results
in Section 4.
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Note that weighted abstraction could be defined in a generic way with respect to the
chosen commutative semiring. For this reason and for the sake of simplicity, we keep the
notation

(
S,⊕,⊗, 0, 1

)
to represent the tropical semiring.

We then formalize weighted abstraction using a weighted rewriting system, which we call
weighted abstraction system.
As in the unweighted abstraction formalism, we insert an abstract action of TAction (FΓ )
whenever an occurrence of some behavior pattern is discovered. For instance, the trace
a · b · c could be rewritten into a · λ1 · b · c.
When a behavior pattern occurrence is not recognized with certainty, we abstract it with
a probability p. Then we also have to consider the complementary case, associated to
the complementary probability, that the pattern be not recognized. Thus, if a behavior
pattern occurrence is abstracted into λ with a probability p, we define the complementary
abstraction of this occurrence into a dual symbol of λ in Γ , denoted by λ, with proba-
bility 1 − p. The previous example illustrates the importance of such a complementary
abstraction. Indeed, if we had chosen to simply rewrite a · b · c into a · b · λ2 · c with
probability 0.1, the trace a · b · c would admit a single normal form, a · λ1 · b · λ2 · c · λ3

with probability 0.1, and we would then wrongly infer that the program does not exhibit
the behavior λ1 ∧ ¬λ2 Uλ3. But using the complementary abstraction, trace a · b · c can
also be rewritten into a · b ·λ2 · c with probability 0.9, where λ2 is a symbol of Γ uniquely
associated to λ2, which yields the normal form a · λ1 · b · λ2 · c · λ3, with probability 0.9.
Thus Γ contains both abstraction symbols and their dual ones.
The weighted abstraction system we considered in the example is then composed of the
three following rules:

a →
{
a · λ1 : 1

}
b →

{
b · λ2 : 0.1, b · λ2 : 0.9

}
c →

{
c · λ1 : 1

}
.

When no ambiguity is possible, as for the previous system, we label a rule by its proba-
bility p rather than its weight w = − log (p).

Definition 7 (Weighted Abstraction System). Let λ ∈ Γ be an abstraction symbol,
λ ∈ Γ be its dual symbol, X be a set of variables of sort Data, x be a sequence of variables
in X and y be a variable of sort Trace. A weighted abstraction system R on TTrace (F)
over a semiring

(
S,⊕,⊗, 0, 1

)
is a finite set of rewrite rules of the form:

Ai (X) ·Bi (X) · y → {Ai (X) · λ (x) ·Bi (X) · y : wi,

Ai (X) · λ (x) ·Bi (X) · y : w′i }

or of the form:

Ai (X) ·Bi (X) · y → Ai (X) · λ (x) ·Bi (X) · y : 1

where the sets Ai (X) and Bi (X) are sets of concrete traces of TTrace (FΣ , X), wi, w′i ∈ S.
The associated unweighted abstraction system is the system Ru composed of the same
rules, where weights are not considered.

Note that, since the weight represents the abstraction probability of an occurrence of
the behavior pattern, there must exist for all i a probability pi ∈ [0..1] such that: wi =
− log (pi) and w′i = − log (1− pi) = − log

(
1− e−wi

)
.

Definition 8. The weighted reduction relation on TTrace (F) generated by a weighted
abstraction system R over a semiring

(
S,⊕,⊗, 0, 1

)
with n rewrite rules Ai (X) ·Bi (X) ·
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y →
{
Ai (X) · λ (x) ·Bi (X) · y : wi, Ai (X) · λ (x) ·Bi (X) · y : w′i

}
is the relation, also

denoted by R, such that, for all t, t′ ∈ TTrace (F) and for all w ∈ S:

t
w→R t′

⇔

∃σ ∈ InstX∪{y}, ∃p ∈ Pos (t) , ∃i ∈ [1..n] , ∃µ ∈ Γ, (µ,w) ∈
{
(λ,wi) ,

(
λ,w′i

)}
,

∃a ∈ TTrace (F) · TAction (FΣ) ,∃b ∈ TTrace (F) ,
a|Σ ∈ Ai (X)σ, b|Σ ∈ Bi (X)σ,

t|p = a · b · yσ and t′ = t [a · µ (x)σ · b · yσ]p .

The associated unweighted reduction relation is the reduction relation induced by the
unweighted abstraction system Ru and is also denoted by Ru.

The transformation generated by a weighted abstraction system is the weighted trans-
formation such that a term t ∈ TTrace (F) is transformed into a term t′ ∈ TTrace (F) with
a weight w corresponding to the sum of the weights of the rewriting steps by which t can
be rewritten into t′.

Definition 9. The weighted transformation on TTrace (F) generated by a weighted ab-
straction system R over a semiring

(
S,⊕,⊗, 0, 1

)
with n rewrite rules Ai (X) · Bi (X) ·

y →
{
Ai (X) · λ (x) ·Bi (X) · y : wi, Ai (X) · λ (x) ·Bi (X) · y : w′i

}
is the weighted trans-

formation defined as follows:

∀t, t′ ∈ TTrace (F) ,
t
w
 R t

′

⇔
there exists n weighted reduction steps t wi→R t′ and: w =

⊕
i∈[1..n] wi.

Then, a weighted abstraction transformation with respect to a given behavior pattern is
the weighted transformation generated over TTrace (F) by a weighted abstraction system,
such that the set of instances of left-hand sides of rules of the abstraction system cover
the behavior pattern set of traces.

Definition 10 (Weighted Abstraction Transformation). Let B be a behavior pat-
tern associated with an abstraction symbol λ ∈ Γ . Let X be a set of variables of sort
Data. The weighted abstraction transformation with respect to this behavior pattern over
the semiring

(
S,⊕,⊗, 0, 1

)
is the weighted transformation on TTrace (F) generated by a

weighted abstraction system over
(
S,⊕,⊗, 0, 1

)
composed of n rules Ai (X) ·Bi (X) · y →

{Ai (X) · λ (x) ·Bi (X) · y : wi, Ai (X) · λ (x) ·Bi (X) · y : w′i } verifying:

B =
⋃

i∈[1..n]

⋃
σ∈InstX∪{y}

(Ai (X) ·Bi (X))σ.

Then we generalize the definition of a weighted abstraction transformation to a set of
behavior patterns.

Definition 11. Let C be a finite set of behavior patterns. The weighted abstraction
transformation with respect to C over a semiring

(
S,⊕,⊗, 0, 1

)
is the union of the

weighted abstraction transformations with respect to each behavior pattern of C over the
semiring

(
S,⊕,⊗, 0, 1

)
.

From now on, if a behavior pattern is defined using an FOLTL formula ϕ and associated
to an abstraction symbol λ, we may describe it using the notation λ := ϕ.
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3.2 Sound weighted abstraction

Being able to abstract a behavior pattern occurrence successively into an abstract symbol
and into its dual one is not consistent. Similarly, abstracting twice the same behavior
pattern occurrence is not consistent and may distort the computation of the abstraction
weight.
Therefore we define a notion of sound weighted abstraction transformation. In this defini-
tion, for an abstract action α ∈ TAction (FΓ ), we denote by α the dual action obtained by
replacing in α the symbol of Γ by its dual one. For instance, for α = λ (d), with d ∈ Fd,
we define α = λ (d), and for α = λ (d), we define α = λ (d).

Definition 12 (SoundWeighted Abstraction Transformation). The sound weigh-
ted abstraction transformation over a semiring

(
S,⊕,⊗, 0, 1

)
for a weighted abstraction

transformation  R is the weighted transformation  Rs defined by:

∀t1, t2 ∈ TTrace (F) , ∀α ∈ TAction (FΓ ) , ∀w ∈ S
t1 · t2

w
 Rs t1 · α · t2
⇔

t1 · t2
w
 R t1 · α · t2
and

6 ∃ (u, u′) ∈ TTrace (FΓ )× TTrace (F) ,
t2 = u · α · u′ or t2 = u · α · u′.

Observe that a sound weighted abstraction transformation is terminating.
From now on, for a weighted abstraction system R, we denote by R the sound weighted
abstraction transformation generated by this system over TTrace (F). Then we define the
weighted transformation R∗ by: R∗ =

⋃
i∈NR

i
 .

4 Detection problem

From now on, we assume that R is a sound weighted abstraction transformation over
the semiring

(
S,⊕,⊗, 0, 1

)
.

As in the unweighted case, an abstract behavior describes combinations of high-level
functionalities, that is sequences of abstract actions, and is then defined by combinations
of abstraction symbols associated to behavior patterns, using an FOLTL formula ϕ on
APΓ = TAction (FΓ, X) instead of APΣ = TAction (FΣ, X).

Definition 13. An abstract behavior is a set of traces M ⊆ TTrace (FΓ) satisfying a
closed FOLTLΓ formula ϕM : M = {t ∈ TTrace (FΓ) | t |= ϕM} . When M is defined by a
formula ϕM , we write: M := ϕM .

In the following, for the sake of simplicity, the initial F operator will be implicit in the
definitions of abstract behaviors.
Detection of an abstract behavior is defined with respect to a threshold ρ ∈ S \

{
0
}
and

a program p exhibits an abstract behaviorM iff one of its traces admits an abstract form
realizing M with a weight not exceeding this threshold ρ. But rather than looking for
this abstract form among the normal forms of traces of p, as was done in the unweighted
case, we look for it among partially abstracted forms of traces of p and we then require
that the descendants of this abstract form remain infected, independently of their weight.
Indeed, working on normal forms entails that every occurrence of a behavior pattern has
been abstracted, even occurrences which do not play any role in the detection of this
abstract behavior. However, every abstraction is liable to alter the final weight and thus
to compromise detection by exceeding the threshold ρ. Moreover, one may observe that
in the unweighted case these two definitions are equivalent.
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Example 2. Define the behavior M := λ1 ∧ ¬λ2 Uλ3. Detecting M then amounts to
finding a partially abstract trace realizing M i.e., containing an action λ1 followed by
an action λ3, and such that occurrences of the behavior pattern λ2 appearing between
actions λ1 and λ3 have already been abstracted into λ2.

Interpretation of the detection threshold depends on the chosen semiring. Thus we denote
by � the order relation to verify: in the tropical semiring, we have �=≤. We choose to
include equality in order to consider “certain” detection as a particular case, i.e. ρ = 1.

Definition 14. A set of traces L exhibits an abstract behavior M defined by a formula
ϕM with respect to a threshold ρ ∈ S \

{
0
}
, which is denoted by L e�ρM , iff:

∃t ∈ L, ∃t′ ∈ TTrace (F) ,
t′ |= ϕM , R

∗
 (t, t′) � ρ

and
∀t′′ ∈ R∗u(t′), t′′|Γ |= ϕM .

As the weighted set R∗ (t, t′) is not computable in general, we generalize the (m,n)-
completeness property to the weighted case. This property conveys the fact that if there
exists a partially abstracted trace t′ as in Definition 14, then it can be discovered in at
most m abstraction steps and then n abstraction steps are sufficient to verify that its
descendants still realize M .
Intuitively, the m steps are used to insert in a trace exhibiting M the abstract actions
ensuring recognition ofM (for instance, actions λ1 and λ3 for the signature λ1∧¬λ2 Uλ3),
and the n steps are used to check that every important abstraction has been carried out
(for instance, that no abstraction could insert an action λ2 between actions λ1 and λ3).
Thus, we can consider that the cost (and accordingly the threshold) of abstraction only
concerns the first m steps.

Definition 15 ((m,n)-completeness). Let M be an abstract behavior and m and n
be positive numbers. M has the property of (m,n)-completeness iff for every threshold
ρ ∈ S \

{
0
}
and for every set of traces L ⊆ TTrace (FΣ):

L e�ρM
⇔

∃t ∈ L, ∃t′ ∈ TTrace (F) , ∃i ≤ m, Ri (t, t′) � ρ
and

∀t′′ ∈ R≤nu (t′), t′′|Γ |= ϕM .

Example 3. Consider the behavior M := λ1 ∧ ¬λ2 Uλ3 and let w2 be the minimum
weight of a rule inserting an action λ2. Values of m and n are defined as follows.
Intuitively, m must be at least equal to 2 in order to insert in a trace the actions λ1 and
λ3. Moreover, if occurrences of the behavior pattern λ2 appear between both actions,
they must have been abstracted into λ2 during the m steps (otherwise, they could be
abstracted into λ2 during the n steps, which would result in a descendant not realizing
M). Yet, if the trace t′ exists, its weight does not exceed the threshold ρ so at most
ρ/w2 occurrences of the behavior pattern λ2 were abstracted into λ2. Thus we choose:
m = 2 + ρ/w2.
Assume now that, for a certain i ≤ m, we have such a trace t′ in Ri (L) which realizes
M , with a weight not exceeding the threshold ρ. In order to determine whether its
descendants still realize M , it is enough to only consider its descendants at the order 1,
so as to check that no occurrence of the behavior pattern λ2 was forgotten between actions
λ1 and λ3. Indeed, if an occurrence of the behavior pattern λ2 can be abstracted after
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several reductions of t′, it can be abstracted directly in t′. This permutation property of
abstraction steps will be formally established later. Thus we choose: n = 1.
We will show in Theorem 3 that these values are correct. Notice incidentally that, when
w2 = 0, i.e. occurrences of the behavior pattern λ2 are never abstracted into λ2, we get
the (2, 1)-completeness from the unweighted case.

We now show that detection of a behavior having a property of (m,n)-completeness is
decidable in the case of a rational weighted abstraction transformation.
To this end, we define the unweighted set of traces realizing M and whose descendants
up to the order n still realize M .

Definition 16. Let R be a sound weighted abstraction transformation. Let M be a be-
havior defined by a formula ϕM having the property of (m,n)-completeness. The set of
traces n-exhibiting M with respect to R is the set:{

t ∈ TTrace (F) | ∀t′ ∈ R≤nu (t), t′
∣∣
Γ
|= ϕM

}
.

When M is regular and when the inverse of the unweighted abstraction relation Ru is
rational, the set of traces n-exhibiting M is regular.

Lemma 1. Let R be a sound weighted abstraction transformation over a semiring(
S,⊕,⊗, 0, 1

)
, such that the relation R−1

u is rational. Let M be a regular abstract be-
havior with the property of (m,n)-completeness for some positive integers m and n.
Then the set of traces n-exhibiting M is regular.

Proof. As the set of traces n-exhibiting M is defined by:{
t ∈ TTrace (F) | ∀t′ ∈ R≤nu (t), t′

∣∣
Γ
|= ϕM

}
and as Ru is an unweighted abstraction relation, this result is an instance of Lemma 3XX
in [REF FMCAD].

Detection decidability in the case of a behavior having the property of (m,n)-completeness
follows.

Theorem 1. Let R be a sound weighted abstraction transformation over the tropical
semiring

(
S,⊕,⊗, 0, 1

)
such that R and R−1

u are rational. There exists a detection
procedure deciding whether Le�ρM , for every regular set of traces L, for every threshold
ρ ∈ S \

{
0
}

and for every regular abstract behavior M having the property of (m,n)-
completeness for some positive integers m and n.

Proof. We define, in the tropical semiring:

R≤m =
⋃

0≤i≤m

Ri .

Then, for all t′ ∈ TTrace (F):

R≤m (L)(t′) =
⊕
t∈L

R≤m (t, t′) =
⊕
t∈L

⊕
0≤i≤m

Ri (t, t′).

Observing that ⊕ = min and �=≤ in the tropical semiring, the property of (m,n)-
completeness can then be stated as follows:

L e�ρM
⇔

∃t′ ∈ TTrace (F) , R≤m (L) (t′) � ρ
and

∀t′′ ∈ R≤nu (t′) , t′′|Γ |= ϕM .
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Denoting byM ′′ the set of traces n-exhibitingM and by IdM′′ the identity transformation
over M ′′, (m,n)-completeness of M can be restated as:

L e�ρM
⇔

∃t′ ∈M ′′, R≤m (L) (t′) � ρ
⇔

∃t′ ∈ TTrace (F) , IdM′′
(
R≤m (L)

)
(t′) � ρ.

M ′′ is regular by Lemma 1, so IdM′′ is rational by Proposition 2. Moreover, R is rational
and L is regular, so R≤m (L) is regular too, as well as IdM′′

(
R≤m (L)

)
.

Finally, in the tropical semiring, searching for the path of minimum weight in a weighted
tree automaton takes linear time [7].

We now show that abstract behaviors considered in practice have the property of (m,n)-
completeness. To this end, we establish several preliminary results.

Definition 17 (Concrete Position). Let t be a term of TTrace (F) and t′ be a subterm
of t of sort Trace. The concrete position of t′ in t is the position of t′|Σ in t|Σ.

Definition 18 (Reduction at a Concrete Position). Let R be a weighted abstraction
system over a semiring

(
S,⊕,⊗, 0, 1

)
. We say that a trace t = t1 · t2 is reduced by R

into t1 ·α · t2 at the concrete position p with weight w, denoted by t1 · t2
w→p t1 ·α · t2, iff

t1 · t2
w→R t1 · α · t2 and p is the concrete position of t2 in t.

Proposition 4. Let R be a sound weighted abstraction transformation over the tropical
semiring

(
S,⊕,⊗, 0, 1

)
. Let t ∈ TTrace (FΣ) and t′ ∈ TTrace (F) be two terms and let two

abstraction sequences by R be:

t
w1 R . . .

wn R t
′

and:

t
w′1 R . . .

w′
n′ R t

′.

Then n = n′ and:
w1 ⊗ . . .⊗ wn = w′1 ⊗ . . .⊗ w′n′ .

Proof. By definition of  R, in the tropical semiring, given that wi is the smallest wji

such that ti
w
j
i→ ti+1, there exists two reduction sequences by R of the form:

t = t1
w1→p1 . . .

wn→pn t
′

and:

t
w′1→p′1

. . .
w′
n′→ p′

n′
t′

where p1, . . . , pn and p′1, . . . , p′n′ are the concrete positions at which reductions are carried
out.
Both sequences transform t into t′ so the second sequence insert the same abstract ac-
tions, at the same concrete positions, than the first sequence, but in a different order.
In other words, n = n′ and there exists a permutation σ : [1..n] → [1..n] such that:
∀i ∈ [1..n] , p′σ(i) = pi.
Moreover, since by definition of  R, the weight wi and w′i are respectively the smallest
weights associated to the i-th abstraction, for all i in [1..n], we have as expected: w1 ⊗
. . .⊗ wn = w′1 ⊗ . . .⊗ w′n′ .
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We deduce the following corollary, in the tropical semiring.

Corollary 1. Let R be a sound weighted abstraction transformation over the tropical
semiring

(
S,⊕,⊗, 0, 1

)
. Let t ∈ TTrace (FΣ) and t′ ∈ TTrace (F) be two terms. For every

abstraction sequence t w1 . . .
wn t′ by R , we have:

w1 ⊗ . . .⊗ wn = R∗ 
(
t, t′
)
.

Proof. R∗ =
⋃
i∈NR

i
 so: R∗ (t, t′) = min

i∈N
Ri (t, t′).

Moreover, Ri (t, t′) = min
t
w1 R...

wi Rt′
w1 ⊗ . . .⊗ wi so:

R∗ 
(
t, t′
)
= min
i∈N, t

w1 R...
wi Rt′

w1 ⊗ . . .⊗ wi.

The result then follows from the previous proposition.

We now extend the definition of a reduction at a concrete position (see Definition 18) to
an abstraction at a concrete position.

Definition 19 (Abstraction at a Concrete Position). Let R be a weighted abstrac-
tion system over a semiring

(
S,⊕,⊗, 0, 1

)
. We say that a trace t = t1 · t2 is abstracted

by R (resp. Ru) into t1 · α · t2 at the concrete position p with weight w, denoted by
t1 · t2

w
 p t1 · α · t2, iff t1 · t2

w
 t1 · α · t2 by R (resp. Ru) and p is the concrete position

of t2 in t.

Lemma 2. Let R be a weighted abstraction system over the tropical semiring
(
S,⊕,⊗, 0, 1

)
.

Let t ∈ TTrace (F) be a trace and α1, . . . , αk ∈ TAction (FΓ ) be abstract actions. Let a

weighted abstraction chain by R (resp. Ru) from t be: t
w1

→∗ t1 · t′1
w′1→p1 t1 · α1 · t′1

w2

→∗

t2 · t′2
w′2→p2 t2 · α2 · t′2

w3

→∗ . . .
wk

→∗ tk · t′k
w′k→pk tk · αk · t

′
k where we distinguish k abstraction

steps. Then, we have the following reduction sequence by R (resp. Ru):

∃u1, . . . uk, u
′
1, . . . u

′
k ∈ TTrace (F) ,

t
w′1→p1 u1 · α1 · u′1

w′2→p2 u2 · α2 · u′2
w′3→p3 . . .

w′k→pk uk · αk · u
′
k.

Proof. By induction on the length l of the derivation t→∗ tk. · αk · t′k.
– For the case l = 1, we have: t w1→p1 t1 · α1 · t′1. Hence, we define u1 = t1 and u′1 = t′1.
– For the general induction step, assume the property for l = n. We prove the property

for l = n+ 1. By the induction hypothesis applied to t
w1

→∗ t1 · t′1
w′1→p1 t1 · α1 · t′1

w2

→∗

t2 · t′2 . . .
wk

→∗ tk · t′k
w′k→pk tk ·αk · t

′
k, we have: ∃u1, . . . uk, u

′
1, . . . , u

′
k ∈ TTrace (F) , t

w′1→p1

u1 · α1 · u′1
w′2→p2 . . .

w′k→pk uk · αk · u
′
k.

For l = n + 1, the chain of length n is extended by tk · αk · t′k
wk+1

→∗ tk+1 · t′k+1

w′k+1→
tk+1 · αk+1 · t′k+1.
We want to rewrite uk · αk · u′k into uk+1 · αk+1 · u′k+1.

Now, existence of the reduction tk+1 · t′k+1

w′k+1→ tk+1 ·αk+1 · t′k+1 entails the existence
of an occurrence of the behavior pattern Bk+1 in tk+1 · t′k+1. This occurrence also
appears in uk ·αk · u′k and can therefore be abstracted at the same concrete position
pk+1 with the same weight w′k+1, hence the existence of terms uk+1 and u′k+1 such

that: uk · αk · u′k
w′k+1→ pk+1 uk+1 · αk+1 · u′k+1.
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Lemma 3. Let R be a weighted abstraction system over the tropical semiring
(
S,⊕,⊗, 0, 1

)
.

Let t ∈ TTrace (F) be a trace and α1, . . . , αk ∈ TAction (FΓ ) be actions. Let a weighted ab-

straction chain by R from t be: t
w1

 ∗ t1 · t′1
w′1 p1 t1 · α1 · t′1

w2

 ∗ t2 · t′2
w′2 p2 t2 · α2 · t′2

w3

 ∗

. . .
wk

 ∗ tk · t′k
w′k pk tk · αk · t

′
k where we distinguish k abstraction steps. Then:

∃u1, . . . uk, u
′
1, . . . u

′
k ∈ TTrace (F) ,

t
w′1 p1 u1 · α1 · u′1

w′2 p2 u2 · α2 · u′2
w′3 p3 . . .

w′k pk uk · αk · u
′
k.

Proof. By definition of  R, over the tropical semiring (where ⊕ = min), there exists a

reduction sequence t
w1

→∗ t1 · t′1
w′1→p1 t1 · α1 · t′1

w2

→∗ t2 · t′2
w′2→p2 t2 · α2 · t′2

w3

→∗ . . .
wk

→∗

tk · t′k
w′k→pk tk · αk · t

′
k.

By Lemma 2, we have the following reduction sequence by R:

∃u1, . . . uk, u
′
1, . . . u

′
k ∈ TTrace (F) ,

t
w′1→p1 u1 · α1 · u′1

w′2→p2 u2 · α2 · u′2
w′3→p3 . . .

w′k→pk uk · αk · u
′
k.

We now show, by contradiction, that for each reduction ui−1 · αi−1 · u′i−1

w′i→pi ui · αi · u′i
by R with i ∈ [1..k], the weight w′i is the minimum weight of such a reduction and that
we therefore have, by Definition 9 of the weighted abstraction transformation  R in the

tropical semiring (where ⊕ = min): ui−1 · αi−1 · u′i−1

w′i pi ui · αi · u′i.
Assume there exists an index i ∈ [1..k] such that there exists a reduction ui−1 · αi−1 ·

u′i−1

w′′i→pi ui · αi · u′i with w′′i < w′i. This entails that there exists an occurrence of the
behavior pattern Bi in ui−1 · αi−1 · u′i−1 such that we can apply a rewrite rule of weight
strictly lower than w′i. So this rule could also be applied to the term ti · t′i, at the same

concrete position of ti ·t′i
w′′i→pi ti ·αi ·t′i. Yet, by hypothesis, ti ·t′i

w′i R ti ·αi ·t′i and weights
are defined over the tropical semiring where ⊕ = min. So, by definition of the weighted
abstraction transformation  R (see Definition 9), w′i must be the smallest weight of a
reduction of ti · t′i into ti · αi · t′i, contradicting hypothesis w′′i < w′i.
We deduce that, for all i ≤ k, w′i is the smallest weight of a reduction of ui−1 ·αi−1 ·u′i−1

into ui · αi · u′i. Hence, by Definition 9 of the weighted abstraction transformation  R ,
we have, in the tropical semiring, by R:

t
w′1 p1 u1 · α1 · u′1

w′2 p2 u2 · α2 · u′2
w′3 p3 . . .

w′k pk uk · αk · u
′
k.

We can now prove that abstract behaviors considered in practice have a property of
(m,n)-completeness.

Theorem 2. Let Y be a set of variables of sort Data. Let α1, . . . , αm ∈ TAction (FΓ , Y ).
Then the abstract behavior M := ∃Y. α1 � α2 � . . . � αm has the property of (m, 0)-
completeness.

Proof. Let ϕM = ∃Y.F(α1 � α2 � . . .� αm).
We need to show that:

L e�ρM
⇔

∃t ∈ L,∃t′ ∈ TTrace (F) ,∃i ≤ m, Ri (t, t′) � ρ
and

t′|Γ |= ϕM .



17

First, by the semantics of FOLTL, a trace t ∈ TTrace (FΓ ) validates the formula ∃Y.F(α1�
α2� . . .�αm) iff t can be written t = t′1 · t′2 with t′1, t′2 ∈ TTrace (FΓ ) and t′2 validating the
formula ∃Y. α1�α2� . . .�αm. Then, t′2 validates the formula ∃Y. α1�α2� . . .�αm iff
there exists an instantiation σY ∈ InstY such that t′2 validates the formula α1σY �α2σY �
. . .�αmσY , equivalent to the formula α1σY ∧X(>Uα2σY ∧X(>U . . .∧X(>UαmσY ))).
So the trace t′2 validates formulas α1σY and X(>Uα2σY ∧X(>U . . .∧X(>UαmσY ))).
Hence, t′2 is of the form:

t′2 = α1σY · t1 · α2σY · t2 · · ·αmσY · tm

where t1, . . . , tm ∈ TTrace (FΓ ).

⇒: By definition of the exhibition of M by L, there exists a trace t ∈ L with a partially
abstracted form t̂ by R such that t̂

∣∣
Γ
|= ϕM , w = R∗ (t, t̂) � ρ and ∀t′′ ∈ R∗u(t̂)

∣∣
Γ
, t′′ |=

ϕM .
Since t̂

∣∣
Γ
|= ϕM , there exists an instantiation σY ∈ InstY such that:

t̂ = t0 · α1σY · t1 · α2σY · t2 · · ·αmσY · tm

where t0, . . . , tm ∈ TTrace (F).
By Corollary 1, any sequence of transformations t w1 R . . .

wn R t̂ has the weight w =
w1 ⊗ . . . ⊗ wn. Since by hypothesis t̂ is a partially abstracted form of t, there exists at
least one such sequence.
Then, by applying Lemma 3 to this sequence, there exists u0, . . . , um ∈ TTrace (F) such
that t is transformed by R into a trace t′ = u0 · α1σY · u1 · · ·αmσY · um in exactly m
steps with a weight w′ = wi1 ⊗ . . . ⊗ wim , for some sequence of distinct indices (ij)j in
[1..n].
Therefore, in the tropical semiring: Rm(t, t′) � w′ and w′ � w � ρ. Moreover t′|Γ |= ϕM .

⇐: Let t ∈ L, i ≤ m and t′ ∈ TTrace (F) be a partially abstracted form of a trace of L
such that: Ri(t, t′) � ρ and t′|Γ |= ϕM .
So t′ can be written t′ = t0 · α1σY · t1 · · ·αmσY · tm, where t0, . . . , tm ∈ TTrace (F)
and σY ∈ InstY . Clearly, any future abstraction of t′ by Ru will still be of the form
u0 · α1σX · u1 · · ·αmσX · um and will hence validate ϕM . So t′ satisfies the condition of
Definition 14, entailing: L e�ρM .

For a behavior pattern λ, let Rλ denote the restriction of the weighted abstraction trans-
formation R to abstraction with respect to λ. We say that two behavior patterns λ and
λ′ are independent iff: Rλ;Rλ′ = Rλ′ ;Rλ.

Example 4. Let λ := a · c and λ′ := b · c be two behavior patterns such that abstraction
inserts the abstraction symbol after action c. Trace a ·b ·c is abstracted into a ·b ·c ·λ′ ·λ by
Rλ;Rλ′ and into a · b · c ·λ ·λ′ by Rλ′ ;Rλ so these behavior patterns are not independent.

Then we get the following result.

Theorem 3. LetM := ∃Y. λ1(x1)∧¬(∃Z. λ2(x2))Uλ3(x3) be an abstract behavior where
Y and Z are two disjoint sets of variables of sort Data and where λ2 6= λ1, λ2 6= λ3 and
λ2 is independent from λ3. Let w2 ∈ S be the smallest weight of an abstraction rule
inserting λ2. Then M has the property of (2 + ρ/w2, 1)-completeness.

Proof. Let ϕM = ∃Y.F(λ1 (x1) ∧ ¬ (∃Z. λ2 (x2)) Uλ3 (x3)).
Let’s denote the actions λ1 (x1), λ2 (x2) and λ3 (x3) by α1, α2 and α3 respectively.
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Let L ⊆ TTrace (FΣ) be a set of traces. We need to show that:

L e�ρM
⇔

∃t ∈ L, ∃t′ ∈ TTrace (F) , ∃i ≤ 2 + ρ/w2, R
i
 (t, t′) � ρ

and
∀t′′ ∈ R≤1

u (t′) , t′′|Γ |= ϕM .

⇒: By definition of the exhibition of M by L, there exists a trace t ∈ L with a par-
tially abstracted form t̂ by R such that t̂

∣∣
Γ

validates ϕM , w = R∗ (t, t̂) � ρ and
∀t′′ ∈ R∗u(t̂), t′′|Γ |= ϕM . So there exists an instantiation σY ∈ InstY such that:

t̂ = t1 · α1σY · t2 · α3σY · t3

where t1, t2, t3 ∈ TTrace (F) and t2 contains no instance of α2σY .
Moreover, we decompose t2 in order to identify all possible occurrences of α2σY :

t2 = t12 · α2σY σZ,1 · t22 · · · tn2 · α2σY σZ,n · tn+1
2

where t12 . . . , tn+1
2 ∈ TTrace (F), σZ,1, . . . , σZ,n ∈ InstZ and no instance of α2σY appears

in t12 . . . , tn+1
2 .

Observe that n ≤ ρ/w2. Indeed, if w2 = 0, then no instance of α2 could appear, whereas
if w2 6= 0, each instance of α2σY adds a weight of at least w2 to the final weight of t̂,
which must be lower than ρ.

We first define a term t′ with a weight less than ρ in Ri (t) for some i ≤ 2 + ρ/w2 such
that t′ contains the same occurrence α1σY · α2σY σZ,1 · · ·α2σY σZ,n · α3σY of M than t̂
and then we show that its future abstractions until the order 1 still realize M .
By Corollary 1, any sequence of transformations by  R from t to t̂ = t1 · α1σY · t12 ·
α2σY σZ,1 · t22 · · · tn2 · α2σY σZ,n · tn+1

2 · α3σY · t3 has the weight w = R∗(t, t̂) � ρ. Since
w � ρ 6= 0, there exists at least one such sequence.
Then, by applying Lemma 3 to this sequence, there exists traces u1, u1

2, . . . , un+1
2 , u3 and

a weight w′ such that: t
w′

 ∗R u1 ·α1σY ·u1
2 ·α2σY σZ,1 ·u2

2 · · ·un2 ·α2σY σZ,n ·un+1
2 ·α3σY ·u3

in n+ 2 steps. Moreover, in the tropical semiring, w′ � w � ρ.
Therefore we define:

t′ = u1 · α1σY · u1
2 · α2σY σZ,1 · u2

2 · · ·un2 · α2σY σZ,n · un+1
2 · α3σY · u3.

Since t ∈ L is concrete, u1, u
1
2, . . . , u

n+1
2 , u3 contain no abstract action, so t′|Γ = α1σY ·

α2σY σZ,1 · · ·α2σY σZ,n · α3σY |= ϕM . Finally, let i = n + 2. Therefore, t
w′

 i
R t′ and, by

Corollary 1, Ri (t, t′) is the weight of any sequence of transformations of t in t′ by R,
so Ri (t, t′) = w′. Moreover, we observed previously that n ≤ ρ/w2, so i ≤ 2 + ρ/w2.
Therefore, with our previous observation that w′ � ρ:

∃t′ ∈ TTrace (F) , ∃i ≤ 2 + ρ/w2, R
i(t, t′) � ρ.

We now show that: ∀t′′ ∈ R≤1
u (t′) , t′′|Γ |= ϕM . We already have: t′|Γ |= ϕM . Assume

that there exists a t′′ ∈ Ru (t
′)|Γ such that t′′ 6|= ϕM i.e., that t′ can be rewritten by

Ru in such a way that an action α2σY σ
′
Z is inserted within a subterm ui2 of t′ for some

instantiation σ′Z ∈ InstZ . Let p1 be the concrete position of α1σY in t′ and p3 be the
concrete position of α3σY in t′. The occurrence of the behavior pattern related to this
insertion appears in t and can be abstracted in t at the same concrete position, that is
between p1 excluded and p3 included. So there are two cases for t̂:
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– This occurrence has already been abstracted in t̂, so an action α2σY σ
′
Z or α2σY σ

′
Z

has been inserted at a concrete position between p1 excluded and p3 included in a
term from the abstract derivation from t to t̂. Since behavior patterns λ2 and λ3 are
independent, their abstractions cannot take place at the same concrete position, so
the occurrence could not be abstracted at the position p3. Hence, the abstract action
was inserted at a concrete position between p1 excluded and p3 excluded. Hence it
appears in t2.
Finally, as t2 cannot contain, by hypothesis, any instance of α2σY , the inserted
abstract action must be one of the actions α2σY σZ,i identified in t̂. But when applying
Lemma 3 to construct t′, we already considered the associated behavior pattern
occurrence. Hence, the inserted abstract action cannot be an action α2σY σ

′
Z either.

– This occurrence has not yet been abstracted in t̂. Then it can be abstracted in t̂ at a
concrete position between p1 excluded and p3 included, that is after a concrete action
of t2 and before the action α3σY . So this results in a trace t′′ whose projection on Γ
does not realize M , contradicting the hypothesis on t̂: ∀t′′ ∈ R∗u(t̂), t′′|Γ |= ϕM .

⇐: We reason by contradiction. Let t ∈ L, t′ ∈ TTrace (F) and i ≤ 2 + ρ/w2 such that:
Ri(t, t′) = w � ρ and ∀t′′ ∈ R≤1

u (t′) , t′′|Γ |= ϕM . Assuming that L does not exhibit M ,
we construct a trace t′1 ∈ R≤1

u (t′) which does not realize M , contradicting the fact that
∀t′′ ∈ R≤1

u (t′) , t′′|Γ |= ϕM .
In particular, t′|Γ |= ϕM so there exists an instantiation σY ∈ InstY such that we can
decompose t′ into

t′ = t1 · α1σY · t2 · α3σY · t3
where t1, t2, t3 ∈ TTrace (F) and t2 contains no instance of α2σY .
Assume L does not exhibit M . Then, by Definition 14, since R∗(t, t′) � Ri(t, t′) � ρ
in the tropical semiring, there must exist a trace t′′ ∈ R∗u(t

′) such that t′′|Γ 6|= ϕM .
By definition of M , there must exist an instantiation σZ ∈ InstZ such that an abstract
action α2σY σZ has been inserted into a term of the derivation from t′ to t′′ by →Ru , at
a concrete position p between α1σY and α3σY . By Lemma 3, we could have inserted this
action α2σY σZ directly in the term t′, at the same concrete position p, that is between
actions α1σY and α3σY . Let t′′′ be the term we would have obtained. Then t′′′|Γ 6|= ϕM ,
contradicting the hypothesis ∀t′′ ∈ R≤1

u (t′)
∣∣
Γ
, t′′ |= ϕM .

Observe that we can refine the bound in the previous theorem by considering the weights
w1 and w3 representing the minimum weights associated to the abstraction of an oc-
currence of λ1 and λ3 respectively. Then, the considered behavior has a property of
(2 + (ρ− w1 − w3) /w2, 1)-completeness.
We notice moreover that, when abstraction rules of the behavior pattern associated to
λ2 are weighted by 1 (i.e. abstraction is certain for λ2), the action λ2 is never inserted so
w2 = 0 = +∞ in the tropical semiring, which entails that the behavior has the property
of (2, 1)-completeness.

5 Rational Abstraction

By Definition 10, the abstraction transformation is a weighted transformation of TTrace (F)
×TTrace (F)→ S. We show that this transformation is realized by a weighted linear non-
deleting top-down tree transducer, i.e. that it is rational.
In order to prove the rationality results, we define an alphabet Γ ′ distinct from Γ in
bijection with alphabet Γ and we adapt abstraction, so that the inserted abstract action
is defined on Γ ′. This allows us to isolate in an abstract term the inserted abstract
action from abstract actions existing prior to the abstraction. Thus, let’s denote by
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F ′ the extended alphabet F ∪ Γ ′. For λ ∈ Γ , we denote by λ′ ∈ Γ ′ its associated
symbol, and for an action α ∈ TAction (FΓ ), we denote by α′ ∈ TAction (F ′Γ ′) its associated
action on Γ ′. Finally, we define the relabelings lΓ ′→Γ : TTrace (F ′) → TTrace (F) and
lΓ→Γ ′ : TTrace (F)→ TTrace (F ′).
The abstraction transformation inserting actions of Γ ′ is then defined in the following
way.

Definition 20. Let R be a sound weighted abstraction transformation over a semiring(
S,⊕,⊗, 0, 1

)
. The weighted abstraction transformation induced by R on Γ ′ over the

semiring
(
S,⊕,⊗, 0, 1

)
is the weighted transformation R′ : TTrace (F) × TTrace (F ′) → S

defined by:
∀t1, t2 ∈ TTrace (F) , ∀α ∈ TAction (FΓ ) ,

t1 · t2
w
 R′ t1 · α′ · t2
⇔

t1 · t2
w
 R t1 · α · t2.

We first show the rationality of R′ and we then deduce the rationality of R. To this end,
we use the following definition and lemma.

Definition 21. Let Ω ⊆ Fa and Ω′ ⊆ Fa be two disjoint sets of function symbols. Let
s : TTrace (FΩ′)→ S be a weighted set. The Ω-generalized form of s, denoted by qΩ (s),
is the weighted set s′ of TTrace (FΩ∪Ω′) defined by:

∀t ∈ TTrace (FΩ∪Ω′) , s′ (t) = s
(
t|Ω′

)
.

qΩ (s) denotes the inverse projection of the weighted set. In a sense, this amounts to
randomly injecting actions of Ω into the terms of s, without modifying their weight.
For instance, on unweighted sets, let Ω′ = {a, b} and Ω = {c, d} and let s be the set
s = {a · b, c}. Then:

qΩ (s) = TTrace (FΩ) · a · TTrace (FΩ) · b · TTrace (FΩ)
∪

TTrace (FΩ) · c · TTrace (FΩ) .

Lemma 4. Let Ω ⊆ Fa and Ω′ ⊆ Fa be two disjoint sets of function symbols and let
s : TTrace (FΩ′) → S be a weighted set recognized by a weighted tree automaton A. Then
qΩ (s) is recognized by a weighted tree automaton of size O (|A|).

Proof. We define a weighted top-down tree transducer τ = (FΩ′ ,FΩ∪Ω′ , {qt, qa, qd} , qt,∆)
such that: ‖τ‖ (s) = qΩ (s).
∆ is composed of the following rules:
– qt (· (x1, x2))→ · (qa (x1) , qt (x2));
– qt (ε)→ ε;
– for all f ∈ Ω′ of arity k ∈ N, ∆ contains the rule:
qa (f (x1, . . . , xk))→ f (qd (x1) , . . . , qd (xk));

– for all d ∈ Fd, ∆ contains the rule:
qd (d)→ d;

– for all term α ∈ TAction (FΩ), ∆ contains the rule:
qt (x)→ · (α, qt (x)).

The transducer τ realizes qΩ and is linear, nondeleting and of constant size with re-
spect to A. Application of Proposition 3 thereby entails that the weighted tree language
qΩ (s) = τ (s) is recognized by a weighted tree automaton of size O (|τ | · |A|) = O (|A|).
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Lemma 5. Let R be a sound weighted abstraction transformation and R′ be the weighted
transformation induced by R over Γ ′. Let I = R′ (TTrace (F)) be the image of TTrace (F)
by  R′ . Then:
1. For all t ∈ TTrace (F), t′ ∈ TTrace (F ′) and for all w ∈ S \

{
0
}
:

t
w
 R′ t

′ ⇒ t = t′
∣∣
Σ∪Γ .

2. For all t′ ∈ TTrace (F ′):
I
(
t′
)
= R′

(
t′
∣∣
Σ∪Γ , t

′) .
3. For all t′ ∈ TTrace (F ′):

t′
∣∣
Σ∪Γ

I(t′)
 R′ t

′.

Proof. Let’s prove the first result.
As w 6= 0, reduction by R′ operates as defined in Definition 20, so there exists t1, t2 ∈
TTrace (F) and α ∈ TAction (F ′) such that: t = t1 · t2 and t′ = t1 · α′ · t2 . Hence, the
trace t′ only differs from t by an abstract action of TAction (F ′Γ ′). As t ∈ TTrace (F) and
α′ ∈ TAction (FΓ ′), we have: t′|Σ∪Γ = t.

Let’s prove the second result.

I
(
t′
)
= R′ (TTrace (F))

(
t′
)
=

⊕
t ∈ TTrace (F) ,

t
w
 R′ t

′

w =
⊕

t∈TTrace (F)

R′
(
t, t′
)
.

Two cases are then possible:
– Either I (t′) = 0, in which case, by the above equality: ∀t ∈ TTrace (F) , R′ (t, t′) = 0

and in particular: R′
(
t′|Σ∪Γ , t

′) = 0. Hence the result.
– Or I (t′) 6= 0, in which case, by the above equality: ∃t ∈ TTrace (F) , R′ (t, t′) 6= 0,

i.e. t
R′(t,t′)
 R′ t

′ with R′ (t, t′) 6= 0. By the first result, the only term t such that
R′ (t, t′) 6= 0 is the term t′|Σ∪Γ . So the sum

⊕
t∈TTrace(F) R

′ (t, t′) is reduced to
R′
(
t′|Σ∪Γ , t

′).
Finally, the third result is a reformulation of the second result.

Let R be a weighted abstraction system associated to a behavior pattern B. We define
the weighted set of instances of the right-hand side of a rule Ai (X) · Bi (X) · y →
{Ai (X) · λ (x) · Bi (X) · y : wi, Ai (X) · λ (x) · Bi (X) · y : w′i } as the weighted set
associating to each term of

⋃
σ∈InstX∪{y}

Ai (X) ·λ (x) ·Bi (X) ·y a weight wi and to each

term of
⋃
σ∈InstX∪{y}

Ai (X)·λ (x)·Bi (X)·y a weight w′i. We then define the weighted set
of instances of right-hand sides of rules as the union of weighted sets of each right-hand
side of rule. The weight of a term t in this set is thus the sum of the weights of t in each
set of instances.

Lemma 6. Let B be a behavior pattern and R be a sound weighted abstraction trans-
formation with respect to B defined from an abstraction system whose set of weighted
instances of right-hand sides of rules is recognized by a weighted tree automaton AR.
Then:
– The weighted transformation R′ induced by R on Γ ′ is rational.
– For any weighted set s of TTrace (F) recognized by a weighted trace automaton A,
R′ (s) is recognized by a weighted trace automaton of size O (|A| · |AR|).
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Proof. First, in order to simplify the proof, we slightly modify the abstraction system
associated to B so that filtering of left-hand sides of rules during abstraction covers whole
traces. Observe first that this filtering already covers traces on their right. So we slightly
modify the sets defining the rules associated to the behavior pattern B by concatenating
on their left the sets Ai with TTrace (FΣ). For instance, for the behavior pattern λ := a,
we define Ai = TTrace (FΣ) · a and Bi = {ε}, instead of Ai = {a} and Bi = {ε}.
Recall that a behavior pattern is defined on TTrace (FΣ). This modification does not alter
the abstraction transformation, it has a constant impact on the size of automatonAR
and, above all, it allows us to simplify the definition of the weighted reduction relation
generated by R (see Definition 8) in the following way:

∀t, t′ ∈ TTrace (F) ,∀w ∈ S,

t
w→R t′

⇔

∃σ ∈ InstX∪{y},∃i ∈ [1..n] , ∃µ ∈ Γ, (µ,w) ∈
{
(λ,wi) ,

(
λ,w′i

)}
,

∃a ∈ TTrace (F) · TAction (FΣ) ,∃b ∈ TTrace (F) ,
a|Σ ∈ Ai (X)σ, b|Σ ∈ Bi (X)σ, t = a · b · yσ and t′ = a · µ (x)σ · b · yσ.

(1)

We deduce the following intermediary result when trace t is concrete:

∀t ∈ TTrace (FΣ) , ∀t′ ∈ TTrace (F) ,∀w ∈ S,
t
w→R t

′

⇔
t′ is an instance of a right-hand side of rule of R of weight w.

(2)

Indeed, by (1), t′ can be written t′ = a · µ (x)σ · b · yσ with a|Σ ∈ Ai (X)σ and b|Σ ∈
Bi (X)σ. And since t = a · b · yσ is concrete, we have a|Σ = a, b|Σ = b, yσ ∈ TTrace (FΣ)
and: t′ ∈ σ(Ai(X) · µ(x) ·Bi(X) · y).

Let C be the weighted set of instances of right-hand sides of rules of R.
We construct a transducer realizing  R′ , in the following way.
Let I be the image of TTrace (F) by  R′ : I = R′ (TTrace (F)).
First, we show that I is a regular set which can be expressed in terms of the weighted
set lΓ→Γ ′ (C).
Second, we simulate the weighted transformation  R′ by the functional composition of
two transformations:
– a first unweighted transformation Rpick, which injects, at a random location, an

action α′ of TAction (F ′Γ ′) into the trace t ∈ TTrace (F) to abstract, yielding a trace t′;
– a second weighted transformation IdI which realizes the identity transformation over

the weighted set I previously constructed and which therefore guarantees that t′ is
in the image of TTrace (F) by R′.

Let’s prove the first point. We express the set I = R′ (TTrace (F)) in terms of the set
C of instances of right-hand sides of rules of R.
To this end, we define the unweighted set V alid of traces verifying the soundness condition
of Definition 12 applied to R′:

V alid =
⋃
α∈TAction (FΓ ) TTrace (F) · TAction (FΣ) · α′·

(TTrace (F) \ (TTrace (FΓ ) · {α, α} · TTrace (F))) .

Let u, v ∈ TTrace (F) be two terms and α ∈ TAction (FΓ ) be an action. We denote by α′

its associated action in TAction (F ′Γ ′).
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Assume we have, for some non-null weight w ∈ S \
{
0
}
:

u · v w
 R′ u · α′ · v.

Then, as w is not null and by definition of R′, we have, equivalently:

u · v w
 R u · α · v.

As R is a sound abstraction transformation, we then know, equivalently, that:
– First, the action α, inserted by R in u · v, verifies the soundness condition, i.e. the

following abstract actions do not contain α or α. In other words, by definition of
V alid:

u · α′ · v ∈ V alid.
– Second, there exists n reduction steps u · v wi→R u · α · v and w is given by: w =⊕

i∈[1..n] wi.
Finally, we have:

u · v w
 R′ u · α′ · v
⇔

u · α′ · v ∈ V alid and
there exists n reduction steps u · v wi→R u · α · v and w =

⊕
i∈[1..n] wi.

(3)

Let’s consider one of these reduction steps: u · v wi→R u · α · v. Then, by definition of the
reduction relation R, we have:

u · α′ · v ∈ V alid and u|Σ · v|Σ
wi→R u|Σ · α · v|Σ .

Conversely, if u|Σ · v|Σ
wi→R u|Σ ·α · v|Σ , then u · v

wi→R u ·α · v, under the condition that
the inserted action α verifies the soundness condition, which is the case since, as was said
previously, this amounts to requiring that u · α′ · v ∈ V alid, which is true by hypothesis.
Hence, applying formula (2), u|Σ ·α · v|Σ is equivalently an instance of a right-hand side
of a rule of R of weight wi.
To sum up:

u · α′ · v ∈ V alid and u · v wi→R u · α · v
⇔

u|Σ · α · v|Σ is an instance of a right-hand side
of a rule of R of weight wi.

In other words, when u ·α′ · v ∈ V alid, each instance u|Σ ·α · v|Σ of a right-hand side of
a rule of R of weight wi identifies a reduction step u · v wi→R u · α · v, and conversely.
Yet, by definition of C, C(u|Σ ·α · v|Σ) is the sum of the weights wi such that u|Σ ·α · v|Σ
is an instance of a right-hand side of a rule of R of weight wi. Thus C(u|Σ · α · v|Σ) is
also the sum of the weights wi of each reduction step u · v wi→R u · α · v.
Going back to (3), we deduce:

u · v w
 R′ u · α′ · v
⇔

u · α′ · v ∈ V alid and
w = C(u|Σ · α · v|Σ).

Finally, we observe that:

C(u|Σ · α · v|Σ) = lΓ→Γ ′(C)(u|Σ · α
′ · v|Σ). (4)
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Indeed, by definition of the application of a weighted transformation to a weighted set
(see Section 2):

lΓ→Γ ′(C)(u|Σ · α
′ · v|Σ) =

⊕
t∈TTrace (F), t

w
 l
Γ→Γ ′

u|Σ ·α′· v|Σ

w ⊗ C(t)

and the only term t such that t w
 lΓ→Γ ′ u|Σ · α

′ · v|Σ with w 6= 0 is t = u|Σ · α · v|Σ .
And in this case, w = 1 since the transformation is a relabeling which does not modify
weights.
Finally, applying (4):

u · v w
 R′ u · α′ · v
⇔

u · α′ · v ∈ V alid and
w = lΓ→Γ ′(C)(u|Σ · α

′ · v|Σ).

(5)

Let IdV alid be the identity transformation over the set V alid. We show that the weighted
set I = R′ (TTrace (F)) is identical to the weighted set I ′ defined by:

I ′ = IdV alid (qΓ (lΓ→Γ ′ (C))) .

First, for all t′ ∈ TTrace (F ′) which cannot be written t′ = u · α′ · v with u, v ∈ TTrace (F)
and α′ ∈ TAction (F ′Γ ′), we observe that:

I(t′) = I ′(t′) = 0. (6)

Indeed, t′ cannot be in the image of TTrace (F) by R′ so I(t′) = 0 and, moreover, t′ cannot
be in V alid so I ′(t′) = 0.
Let’s now consider a term t′ ∈ TTrace (F ′) which can be written: t′ = u · α′ · v.
Let s be a weighted set of TTrace (F ′). We first observe that, by definition of the identity
transformation and given that V alid is an unweighted set (i.e. its element all have weight
1), we have:

IdV alid(s)(t
′) =

⊕
t∈TTrace (F∪Γ ′), tw IdV alid t

′ s(t)⊗ w

=

{
s(t′) if t′ ∈ V alid
0 otherwise.

Applying this result to I ′(t′), we have:

I ′ (t′) =

{
qΓ (lΓ→Γ ′ (C)) (t′) if t′ ∈ V alid
0 otherwise

⇔

I ′ (t′) =

{
w if t′ ∈ V alid, if w = qΓ (lΓ→Γ ′ (C)) (u · α′ · v) and if w 6= 0

0 otherwise
⇔

by definition of qΓ

I ′ (t′) =

{
w if t′ ∈ V alid, if w = lΓ→Γ ′ (C)

(
u|Σ · α

′ · v|Σ
)
and if w 6= 0

0 otherwise
⇔

by (5)

I ′ (t′) =

{
w if u · v w

 R′ u · α′ · v and w 6= 0

0 otherwise
⇔

by Lemma5

I ′ (t′) =

{
I (u · α′ · v) if I (u · α′ · v) 6= 0

0 otherwise.
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Thus, with (6), we have as expected, on TTrace (F ′): I ′ = I. So, by definition of I ′:

I = IdV alid (qΓ (lΓ→Γ ′ (C))) . (7)

Let’s now prove the second point. We show that:

R′ = Rpick; IdI . (8)

Recall that the transformation Rpick is the transformation which randomly injects an
action of TAction (F ′Γ ′) into the trace to abstract. In other words, for all t ∈ TTrace (F)
and t′ ∈ TTrace (F ′) :

t
w
 Rpick t

′

⇔

w =


1 if ∃α′ ∈ TAction (F ′Γ ′) ,∃t1, t2 ∈ TTrace (F) ,

t = t1 · t2, t′ = t1 · α′ · t2
0 otherwise.

(9)

By definition of the functional composition of weighted transformations, we have, for all
t ∈ TTrace (F) and t′ ∈ TTrace (F ′):

t
w
 Rpick;IdI t

′

⇔
w =

⊕
t′′∈TTrace(F′)Rpick (t, t

′′)⊗ IdI (t′′, t′)

By definition of the identity transformation over a set, we have, for all t′′ 6= t′ of
IdI (t

′′, t′) = 0. We deduce:

t
w
 Rpick;IdI t

′

⇔
w = Rpick (t, t

′)⊗ IdI (t′, t′) = Rpick (t, t
′)⊗ I (t′)

⇔
by (9)

w =

{
0 if Rpick (t, t′) = 0

I (t′) otherwise
⇔

by Lemma5

w =

{
0 if Rpick (t, t′) = 0

R′
(
t′|Σ∪Γ , t

′) otherwise.

But, if Rpick (t, t′) = 0, then, by definition of Rpick, t′ cannot be obtained from t by
inserting an abstract action of TAction (F ′Γ ′) in t so, necessarily: R′ (t, t′) = 0. And if
Rpick (t, t

′) 6= 0, then, by definition of Rpick: t′|Σ∪Γ = t.
Thus, we get:

t
w
 Rpick;IdI t

′

⇔
w = R′ (t, t′)

⇔
t
w
 R′ t

′.

To sum up, we have, with (7):

I = IdV alid (qΓ (lΓ→Γ ′ (C)))
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and, with (8):
R′ = Rpick; IdI .

We can now conclude.
First, we show that I is regular and recognized by a weighted trace automaton of size
O (|AR|). As the homomorphism lΓ→Γ ′ is a relabeling, by Proposition 1, it is realized by
a trace transducer of constant size. As the weighted set C is recognized by hypothesis by
automatonAR, by Proposition 3, the weighted set lΓ→Γ ′ (C) is recognized by a weighted
trace automaton of size O (|AR|). By Lemma 4, the weighted set qΓ (lΓ→Γ ′ (C)) is thus
recognized by a weighted trace automaton of size O (|AR|). As the set V alid is recognized
by an automaton of constant size, by Proposition 2, the transformation IdV alid is realized
by a transducer of constant size. The weighted set I = IdV alid (qΓ (lΓ→Γ ′ (C))) is thus
recognized by a weighted trace automaton of size O (|AR|), by Proposition 3.
Hence, by Proposition 2, there exists a weighted trace transducer realizing IdI , of size
O (|AR|). Finally, Rpick is rational and realized by a weighted trace transducer of constant
size.
First, as rational weighted transformations are closed by functional composition, we de-
duce that the relation R′ = Rpick; IdI is rational.
Second, we deduce that, for all weighted trace automaton A, the weighted set R′ (‖A‖) =
IdI (Rpick (‖A‖)) is recognized by a weighted trace automaton of size O (|AR| · |A|), by
applying twice Proposition 3.

We deduce from Lemma 6 rationality of R, which is expressed in the following theorem.

Theorem 4. Let B be a behavior pattern and R be a sound weighted abstraction transfor-
mation with respect to B defined from an abstraction system whose union of the weighted
sets of instances of right-hand sides of rules is recognized by a weighted tree automaton
AR. Then:
– Ru and R−1

u are rational and realized by tree transducers of size O (|AR|).
– R is rational and, for any weighted tree automaton A, R (‖A‖) is recognized by a

weighted tree automaton of size O (|A| · |AR|).
Proof. As relation Ru is an unweighted abstraction relation in the sense of our previous
article [REF], rationality of Ru and of R−1

u and existence of two unweighted transducers
of size O (|ARu |) = O (|AR|) realizing them are direct consequences of Theorem XX
in [REF].
Let R′ be the weighted transformation induced by R on Γ ′. Then: R = R′; lΓ ′→Γ .
By Proposition 1, the relabeling lΓ ′→Γ is realized by a tree transducer of constant size.
By Lemma 6, R′ is rational and, for all weighted tree automaton A, the weighted set
R′ (‖A‖) is recognized by a weighted tree automaton of size O (|A| · |AR|). We deduce that
the weighted set R (‖A‖) = lΓ ′→Γ (R′ (‖A‖)) is recognized by a weighted tree automaton
of size O(|A| · |AR|), by Proposition 3.
As transformations lΓ ′→Γ and R′ are rational, the transformation R is also rational.

Using the set of traces n-exhibiting M , we obtain the following complexity for the de-
tection of M , which remains linear in the size of the automaton recognizing the program
set of traces, as was the case in the unweighted approach.

Theorem 5. Let R be a rational sound weighted abstraction transformation over a semir-
ing

(
S,⊕,⊗, 0, 1

)
, defined from an abstraction system whose union of the weighted sets

of instances of right-hand sides of rules is recognized by a weighted tree automaton AR.
Let M be a regular abstract behavior with the property of (m,n)-completeness and AM be
a tree automaton recognizing the set of traces n-exhibiting M .
Deciding, for some regular set of traces L recognized by a tree automaton A, whether L
exhibits M with respect to a threshold ρ ∈ S \

{
0
}
takes

O
(
|AR|m·(m+1)/2 × |A| × |AM |

)
time and space.
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Proof. The proof of Theorem 1 relied on the following result:

L e�ρM
⇔

∃t ∈ TTrace (F) , Id‖AM‖
(
R≤m (L)

)
(t) � ρ.

For i ∈ [1..m], Ri (L) is recognized by a weighted tree automaton of size O
(
|AR|i × |A|

)
,

by applying i times Theorem 4. So there exists a weighted tree automaton of size
O
(
|AR|m·(m+1)/2 × |A|

)
recognizing R≤m (L).

By Proposition 2, the transformation Id‖AM‖ is realized by a weighted tree transducer
of size O (|AM |).
By Proposition 3, the set Id‖AM‖

(
R≤m (L)

)
is thus recognized by a weighted tree au-

tomaton of size O
(
|AR|m·(m+1)/2 × |A| × |AM |

)
.

Finally, in the tropical semiring, searching for a path of minimum weight in a weighted
tree automaton takes linear time [7].

6 Conclusion

The weighted abstraction formalism we presented has the advantage of providing a de-
tection algorithm with the same complexity as in the unweighted case, that is linear in
the size of the trace automaton. Thus, without any overhead, we can take into account
the abstraction uncertainty, whether they stem from static analysis errors or whether
they are related to the way of carrying out a functionality.
Besides, behavior pattern definitions can be refined by adapting the abstraction weight
depending on the context: if the recognized occurrence appears in a context where the
associated functionality is likely to be encountered, we will decrease uncertainty, whereas
otherwise we will increase it. Similarly, if the program is obfuscated, we may be more
tolerant with respect to the abstraction uncertainty since the dataflow is likely to contain
more errors.
Finally, we could express the problem of abstract behavior detection in a slightly different
way: rather than determining whether a program exhibits an abstract behavior with a
probability not exceeding a given threshold, we could compute the exact probability that
the program exhibits this behavior. Such an approach of the detection problem opens
new perspectives. First, a human analyst would get more precise information with respect
to the exhibited behavior. Second, assume exhibition of a behavior is decision criterion
among others in order to assess the maliciousness of a program: the weight of this criterion
in the final decision could be a function of the probability that the program exhibits this
behavior.
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