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Interval Observer Approach to Output Stabilization of Time-Varying Input
Delay System

Andrey Polyakov1, Denis Efimov1, Wilfrid Perruquetti1,2 and Jean-Pierre Richard1,2

Abstract— The output stabilization problem for a linear
system with a time-varying input delay is considered. The
interval observer technique is extended to delay control systems
and applied for obtaining guaranteed interval estimates of the
system state. The procedure of the interval observer design,
which is based on resolving of the Silvester’s equation, is
presented. Interval predictor method is introduced in order
to design a linear stabilizing feedback. The control design
procedure is based on Linear Matrix Inequalities (LMI). The
theoretical results are supported by numerical simulations.

I. I NTRODUCTION AND RELATED WORKS

The time-varying input delay arises in models of control
systems due to many reasons. Usually its presence is mo-
tivated by a physical nature of a control plant. It may be
related with transport delays (like in chemical or hydraulic
systems) or computational delay (e.g. in digital controllers
or communication networks [16]). On the other hand, time-
varying input delay can be introduced ”artificially”, for
example, in order to model a sampling effect [11], [10].

Control of a system with input delay is an important
problem treated in a literature (see, for example, [20], [15],
[17] and references within). The Smith predictor feedback
[22] is a usual tool for control design if the delay is
known. This method is well-developed both for constant
and for time-varying delay cases, [24], [15]. It has been
effectively used even for nonlinear [3] and sliding mode
control systems [18]. If delay is constant, but unknown, then
estimation technique [4] and/or the delay-adaptive control
approach [5] can be applied. This approach is implicitly
based on prediction technique. Forunknown input delaythe
predictor-based feedback design has to be accompanied with
robustness analysis [15], [25].

Typically, the predictor feedback is effectively applicable
if the whole state-vector of a system is measured [22], [20],
[25], [15], [18]. The observer design for systems with time-
varying input and state delay is presented in [21]. The results
related to designing of anoutput predictor feedback for
systems with input delays, which are known and constant,
can be found, for example, in [23] and [14]. The adaptive
output feedback regulator for a chain of integrators with an
unknown time-varying delay in the input is presented in [6].
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The present paper uses a recently developed technique of
interval observers [12], [19] in order to tackle the problem
of the output-based control design for linear multiple input
and multiple output systems with unknown and time-varying
input delay. For the system without delays, the interval
observer provides the guaranteed interval estimates of the
system state in a real-time. This property helps in controlling
the transition processes with respect to system state [7]. This
paper extends the interval observer technique to the case
of time delay system and presents the interval prediction
scheme (interval predictor), that allows us to realize a pre-
dictor feedback design based on the LMI technique.

The paper is organized as follows. The next section
describes notations to be used in the paper. The section
3 presents the problem statement and basic assumptions.
After that, the interval observer and interval predictor are
introduced. The control design algorithm is given in the
section 5. Finally, a numerical example and conclusions are
presented.

II. N OTATIONS

• The set of real numbers is denoted byR.
• The set of Hurwitz matrices fromRn×n is denoted by
H.

• The set of Metzler matrices fromRn×n is denoted by
M, i.e.

R = {rij}n
i,j=1 ∈M ⇔ rij ≥ 0 for i 6= j.

• The inequalityF � 0 (F ≺ 0) for a symmetric matrix
F ∈ Rn×n is meant positive(negative) definiteness of
the matrixF . The order relationsF � 0 and F � 0
are used in order to assign the positive and negative
semidefiniteness of the matrixF , respectively.

• The inequalitiesx > 0, x < 0, x ≥ 0 and x ≤ 0
written for some vectorx ∈ Rn are to be understood in
a componentwise sense.

• The identity matrix of the sizen× n is denoted byIn;
the square zero matrix of the sizen× n is denoted by
0n; the rectangular zero matrix of the sizen × m is
denoted by0n×m.

III. PROBLEM STATEMENT

Consider the input delay control system of the form

ẋ = Ax + Bu(t− h(t)), y = Cx, (1)

wherex ∈ Rn is the system state,u ∈ Rm is the vector of
control inputs,y ∈ Rk is the measured output,A ∈ Rn×n,
B ∈ Rn×m and C ∈ Rk×n are known matrices and input



delayh(t) is assumed to be unknown but within the bounded
interval:

0 ≤ h ≤ h(t) ≤ h, (2)

where the numbersh and h are given. The system (1) is
studied with the initial conditions:

x(0) = x0,

u(t) = v(t) for t ∈ [−h, 0),
(3)

where v(t) is some bounded function. For simplicity we
may assumev(t) = 0. The setΩ ⊂ Rn of admissible
initial conditions x0 ∈ Ω of the system (1) is assumed to
be bounded andknown.

Assumption 1:The pair(A,B) is controllable and the pair
(A,C) is observable.

Assumption 2:The information on the control signalu(t)
on the time interval[t − h, t) can be stored and used for
control design purposes.
Remark that the second assumption is usual for a predictor-
based approach to control design.

The main objective of this paper is to design a control
algorithm for exponential stabilization of the system (1), i.e.
for some numbersc, r > 0 any solution of the closed-loop
system (1) has to satisfy the inequality‖x(t)‖ ≤ ce−rt,∀t >
0, wherex(0) ∈ Ω.

IV. I NTERVAL OBSERVER AND INTERVAL PREDICTOR

DESIGN

A. Interval observer

Let us introduce the following notations

∆u(τ, θ) := u(τ − θ)− u(τ), (4)

∆B′u(τ) := min
θ∈[0,h−h]

B′∆u(τ, θ), (5)

∆B′u(τ) := max
θ∈[0,h−h]

B′∆u(τ, θ), (6)

where min(max) is considered componentwise andB′ is
some matrix of an appropriate dimension.

Lemma 3:Under Assumptions 1-2 there always exist ma-
tricesL ∈ Rn×k andS ∈ Rn×n,det(S) 6= 0 such that

A + LC ∈ H, S−1(A + LC)S ∈M, (7)

and the interval observer of the form

ẋ(t) = Ãx + B̃u(t− h) + ∆B̃u(t− h) + L̃(C̃x(t)− y(t)),
ẋ(t) = Ãx + B̃u(t− h) + ∆B̃u(t− h) + L̃(C̃x(t)− y(t)),

x(0) ≤ x̃(0) ≤ x(0),
Ã = S−1AS, B̃ = S−1B, L̃ = S−1L, C̃ = CS, x̃ = S−1x,

(8)
guarantees

x(t) ≤ x̃(t) ≤ x(t) ∀t > 0, (9)

andx(t) → x̃(t), x(t) → x̃(t) if u(t) → 0 for t → +∞.
Proof. I. Since the pair(A,C) is observable then an appro-
priate selection of the matrixL can assign any real simple
negative spectrum of the matrixA + LC, i.e. σ(A + LC) =
{λi}n

i=1, λi < 0 andλi 6= λj for i 6= j. Then the matrixS

can be defined as Jordan transformation forA + LC, which
is real in this case. Indeed,S−1(A + LC)S = diag(λi) ∈
M∪H. Other variants of computation ofS andL are also
possible [19].

II. Assumption 2 imply that functionsu(t−h), ∆B̃u(t−h)
and ∆B̃u(t − h) can be calculated for anyt ≥ 0. So, the
interval observer (8) is correctly defined. Denotee = x̃− x
ande = x− x̃. In this case we have

ė = (Ã + L̃C̃)e + B̃∆u(t− h, h(t)− h)−∆B̃u(t− h),
ė = (Ã + L̃C̃)e + ∆B̃u(t− h)− B̃∆u(t− h, h(t)− h),

(10)
whereÃ + L̃C̃ ∈M∪H, e(0) ≥ 0, e(0) ≥ 0. Since

B̃∆u(t− h, h(t)− h)−∆B̃u(t− h) ≥ 0,

∆B̃u(t− h)− B̃∆u(t− h, h(t)− h) ≥ 0,

then the system (10) is positive [8] ande(t) ≥ 0, e(t) ≥ 0
for all t > 0.

Finally recall that the matrixÃ + L̃C̃ is Hurwitz. So, if
u(t) → 0 for t → +∞ thene(t) → 0 ande(t) → 0.

Remark 4:To realize in practice the interval observer (8)
the conditionx(0) ≤ x̃(0) ≤ x(0) must be guaranteed. Since
the set of admissible initial conditionsΩ is assumed to be
known, the required inequality can be ensured. For example,
if Ω = {x ∈ Rn : xT Px < 1}, P � 0, then x̃T ST PSx̃ < 1
and xi(0) = −xi(0) = −1/λmin(ST PS), i = 1, 2, ..., n.
Some similar estimates can be also presented ifΩ is some
polyhedron.
For practical reasons it is important to design interval ob-
server with predefined Metzler matrix. Let some Hurwitz
and Metzler matrixR be given and suppose we need to find
to find S andL such that

S−1(A + LC)S = R.

DenoteX = S−1 andY = S−1L. In this case the required
equality can be rewritten in the form of Silvester’s equation
[2]

XA + Y C = RX, (11)

whereX ∈ Rn×n andY ∈ Rn×k.
Proposition 5: [2], [19] If the matrix R has disjoint spec-

trum and the pair(A,C) is observable then the equation (11)
has a solution.

Equation (11) can be rewritten in the form of the system
of linear algebraic equations

Wz = 0, (12)

where

W =
(

In ⊗AT −R⊗ In I ⊗ C ′ ) ,
z = (x11, x21, ..., xn1, x21, ..., xnn, y11, ..., yn1, y21, ..., ynk)T ,

where ⊗ is the Kroneker product. So, numerically the
required solution of the equation (11) can be found as an
element of the null space of the matrixW .



B. Interval Predictor

Consider the system (8). By analogy with Artstein trans-
formation [1] let us introduce the following predictor vari-
ables:

z(t) = eÃhx(t)+
∫ 0

−h

e−Aθ
(
B̃u(t + θ) + ∆B̃u(t + θ)

)
dθ,

(13)

z(t) = eÃhx(t)+
∫ 0

−h

e−Aθ
(
B̃u(t + θ) + ∆B̃u(t + θ)

)
dθ,

(14)
which are correctly defined due to Assumption 2. It is easy to
check that in this case the corresponding predictor equations
have the form

ż(t) = Ãz(t) + B̃u(t) + ∆B̃u(t)− eÃhL̃C̃e(t),
ż(t) = Ãz(t) + B̃u(t) + ∆B̃u(t) + eÃhL̃C̃e(t).

(15)

Below it is shown that a stabilizing control for the original
system can be designed as a linear feedback with respect to
predictor variables.

V. STABILIZING CONTROL DESIGN

Assume that some interval observer (8) for the system (1)
is designed and the matricesS, L, Ã, L̃, C̃, B̃ are obtained.

Let us define the control in the form

u(t) = Kz(t), z(t) =
z(t) + z(t)

2
, (16)

whereK ∈ Rm×n.
Remark 6:Let us mention that the control function can

be selected in a more general form

u(t) = K z(t) + Kz(t),

whereK,K ∈ Rm×n. In particular, the gain matrices can
be defined asK = µK and K = (1 − µ)K, whereµ ∈
[0, 1]. This form of control implies some small changes in
formulation and proof of the main theorem given below. We
selectµ = 0.5 for simplicity and shortness. Moreover, such
selection had allowed us to attain the best convergence rate
during numerical simulations.

Let B̃i ∈ Rn×m, i = 1, 2, ..., n be the matrix such that
i-th row of B̃i coincides withi-th row of the matrixB̃ but
all other rows ofB̃i are zero. Denote alsõBn+i = B̃i, i =
1, 2..., n.

Theorem 7:If for some givenα, β, γ ∈ R+ the matrices
X, Z, Ri, Si ∈ Rn×n, i = 1, 2, ..., 2n and the matrixY ∈
Rm×n satisfy the following LMI system(

We Wez

WT
ez Wz

)
� 0, X � 0, Z � 0, Ri � 0, Si � 0,

(17)

where

We =


Π1 B̃1Y ... B̃2nY

Y T B̃T
1 −e−β∆hS1 ... 0

... ... ... ...

Y T B̃T
2n ... ... −e−β∆hS2n

 ,

Wz=


Π2 Π4 B̃1Y ... B̃2nY

ΠT
4 Π3 B̃1Y ... B̃2nY

Y T B̃T
1 Y T B̃T

1 -e-α∆hR1 ... 0
... ... ... ... ...

Y T B̃T
2n Y T B̃T

2n 0 ... -e-α∆hR2n


Wez =

(
ZC̃T L̃T eÃT h

[
In In

]
0

0 0

)
,

Π1 = (Ã + L̃C̃)Z + Z(Ã + L̃C̃)T + βZ,

Π2 = ÃX + B̃Y + XÃT + Y T B̃T + αX,

Π3 = 1
4

2n∑
i=1

(Ri + eγhSi)− 2
∆hX, ∆h := h− h,

Π4 = XÃT +Y T B̃T

then the system (1) together with the control (16) for

K = Y X−1

is exponentially stable with the convergence rate :r ≥
min{α, β, γ}.
Proof of this theorem is given in the Appendix.

It can be shown that under conditions of controllability
of the pair{A,B} and observability of the pair{A,C} the
LMI system (17) is feasible for sufficiently small∆h.

VI. EXAMPLE

A. Linear oscillator

Consider the system (1) withn = 2, k = m = 1 and
parameters

A =
(

0 1
−1 0

)
, B =

(
0
1

)
, C =

(
1 0

)
.

andh = 1, h = 2. Solving the Silvester’s equation (11) for

R =
(
−44.5200 46.0040
4.4520 −14.8400

)
leads to

S = 103

(
−0.0592 0.0958
−0.4526 1.5394

)
, L̃ =

(
0.9994
−0.0016

)
.

Hence we have

Ã =
(

14.6857 −49.7339
4.3566 −14.6857

)
, B̃ = 10−3

(
2.0026
1.2384

)
,

C̃ =
(
−59.2393 95.7922

)
.

Finally, using Sedumi-1.3 for MATLAB we solve LMI
system (17) forα = β = γ = 0.2 and obtain

K =
(

137.1771 −469.0443
)
.

For an interval observer design it is assumed thatx(0) ∈
{x ∈ R2 : |xi| ≤ 1, i = 1, 2}. Then due to relatioñx(0) =
S−1x(0) the initial conditions for the interval observer (8)



Fig. 1. Evolution of the system states

Fig. 2. The real and observed states of the auxiliary vectorx̃

can be selected asx(0) = |S−1|
(

1
1

)
, x(0) = −x(0),

where the modulus of the matrix is understood component-
wise.

The figure 1 depicts the results of numerical simulations
for the system (1) with the control (16) with the delayh(t) =
1+0.5(1− sign(cos(0.5t))) the following initial conditions:
x(0) = (0, 1)T andv(t) = 0.

The evolution of the observation process for the auxiliary
state vector̃x = S−1x is shown in the figure 2.

B. Double integrator

The adaptive control scheme presented in [6] also admits
unknown time varying input delay, but it is applicable only

Fig. 3. Evolution of states for controlled double integrator: the case i).

for a chain of integrators. In order to compare our control
algorithm with the one presented in [6] we consider the
output control problem for double integrator, i.e.n = 2, k =
m = 1 and

A =
(

0 1
0 0

)
, B =

(
0
1

)
, C =

(
1 0

)
Solving the Silvester’s equation (11) for

R =
(
−3.0000 2.3200
0.2700 −0.4100

)
we derive

S =
(
−3.6234 −0.2599
−1.5558 −9.1860

)
, L̃ =

(
0.9479
−0.0948

)
and

Ã =
(

0.4346 2.5663
−0.0736 −0.4346

)
, B̃ =

(
0.0079
−0.1102

)
,

C̃ =
(
−3.6234 −0.2599

)
.

The numerical simulations have been done for the same
time delay as in [6] : i)h(t) = 2 sin(t) + 2; ii) h(t) =
3 + cos(100t); and for the same initial conditions:x(0) =
(1,−1)T , v(t) = 0, t ∈ [−h, 0).

In the case i) we haveh = 0, h = 4. Solving the LMI
system (17) forα = β = γ = 0.2 gives

K =
(

0.7889 3.7978
)
.

For the case ii) the estimates of the delay areh = 2 and
h = 4. The corresponding vector of feedback gains obtained
by the LMI system (17) is the following

K =
(

1.0747 4.5060
)
.

The simulations results for control of double integrator
are presented in the figures 3 and 4. They show that the
control algorithm based on the interval predictor technique
provides faster convergence rate of the system states to the
origin comparing with the adaptive scheme presented in [6].
Moreover, in contrast to adaptive algorithm it shows a better
dumping during the transitory motion.



Fig. 4. Evolution of states for controlled double integrator: the case ii).

VII. C ONCLUSIONS

In the paper an output-based predictor feedback control
algorithm is presented for exponential stabilization of linear
system with unknown time-varying input delay using interval
predictor and interval observer technique. The procedure
of the output feedback design requires the solving of the
Silvester’s equation for observer design and finding solution
of the LMI system for adjusting of the feedback control
gains. The stability analysis of closed-loop system is based
on the method of Lyapunov-Krasovskii functionals.

The main results are presented for linear system with
uncertain input delay. However, they can be extended to the
case of state and/or output delays and other types of system
uncertainties and disturbances. These problems are subjected
for future researches.

APPENDIX

Proof of Theorem 1

I. Due to the form of the control input (16) fort > ∆h
we have

∆B̃u(t) = min
θ∈[0,∆h]

−B̃K

t∫
t−θ

ż(s)ds,

∆B̃u(t) = max
θ∈[0,∆h]

−B̃K

t∫
t−θ

ż(s)ds,

where min(max) is considered in componentwise sense.
Then there exist functionsθi : R+ → [0,∆h], i = 1, 2, ..., 2n
such that [

∆B̃u(t)
]

i
= −b̃iK

t∫
t−θi(t)

ż(s)ds,

[
∆B̃u(t)

]
i
= −b̃iK

t∫
t−θn+i(t)

ż(s)ds

where b̃i is the i-th row of the matrixB̃.
Introduce the auxiliary state vector

e =
e− e

2
. (18)

In this case using (10), (15) fort ≥ h we obtain the following
system

ė=(Ã+L̃C̃)e(t)− 1
2

2n∑
i=1

B̃iK
t−h(t)∫

t−h−θi(t−h)

ż(s)ds,

ż=(Ã+B̃K)z(t)− 1
2

2n∑
i=1

B̃iK
t∫

t−θi(t)

ż(s)ds+eÃhL̃C̃e(t).

(19)
II. Consider the Lyapunov-Krasovski functional(LKF) de-

fined for t ≥ h

V (t, e(t), z(t), ż(·)) = Ve + Vz + Vez,
Ve(t, e(t), ż(·))=eT (t)Qe(t)+

∆h
2n∑
i=1

0∫
−∆h

t−h∫
t−h+θ

eβ(s−t+h)żT (s)S̃iż(s)ds dθ,

Vz(t, z(t), ż(·)) = zT (t)Pz(t)+

∆h
2n∑
i=1

0∫
−∆h

t∫
t+θ

eα(s−t)żT (s)R̃iż(s)ds dθ,

Vez(ż(·))=(∆h)2
2n∑
i=1

t∫
t−h

eγ(s−t+h)żT (s)S̃iż(s)ds

(20)

whereα, β, γ ∈ R+, P,Q, S̃i, R̃i ∈ Rn×n, P � 0, Q � 0,
S̃i � 0, R̃i � 0, i = 1, 2, ..., 2n.

The structure of termVz of the LKF V is similar to the
one from the paper [10]. The termsVez andVe are motivated
by the extended system (19), that implicitly contains both
system state and observer state.

Remark also that the presented functionalV has the form
of a discretized LKF [13]. In contrast to usual discretization
scheme applied to a complete LKF [13], which was intro-
duced artificially in order to obtain stability conditions in
LMI forms, the discretized LKF of this paper is imposed by
structures of the interval observer and the interval predictor.

III. Calculate the time derivative of the functionalVz:

V̇z = 2zT (t)P ż(t)

− α∆h
2n∑
i=1

0∫
−∆h

t∫
t+θ

eα(s−t)żT (s)R̃iż(s)ds dθ

+(∆h)2
2n∑
i=1

żT (t)R̃iż(t)

− ∆h
2n∑
i=1

t∫
t−∆h

eα(s−t)żT (s)R̃iż(s)ds

= −αVz(t, z(t), ż(·)) + αzT (t)Pz(t) + 2zT (t)P ż(t)

+ (∆h)2
2n∑
i=1

żT (t)R̃iż(t)

− ∆h

2n∑
i=1

t∫
t−∆h

eα(s−t)żT (s)R̃iż(s)ds.

On the one hand we have

1
eα∆h

∫ t

t-∆h

żT (s)R̃iż(s)ds ≤
∫ t

t-∆h

eα(s-t)żT (s)R̃iż(s)ds.



On the other hand due to0 ≤ θi(t) ≤ ∆h the following
inequalities∫ t

t−θi(t)

żT (s)R̃iż(s)ds ≤
∫ t

t−∆h

żT (s)R̃iż(s)ds,

θi(t)
∫ t

t−θi(t)

żT (s)R̃iż(s)ds ≤ ∆h

∫ t

t−θi(t)

żT (s)R̃iż(s)ds

hold. So, taking into account Jensen’s Inequality(∫ t

t−θi(t)

ż(s)ds

)T

R̃i

(∫ t

t−θi(t)

ż(s)ds

)
≤

θi(t)
∫ t

t−θi(t)

żT (s)R̃iż(s)ds

we derive

V̇z ≤ −αVz + αzT (t)Pz(t)

+ (∆h)2żT (t)

(
2n∑
i=1

R̃i

)
ż(t) + 2zT (t)P ż(t)

− 1
eα∆h

2n∑
i=1

 t∫
t−θi(t)

ż(s)ds


T

R̃i

 t∫
t−θi(t)

ż(s)ds


= −αVz(t, z(t), ż(·)) + gT

z W 1
z gz

−(∆h)2żT (t)

(
2n∑
i=1

eγhS̃i

)
ż(t),

where

gz =



z(t)
ż(t)

t∫
t−θ1(t)

ż(s)ds

...
t∫

t−θ2n(t)

ż(s)ds


,

W 1
z =


αP P 0n ... 0n

P M 0n ... 0n

0n 0n -e−α∆hR̃1 ... 0n

... ... ... ... ...

0n 0n 0n ... −e−α∆hR̃2n

 ,

whereM := (∆h)2
2n∑
i=1

(R̃i + eγhS̃i). Similar considerations

for the functionalVe(t, e(t), ż(·)) give

V̇e ≤ −βVe(t, z(t), ż(·)) + gT
e W 1

e ge + 2eT Qė(t)

+(∆h)2żT (t− h)

(
2n∑
i=1

S̃i

)
ż(t− h),

where

ge =



e(t)
t−h∫

t−h−θ1(t−h)

ż(s)ds

...
t−h∫

t−h−θ2n(t−h)

ż(s)ds


,

W 1
e =


βQ 0n ... 0n

0n −e−β∆hS̃1 ... 0n

... ... ... ...

0n ... ... −e−β∆hS̃2n

 .

Finally, taking into account

d
dt

t∫
t−h

eγ(s−t+h)żT (s)S̃iż(s)ds =

−γ
t∫

t−h

eγ(s−t+h)żT (s)S̃iż(s)ds

+eγhżT (t)S̃iż(t)− żT (t− h)S̃iż(t− h)

we conclude

V̇ (t, e(t), z(t), ż(·)) ≤ −min{α, β, γ}V (t, e(t), z(t), ż(·))

+
(

ge

gz

)T

Φ
(

ge

gz

)
+ 2eT Qė(t),

where

Φ :=
(

W 1
e 0(n+2n2)×(2n+2n2)

0(2n+2n2)×(n+2n2) W 1
z

)
.

IV. Following the descriptor approach [9] we consider the
following equality

0 = 2eT (t)Q×(Ã + L̃C̃)e(t)− 1
2

2n∑
i=1

B̃iK

t−h(t)∫
t−h−θi(t−h)

ż(s)ds− ė(t)


+2(Pz(t) + ∆hP ż(t))T×(Ã+B̃K)z(t)-

2n∑
i=1

B̃iK

t∫
t−θi(t)

ż(s)
2 ds+eÃhL̃C̃e(t)-ż(t)


that obviously holds for any solution(e(t), z(t)) of the
system (19) ift > h. This equality can be rewritten in the
form

0 =
(

ge

gz

)T (
W 2

e W0

WT
0 W 2

z

)(
ge

gz

)
− 2eT (t)Qė(t),

where

W 2
e =


Q(Ã+L̃C̃)

+(Ã+L̃C̃)T Q
−QB̃1K

2 ... −QB̃2nK
2

−KT B̃T
1 Q

2 0n ... 0n

... ... ... ...
−KT B̃T

2nQ
2 0n ... 0n

 ,

W 2
z =


Ψ1 Ψ2

−PB̃1K
2 ... −PB̃2nK

2

∗ −2∆hP −∆hPB̃1K
2 ... −∆hPB̃2nK

2
∗ ∗ 0n ... 0n

... ... ... ... ...
∗ ∗ ∗ ... 0n

 ,

where Ψ1 = P (Ã + B̃K) + (Ã + B̃K)T P and Ψ2 =
∆h(Ã + B̃K)T P − P and ∗ replaces the corresponding
symmetric block. Hence, the time derivative of the functional



V calculated along the trajectories of the system (19) can be
estimated as

V̇ (t, e(t), z(t), ż(·)) ≤ −rV (t, e(t), z(t), ż(·))

+
(

ge

gz

)T (
W 1

e + W 2
e W0

WT
0 W 1

z + W 2
z

)(
ge

gz

)
,

wherer = min{α, β, γ} and

W0 =
(

C̃T L̃T eÃT h
[

P ∆hP
]

0n×(2n2)

0(2n2)×2n 02n2

)
.

Finally, for

Z=Q−1, X=P−1, S̃i=
1
4
PSiP, R̃i=

1
4
PRiP, Y =KP−1

we have

GT

(
W 1

e + W 2
e W0

WT
0 W 1

z + W 2
z

)
G =

(
We Wez

WT
ez Wz

)
,

where

G =


In 0 0 0 0
0 −2In2 0 0 0
0 0 In 0 0
0 0 0 1

∆hI2n 0
0 0 0 0 −2I4n2

×


Q−1 0 0 0
0 P−1 0 0
... ... ... ...
0 0 0 P−1

 .

Therefore, feasibility of LMI (17) implies exponential sta-
bility of (19).

V. On the one hand, by definition we have

e(t) =
e(t)− e(t)

2
=

x(t) + x(t)
2

− x̃(t).

On the other hand,

z(t) =
z(t) + z(t)

2
= eÃh x(t) + x(t)

2
+∫ 0

−h

e−Ãθ

(
B̃u(t + θ) +

∆B̃u(t + θ) + ∆B̃u(t + θ)
2

)
dθ,

whereu(t) = Kz(t). Hence, the limitse(t) → 0 andz(t) →
0 imply x̃(t) → 0 or, equivalently,x(t) → 0. Moreover, it
can be easily shown that the rate of convergence ofx(t) to
zero is the same as fore(t) andz(t).
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