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Abstract—We present Bristle Maps, a novel method for the aggregation, abstraction, and stylization of spatio-temporal data
that enables multi-attribute visualization, exploration, and analysis. This visualization technique supports the display of multi-
dimensional data by providing users with a multi-parameter encoding scheme within a single visual encoding paradigm. Given
a set of geographically located spatio-temporal events, we approximate the data as a continuous function using kernel density
estimation. The density estimation encodes the probability that an event will occur within the space over a given temporal
aggregation. These probability values, for one or more set of events, are then encoded into a bristle map. A bristle map consists
of a series of straight lines that extend from, and are connected to, linear map elements such as roads, train, subway lines,
etc. These lines vary in length, density, color, orientation, and transparency—creating the multivariate attribute encoding scheme
where event magnitude, change, and uncertainty can be mapped as various bristle parameters. This approach increases the
amount of information displayed in a single plot and allows for unique designs for various information schemes. We show the
application of our bristle map encoding scheme using categorical spatio-temporal police reports. Our examples demonstrate the
use of our technique for visualizing data magnitude, variable comparisons, and a variety of multivariate attribute combinations.
To evaluate the effectiveness of our bristle map, we have conducted quantitative and qualitative evaluations in which we compare
our bristle map to conventional geovisualization techniques. Our results show that bristle maps are competitive in completion
time and accuracy of tasks with various levels of complexity.

Index Terms—Data transformation and representation, data abstraction, illustrative visualization, geovisualization.
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1 INTRODUCTION

A S data dimensionality increases, the encoding of vari-
ables and their relationships is often abstracted down

to a representative subset for analysis in a single display,
or dispersed across a series of coordinated multiple views
[1–3]. Moreover, many techniques have been developed
to visually encode multiple data attributes/variables for
each data sample to enable interactive analysis, ranging
from discrete glyph attribute encoding [4] to more spatially
continuous color, transparency, and shading encodings [5–
7]. As the number of visualized variables increases, the
amount of information that can be effectively displayed
becomes limited due to over-plotting and cluttering [8].
This is especially a problem in geographical visualization
as a key attribute of the data is the location within the two-
dimensional map space.

In geographical visualization, data can be described at
any given location on a map. The data being described
can come from an aggregated measurement, a direct event
occurrence, or various other means. In dense data sets, plot-
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ting events as symbols on the map (e. g., Fig. 1(a)) leads to
cluttering and is often unable to convey a meaningful sense
of event magnitude within the data. Aggregation of the
data by defined boundaries, such as county or census tract
boundaries (e. g., Fig. 1(b)), leads to a loss of specificity in
data location and runs afoul of the Modifiable Areal Unit
Problem [9]. Furthermore, it is known that the level of data
aggregation can affect aspects of task complexity such as
information load and the user’s ability to recognize patterns
within the data [10]. In order to combat problems associated
with areal aggregation, dasymetric mapping focuses on us-
ing zonal boundaries that are based on sharp changes in the
statistical surface being mapped [11]. However, even when
grouping data into small spatial quadrats, data can either be
over-aggregated or under-aggregated. A third option is to
estimate the discrete event points as a continuous function
(e. g., Fig. 1(c)); such a mapping, however, only allows for
the use of color as a means of representing data variables.
As an encoding based on underlying network data, Fig. 1(d)
shows a traditional line map. However, its representation is
still restrained by the color and thickness of the lines.

In order to increase the amount of information that can
be visualized within the constraints of a thematic map, this
paper explores a novel method of multivariate encoding.
Inspired by ideas of symbolic encoding from Spence [12]
and choices of visual encodings by Wilkinson [13], we have
developed the bristle map (Fig. 1(e)), a novel method for the
aggregation, abstraction, and stylization of geographically
located spatio-temporal data. The bristle map consists of
a series of straight lines extended from and connected to
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Fig. 1: Data abstraction in geovisualization. In this image, we show crimes in West Lafayette and Lafayette, Indiana where the
blue line represents the Wabash River. (a) Plotting events as points. (b) Aggregation of points by areal units. (c) Approximation
of a continuous domain from point sampling. (d) Approximation of a continuous domain using solid lines applied to roads. (e)
Our abstraction using a series of bristle lines applied to roads.

linear map elements (roads, train lines, subway lines, etc.)
that have some contextual relationship with the data being
visualized. We vary these lines with respect to their color,
length, density, and orientation to allow for a unique en-
coding scheme that can be used to create informative maps.
With respect to the other representations shown in Fig. 1,
our technique utilizes the underlying geographical context
as a part of its symbology, thereby directly incorporating
geographical elements within its encoding scheme. One of
the major advantages of the bristle map technique is that
the basis domain of the data (e. g., street network) remains
highly visible regardless of the color scale being used.
If one compares Fig. 1(c) and (e), the street network in
Fig. 1(e) is clearly visible because the lines only ‘bristle
off’ to one side, whereas in Fig. 1(c) some streets are hardly
discernible due to the dark colors.

To demonstrate our technique, we focus on categorical
spatio-temporal event data (e. g., emergency department
logs, crime reports). In such data, events consist of lo-
cations in time and space where each event fits into a
hierarchical categorization structure. These categories are
typically processed as time series and snapshots of time
are aggregated and typically visualized on a choropleth map
[14]. Past work [6, 15] has shown that the use of kernel
density estimation [16] is highly suitable in the spatial anal-
ysis of such data. Thus, our approach incorporates kernel
density estimation as a means of estimating the underlying
distribution of spatio-temporal events. Using the estimated
distribution in an area for a given category (or categories)
and temporal unit, we incorporate the underlying geograph-
ical network structure into the visual encoding. Bristles
are extended from this underlying structure, and the color,
length, density, transparency, and orientation of each bristle
is mapped to a particular variable (or set of variables).
Schemes presented in this paper include combinations of
the following mappings:

• length, density, and color as data magnitude,
• orientation and coloring for bivariate mapping,
• color and length for bivariate mapping,
• color and density for bivariate mapping, and
• length and transparency for temporal variance.
Given the available parameters for visual encoding within

the bristle map, other encodings also exist, which illustrate
the flexibility and power of our technique. Our work
focuses on showing how bristle maps can be used to show
spatial and temporal correlations between variables, encode
uncertainty in a unique way, and maintain geographical
context through linking our visual encoding directly to
geographical components. As such, the bristle map is a
powerful multivariate encoding scheme that is adaptable
to various attribute encodings to create richly informative
visualizations.

2 RELATED WORK

Many techniques in multivariate data visualization focus on
a means of reducing clutter and highlighting information
through a variety of approaches including filtering (e. g.,
[17]), clustering (e. g., [18]), and sampling (e. g., [19]). In
this section, we focus particularly on techniques within
geographical visualization for improving the understanding
of thematic/statistical maps, as Wilkinson [13] noted that
the problem of multivariate thematic symbology for maps
is that they are not only challenging to make, but also
challenging to read.

In geographical visualization, the most common means
of data representation is the choropleth map in which
areas are shaded or patterned in proportion to a measured
variable. Such maps are typically used to display only one
variable, which is mapped to a given color scale. Other
research has focused on encoding multivariate information
into choropleth maps (such as uncertainty) with textures
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Fig. 2: The bristle map generation pipeline. Beginning with data events, a continuous abstraction is created. We also create
a topology graph from contextually important linear features (in this case roads). Next, bristles are extended from these
features based on the continuous abstraction and the topology. Clutter reduction is performed when generating each bristle,
and finally the resultant bristle map is generated.

and patterns [20], creating bivariate color schemes for
visualizing interactions between two variables [21, 22],
or animating choropleth maps to enhance the exploration
of temporal patterns and changes [23]. We present bristle
maps as a robust alternative to these schemes in which
multivariate attributes are instead mapped to a variety
of graphical properties of a line (length, density, color
and orientation), as opposed to utilizing a bivariate color
scheme, texture overlays, or animation.

More recent geographical visualization techniques have
included extensions to choropleth mapping ideas. Hagh-
Shenas et al. [24] compared the effectiveness of visualiz-
ing geographically referenced data through the use color
blending (in which a single composite color conveys the
values of multiple color encoded quantities) and color
weaving methods (in which colors of multiple variables
are separately woven to form a fine grained texture pat-
tern). The results from their study indicate color weaving
to be more effective than color blending for conveying
individual distributions in a multivariate setting. Saito et al.
[25] proposed a two-tone pseudo coloring method for
visualizing precise details in an overview display. Under
this scheme, each scalar value is represented by two discrete
colors. Sips et al. [26] focused on revealing clusters and
other relationships between geo-spatial data points by their
statistical values through the over-plotting of points. This
work was later extended [27] to combine a cartogram-based
layout to provide users with insight to the relative geo-
spatial positioning of the dataset while preserving cluster
information and avoiding over-plotting. Other cartogram
techniques include the WorldMapper Project [28] which is
used to represent social and economic data of the countries
of the world. In each of these, novel data visualization
techniques are created; however, the distortion of spatial
features (country boundaries, roads) is often undesirable.
While these techniques focus on displaying large amounts
of aggregate data on small screens, our technique focuses
on enhancing details of geographical context within the
data. A similar concept of preserving data context is found

in Wong et al.’s [29] GreenGrid in which they visualize
both the physics of the power grids in conjunction with the
geographical relationships using graph based techniques.

Along with the previously described map schemes and
cartogram distortions, there has been work in the use
of heatmaps based on spatial data. Fisher [30] applied
heatmaps to visualize the trends of the interactions of users
with interactive maps that are based on their view of the
geographic areas. Maciejewski et al. [6] used heatmaps as
one of the tools to find aberrations or hotspots that facilitate
the exploration of geo-spatial temporal datasets. Work by
Chainey et al. [15] illustrated a number of different mapping
techniques for identifying hotspots of crime and demon-
strated that kernel density estimation provides analysts with
an excellent means of predicting future criminal activities.

In conjunction with previous visualizations, other re-
search has focused on expanding the dimensionality of the
data being displayed by utilizing three-dimensional visuals.
Van Wijk and Telea [7] utilized color and heightfields to
visualize scalar functions of two variables. Tominski et al.
[31] explored embedding 3D icons into a map display as a
means of representing spatio-temporal data. In contrast, our
work focuses on a two-dimensional encoding scheme that
incorporates a variety of the visual variables described by
Bertin [32] and Wilkinson [13] as a means of representing
multivariate data.

Finally, it is important to note that our technique is akin
to traditional traffic flow maps (e. g., Fig. 1(d)) seen in
a variety of atlases; however, provides more generalized
schemes. In traffic flow maps, the amount of data that can
be displayed is restrained by the color and the width of the
line representing linear elements (i. e., roads) on the map.
Our work is similar to that of the traffic flow maps in that
we utilize width (specifically, matched to the length in our
bristle maps) and color as underlying visual variables of
our encoding. However, our work also incorporates bristle
density as a means of further encoding parameters. In the
following sections, we compare our encodings to a variety
of methods including the point, color, and flow line maps.
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3 BRISTLE MAP GENERATION

In Fig. 1, we developed our motivation for the need to
directly incorporate geographic features to the underlying
data in order to better preserve contextual information. It is
clear that the aggregation of data into arbitrary geographical
areas obscures data, while the continuous approximation of
an underlying data source can lead to incongruent mappings
with respect to geographic features. Furthermore, both these
mappings are limited in the fact that only color and texture
are available for variable encoding, limiting the amount of
data that can be displayed to either a single variable or
possibly two variables in the case of a bivariate color map.
The goal of this work is to create visual encodings for
higher order structures.

The bristle map was inspired by the Substrate simulation
of Tarbell [33] and abstract renderings of map scenes in
work by Isenberg [34]. Given these images, our work
focuses on using the underlying visual properties to intel-
ligently encode information for display. In The Grammar
of Graphics [13], Wilkinson discusses the combination of
several perceptual scales into a single display. Here, he
notes the idea of separable dimensions of the data is a
key issue, where discriminations between stimuli are of
key importance in the visualization. The Substrate aesthetic
directly lends itself to this approach as color, line length,
and orientation are distinct classes within Wilkinson’s table
of aesthetic attributes and each of these visual parameters
directly contributes to the substrate aesthetic.

Fig. 2 illustrates the bristle map generation pipeline.
Given underlying data events, we compute a continuous
distribution. We also create a topology graph from given
geographically relevant linear content for clutter reduction
described in Section 5. As an example of geographical
content, if the underlying data was water pollution we could
use a city sewage map for the geographic components, for
our crime data examples we use roadways. Each linear
geographic component consists of a series of line segments,
and we extend bristle lines from these line segments. These
bristle lines emerge perpendicularly from the underlying
geographical line segment and are allowed to vary in length,
density, color, transparency, and orientation, to facilitate
multivariate data encoding. The third stage of the bristle
map generation pipeline (Fig. 2) illustrates the bristle line
concept for each geographical line segment, SE, and P1P2
defines our generated bristle line. Each bristle line is created
using the vector equation of a line as shown in Equation 1.

P2 = P1 +
−→
Vl Ll = P1 +

−→
Vl (t×Llmax) (1)

Here, P1 is a point on the contextually relevant geographic
line segment, SE,

−→
Vl is a unit vector perpendicular to the

line SE, and Llmax is the maximum length of the P1P2. Ll
is the length of the P1P2 determined by a parameter t.

Each line from P1 to P2 is drawn in such a manner that it
will either encode different properties of a multivariate data
set, or use a data reinforcement technique where properties
are encoded to the same variable to provide redundant cues.
We utilize three encoding properties for each bristle; length,

TABLE 1: Parameters, corresponding variables, and ranges.

Parameters Potential variables Range
Base position (P1) Geographic location (Double, Double)
Length 1 Data magnitude Double(constant portion)
Length 2 Temporal variance, e. g., monthly/yearly(variance portion) accuracy

Color Data magnitude Discrete,
Continous

Transparency Temporal variance, Double [0.0, 1.0]accuracy

Orientation (
−→
Vl )

Temporal difference, Clock-wise,
data type Counter clock-wise

Density Average data magnitude Double
on an area (SE)

color, and orientation. The length of a line P1P2 is separated
into two portions; a constant component, which is propor-
tional to the magnitude of the variable being encoded, and a
variance component. It captures temporal variance or other
properties such as level of certainty. The color of a bristle
P1P2 is proportional to the underlying variable distribution
to be encoded at point P1. When the variance component
is used, its transparency is adjusted as a means of visually
distinguishing it from the constant component. Orientation
of the bristle line is always perpendicular to SE and is
utilized for bivariate comparison (i. e., day/night, two data
types) and/or clutter reduction. To summarize, length and
color represent a local data magnitude property at point
P1. We also choose to encode redundant information into
the density of the number of bristles placed on a given
line segment where the density of the bristles along SE is
decided by an average data value on a line segment SE.

For each visual encoding, the underlying data is assumed
to be continuous over a given geographical segment, such
that for all points between any two nodes on the underlying
contextual geographic structure, a data distribution value is
associated with the point. In the case of a discrete data set
(e. g., crime locations), the choice of an appropriate means
of data interpolation with regards to the underlying geo-
graphic information is dependent on the data analysis being
performed. Based on the recommendations of Chainey
et al. [15], we apply a kernel density estimation (KDE)
[16] to approximate the underlying distribution of crimes
over the geographic features. The kernel density estimation
procedure used is defined by the following equation:

f̂ (x) =
1
N

N

∑
i=1

1
h

K
(

x−Xi

h

)
(2)

Here, the window width of the kernel placed on point x
is proportional to a window bandwidth, h, and the total
number of samples, N. We utilize the Epanechnikov kernel
[16], Equation 3:

K(u) =
3
4
(1−u2)1(||u||≤1) (3)

where the function 1(||u||≤1) evaluates to 1 if the inequality
is true and zero for all other cases.

Thus, given a multivariate dataset where locations in
space and time correspond to a series of categorized events,
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we can create bristle maps that encode various properties
of the data. Note that this technique relies on the data
being contextually relevant to an underlying geographical
network. For example, crime event data with its 2D geo-
graphical coordinates is recorded and hence defined by ad-
dresses on streets; thus it is contextually relevant to a street
network. Data sets in which this contextual relationship
does not exist should utilize other visual encoding schemes.
Table 1 shows the parameters in our bristle map and their
corresponding potential variables being encoded to each
parameter. In the following section, we present a series of
potential parameter combinations for various bristle map
encodings and discuss the various results.

4 ENCODING SCHEMES

The bristle map is a powerful visual encoding scheme that
lends itself to a variety of data encodings, examples of
which we present next. For demonstration purposes we
employ categorical spatio-temporal police reports collected
in Tippecanoe County (specifically West Lafayette and
Lafayette, IN, USA), from 1999 to 2010. The data set
contains the date, time, crime type (e. g., armed/unarmed
aggravated assault, armed robbery, burglary, homicide,
noise, other assaults, rape, rape attempted, residential entry,
robbery, theft, vandalism, and vehicle theft), and the address
of each recorded criminal event. Note that other datasets
can be easily encoded with bristle maps, and our choice of
data was only made to illustrate the technique.

Utilizing this multivariate crime data set we discuss
potential encoding schemes for multivariate spatio-temporal
data. We then provide illustrations of each described encod-
ing scheme with respect to our crime data set. Encoding
schemes presented in this section include the use of bristle
color, length, and density to encode data magnitude, the use
of bristle orientation to inform temporal comparison, and
the encoding of temporal variance in the bristle lengths.

4.1 Color, Length, and Density as Data Magnitude

Here, we discuss our technique for encoding the color,
length, and density of the bristles into two separate variable
groups. As both color and length (size) fall into two distinct
categories of aesthetics according to Wilkinson [13], the use
of separate variables for both categories allows for a dis-
tinguishable visual data encoding. In both cases, we assign
data magnitude to both a color scale and a length scale.
We note that such an encoding scheme has the potential to
portray data more effectively than visualizations that map
each data variable to a single display parameter. As noted
in the arguments for the use of redundant color scales by
Rheingans [35], the use of different display parameters is
able to convey different types of information. Furthermore,
by combining encodings in a redundant manner, it is
possible to reinforce the encoding scheme. The utility of
redundant color scales was confirmed by Ware [36].

In our encoding scheme, each bristle line’s length, Ll , is
calculated using Equation 4 based on a parameter, t, and

the maximum length, Llmax.

Ll = t×Llmax = (α×κP1 +β ×υP1)×Llmax (4)

For this visual encoding of the bristles, the parameter t is
defined by the ratio of the data value at P1, which we call
κP1 , the ratio of the temporal variance at P1, υP1 , and a set
of tuning parameters (α and β ) which provide weights to
the constant and variance components as shown in Fig. 2. In
this work, we use α=1.0 and β=0.3. Note that the choice of
encoding the variance at a 30% value was chosen through
trial and error by generating visualizations that the authors
found to be the most useful and aesthetically pleasing. For
problems where determining exact data values from the
visual encoding is required (as opposed to approximating
high and low rates), the variance portion is removed from
the equation entirely by using β=0.0. As such, by creating
the encoding scheme with diverse parameters, we are able
to generate more aesthetic choices and visualizations. It is
important to note that not all encodings will be appropriate
and are most likely task dependent.

The Llmax portion of Equation 4 is defined in Equation 5.

Llmax = ρ× logb

(
1
Nr

Nr−1

∑
i=0

LSE

)
(5)

In this equation, we take the average length of all line
segments (where Nr is the total number of line segments
in the map) and calculate Llmax using a non-linear function
such that the length of bristle lines does not grow in an
unbounded manner when zooming in. Moreover, Llmax is
modified by the parameter ρ , where ρ is the ratio of the
current zoom level to the initial zoom level, to decouple
our technique with the zoom level. In this work, we use
b=15 for the base of a log function.

Next, we determine the number (or density) of bristles,
Nl , to be drawn on each line segment SE using Equation 6.

Nl = ρ

(
ζ

λ
LSE

)
κSE (6)

Here, Nl is calculated using two user-defined constants λ

and ζ , where λ is the unit geographical length (distance)
and ζ is the number of bristle lines per unit geographical
length. We use λ=0.0009 and ζ =3-15 in our current visual-
ization. As the bristle density may also be used to encode
data magnitude parameters in bristle map generation, Nl
should be proportional to the ratio of average data value
on SE, κSE . Moreover, we also apply ρ such that Nl will
be independent of the zoom level to preserve the extent of
density.

For color, we allow users to choose either a continuous
or a sequential color scheme from Color Brewer [37]. Then,
data is linearly mapped to a probability that a crime of type
A will occur at geographic point B, where the probability is
estimated from the underlying data distribution using kernel
density estimation as described in Section 3.

Fig. 3 illustrates our length, density, and color encoding
using the previously described crime data set. Burglary is
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Fig. 3: (Left) Our bristle map encodes burglary rates with both bristle color and bristle density. (Right) A line map encoding
burglary rates as both line color and line thickness. Compared to the line map, our bristle map provides a distinguishable
visualization by incorporating bristle density. For example, bristle lines on the right top area are easily identified, whereas
thickness in the line map on the same area is too small to clearly be perceived.

encoded with the red color scheme, and color is propor-
tional to the probability (calculated from the underlying
point distribution using kernel density estimation) that a
burglary occurred at a given location. Fig. 3 (left) shows
our bristle map encoding for burglary rates with a color
scheme and bristle density, and Fig. 3 (right) shows a
line map encoding the same information with a color
scheme and line thickness for comparison to our bristle
map. Compared to this line map, our bristle map provides
the advantages of additional dimensionality through the
density of bristle lines. In this scheme, one is able to easily
encode two variables in different combinations of bristle
map parameters (i.e., color and density with a constant
length, color and length with a constant density), and
provide users with distinguishable visual parameters that
seem to focus attention to various details.

4.2 Multivariate Encoding: Separating Length,
Density and Color, and using Orientation

In the previous section, we illustrated how our method can
be utilized for univariate encoding by using a redundant
encoding scheme. However, a major benefit of bristle maps
is the ability to encode multivariate attributes. One example
of this is seen in day versus night time comparison.

Here, one can utilize the orientation to separate two
temporal components of a single variable by mapping
the temporal components to different orientations of the
geographic feature. For instance, it is likely that the rates
of data variable will be different with respect to day and
night occurrences. We illustrate this visual encoding in
Fig. 4. We separate the events into day (6:00 am–6:00 pm)
and night (6:01 pm–5:59 am) and map the daytime rates

to red and one orientation, and nighttime rates to blue
and the other orientation. In Fig. 4 (right) we illustrate a
bristle map encoding of one variable (burglary) during 2009
where length, density and color represent the magnitude
of the burglary as well as the encoding of day and night
parameters is explored as line orientation.

In Fig. 4 (right), we show areas of high/low nighttime
crime, high/low daytime crime, and combinations there
within. In contrast, a traditional heatmap using a univariate
color scheme can only show either daytime crime (Fig. 4
(left top)), or nighttime crime (Fig. 4 (left middle)). Hence,
several heatmaps are needed to see day and night variations
as shown in Fig. 4 (left column). Viewers must mentally
combine the images to locate regions of the map that
have high crime levels at daytime and nighttime, thereby
increasing their cognitive load.

Another means of reducing the cognitive burden would
be to create a heatmap of the difference between night and
day. Fig. 4 (left bottom) shows the difference of day and
night data, and the divergent color scheme shows where
high daytime or high nighttime crimes occur. For instance,
in Fig. 4 (left bottom) the right area indicates higher rates
during day, the left area shows higher rates during night,
and the border area between the blue and red color schemes
only indicates that day and night rates were approximately
equal, regardless of them being low or high. Moreover, you
need other color maps to explore areas where one occurs
similarly high or low during day and night time.

Bristle map encodings have benefits in this situation.
When we explore a daytime versus nighttime bristle map
in Fig. 4 (right), we see that there exists distinct temporal
profiles along the road lines where we see exclusively
dominant areas during either day or night. For instance,
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Fig. 4: Encoding daytime versus nighttime variations. (Left column) From top to bottom, color maps showing day, night and
the difference of day and night burglary rates. (Right) Our bristle map separating the burglary rates into their day and night
components with opposite orientation along roads. Note that a color map cannot present two components (i. e., both daytime
and nighttime burglary rates) at the same location, hence three color maps are needed to see day and night variations
simultaneously. Our bristle map can present such information within one bristle map by using different orientations of bristle
lines.

see the diagonal road from the top center to the right center
(Main Street, Lafayette, IN) showing that daytime burglary
dominates along this road. Another observation is made
on the horizontal road at the center of the map (Central
Street, Lafayette, IN). Along this road, daytime burglary
rates increase from left (west) to right (east), whereas
nighttime burglary rates decrease from left to right. For
the center area in Fig. 4 (left bottom), where the blue and
red color schemes meet, we also see in Fig. 4 (right) that
it has relatively equally high rates during both day and
night. Such a comparison allows people to understand the
differences between the data; however, when subtracting,
areas of nearly equal daytime and nighttime crimes will be
colored the same. Thus, areas that are safe during both day
and night, and areas that are highly dangerous during both
day and night will appear the same in the difference color
map. In contrast, bristle maps allow viewers to quickly
observe trends related to both day and night.

Another example of multivariate encoding using our
bristle map is done by separating and/or combining bris-
tle parameters. For instance, bristle density (or length)
encodes a variable A, and color encodes a variable B
while being presented on one orientation. Similarly, another
two variables (C and D) could be encoded and presented
on the other orientation. However, this type of parameter
combination should be determined carefully so as not to
increase viewers’ cognitive load. Its effectiveness would
depend on several factors such as data type and analysis

purpose. In Section 6, we conduct experiments to explore
the effectiveness of different parameter combinations.

4.3 Encoding Data Variance

As introduced in Fig. 2, each bristle can include a portion
generated for temporal variance of data, see Equation 4.
To present the temporal variance of the data over time, we
compute both the monthly and yearly mean and variance
values. For a given discrete data set during time periods NT ,
we first calculate continuous distributions over time. Then,
we determine mean and standard deviation values with
respect to the underlying data distribution for the entire data
set over a given temporal aggregation. Thus, we calculate
the mean µ and variance σ values from time varying data
Ki, where i ∈ [0,NT −1]. Note that µ and σ are computed
only once as they represent constant values for a given
dataset. Mean and variance values for each grid point j are
calculated using Equation 7 and 8, respectively. Variance
is then used to weight the parameter β in Equation 4 such
that given the data magnitude at the current time Kcur, we
compute the ratio of variance at the current time, σ̃ as
shown in Equation 9. As such, the parameter t in Equation 4
can be detailed as shown in Equation 10 to represent the
length of bristle lines with respect to temporal variance.

µ[ j] =
1

NT

NT−1

∑
i=0

Ki[ j] (7)
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(a) (b)

(c) (d)

Fig. 5: Encoding data variance of vandalism-graffiti in Lafayette, IN, USA, in 2010 creating an uncertainty aesthetic. Yearly
variance of vandalism-graffiti is represented in (a) a residential area and (c) a commercial area without distinguishing the
variance component in the bristle length. (b) and (d) show the results using a highlight color for the variance portion and
full alpha values for the constant portion of bristle lines. Here, we clearly see that our bristle map can encode the temporal
variance and create an uncertainty aesthetic using the variance component.

σ [ j] =

√√√√ 1
NT

NT−1

∑
i=0

(µ[ j]−Ki[ j])2 (8)

σ̃ [ j] =
1

σ [ j]
|µ[ j]−Kcur[ j]| (9)

t = α×κP1 +β ×υP1 = α×κP1 +β ×
(

σ̃P1

σ̃max

)
(10)

Furthermore, the variance term, υP1 , in parameter t in
Equation 4 can also be revised to encode an uncertainty
factor by using randomness. We may also encode an uncer-
tainty factor by using color and transparency to enhance the
variance component. When using color and transparency,
we use a highlight color for the variance component, and
then fade out the variance component over the bristle length
with a full alpha value for one end point and an alpha
value weighted by the variance for the other end point. The
constant portion of the bristle is assigned an alpha value of
1 to both end points as it represents an exact data value.
Hence, according to the data type and analysis purpose, the
encoding of parameter t and the use of the variance portion
can be different and should be assessed with respect to the
visual message trying to be conveyed. Fig. 5 illustrates the
application of encoding the data variance of vandalism with
the uncertainty factor. In Fig. 5(a, c), we use the same color
scheme for the constant and variance portions of bristle
lines. To enhance the variance component in Fig. 5(b, d)
we highlighted the variance portion in a different color and
assigned full alpha values for the constant portion of bristle
lines. Fig. 5(a, b) show the same area. In this area, the
bristle length shows large fluctuations, indicating a high

yearly variance Fig. 5(c, d) show another area. In this area,
the bristles are of a nearly constant length, indicating low
yearly variance. When considering that the area in Fig. 5(a,
b) includes residential areas, while the area in Fig. 5(c, d)
includes the downtown Main street, an art theater, and the
City Hall in Lafayette, IN, our bristle map shows that the
residential areas have higher yearly variance of vandalism
(graffiti) when compared to commercial areas.

5 BRISTLE CLUTTER REDUCTION
Although our bristle map can encode various characteristics
from multivariate data, it often suffers from clutter around
the intersections of road lines. In order to minimize clutter-
ing, we employ two strategies in our bristle map generation
pipeline (Fig. 2); 1) using topology among road lines to
determine bristle orientation to minimize clutter and 2)
cutting bristle lines crossing neighbor road lines.

5.1 Using Topology
Each bristle map contains an underlying topology of the
contextual geographic network that the data is mapped to.
In the topology graph, each node is defined as either ‘out-
ward’ or ‘inward’ as illustrated in Fig. 6. Using the topology
graph, we choose each segment’s bristle line orientation
such that the overlap of the bristles at intersections will
be minimized, thereby reducing the clutter. If the encoding
scheme requires both sides of the edge to contain bristles,
then clutter at each intersection is inevitable. However, in
cases where bristles map to only one side of an edge, we
use the right-hand rule to decide the orientation. Hence
bristle lines on edges connected to neighboring outward
and inward nodes are generated in a manner that provides
a reasonable reduction in clutter (Fig. 6).

HTTP://DX.DOI.ORG/10.1109/TVCG.2013.66
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outward node inward node 

nodei 

bristle lines 

Clutter areas 

Clutter area Bristle lines cut on  
the neighbor line 

nodek  

(a) (b) 

(c) (d) 

Fig. 6: To minimize clutter, a topology graph consisting of
directed edges as road lines and outward (red) and inward
(blue) nodes on the intersection of lines is used to decide the
bristle line orientation.

Choosing the orientation of bristle lines in order to min-
imize overlap can be considered as a 2-coloring problem
in vertex coloring; one color presents ‘outward’ while the
other presents ‘inward.’ Vertex coloring is a well known
graph problem, where no two adjacent nodes share the
same color. Moreover, coloring a general graph with the
minimum number of colors is known to be an NP-complete
problem. In our case, the minimum number of colors
should always be 2 but such 2-colorability is not guaranteed
for general road lines. While deciding the orientation of
bristle lines, we often have undesirable topology generating
inevitable overlap of bristle lines. Fig. 7 (upper row) shows
such a bad topology example and our strategy to solve
this issue. In Fig. 7(a), we see two clutter areas caused
by an undesirable configuration of neighbor nodes which
guarantee bristle overlap. To solve this, we consider the
addition of a virtual node in a topology graph as shown
in Fig. 7(b), thereby allowing for an orientation switch
midway across the edge and reducing the clutter. For
neighboring two inward nodes (blue), we add a virtual
outward node (red dotted circle) at the road line connecting
two inward nodes resulting in splitting bristle lines on the
road line. Similarly, a virtual inward node (blue dotted
circle) is added for neighboring two outward nodes (red).

5.2 Avoid Crossing Neighbors

Another cluttering case is illustrated in Fig. 7(c). When
two road lines intersecting with less than a 90° angle have
bristle lines, some of the bristle lines overlap as illustrated
in Fig. 7(c). For this case, we forbid bristle lines to cross
neighbor road lines by placing the end point of a bristle
line on the neighbor road line as shown in Fig. 7(d).
We first check the intersection of bristle blocks (colored
boxes in Fig. 7) for the current road line on which we are
generating bristle lines and its neighboring road lines by
using the topology graph. If the blocks are intersected, we
then check if a bristle line crosses the neighbor road lines
by utilizing the intersection algorithm of 2D line segments
[38]. This idea is based on the theory of amodal completion
(or amodal perception) [39] in psychology that describes
how the human visual system completes parts of an object
even when it is only partially visible. Although the length
of a bristle line represents data magnitude, benefits from

outward node inward node 

nodei 

bristle lines 

Clutter areas 

Clutter area Bristle lines cut on  
the neighbor line 

nodek  

(a) (b) 

(c) (d) 

Fig. 7: Two pairs of the cluttering cases and our methods to
minimize clutter. Colored box areas on a side of each edge
line indicate the orientation for bristle lines. (a) Case 1: bad
topology, where two inward nodes (blue) share a line and two
outward nodes (red) share a line, generates inevitable clutter.
(b) Virtual nodes (dotted circles) are added to split an edge
line. (c) Case 2: a small angle between edge lines causes
a clutter area. (d) Bristle lines crossing a neighbor edge line
are cut on the neighbor line.

cutting the length to avoid clutter dominate the side effects
from data misunderstanding that could be caused by clutter.
Moreover, when using redundant encoding utilizing bristle
length and density as data magnitude, bristle density could
help viewers complete parts of the bristle lines. Fig. 8
shows four image pairs before and after applying our clutter
reduction strategies. Some improvements could also be
considered in the future. For instance, our strategies still
generate cluttered bristle lines in cases where road lines
are very dense or close to others. We perform experiments
in Section 6 to see how people understand the differences
before and after clutter reduction. Here we note that the
experiments performed were for comparison and identifi-
cation tasks. In these task types, line direction (as will be
shown in the experiments) had little impact on the user
results. However, in a cluster/delineate task in which users
are asked to segment the data, the splitting of direction
may influence the user’s perception of cluster boundaries.
As such, we recommend that map designers take caution
in employing this scheme and use it only in appropriate
map contexts. Future work will explore other schemes and
design issues to handle neighbor crossings and influence on
map design.

6 EVALUATION
To evaluate the effectiveness of our bristle maps, we
conducted two quantitative controlled experiments. These
studies are both comprised of an introductory session, and a
training session. In the first study, five tasks were conducted
to evaluate the efficiency of bristle maps compared to
existing visualization methods (point, color (kernel density
estimated, KDE), and line maps as shown in Fig. 1(a),
(c), and (d)) and post-task questionnaires for qualitative
feedback. In the second study, two tasks were conducted
to evaluate the accuracy of users in estimating values from
each of the map types (point, KDE, bristle and line) as
well as evaluating the perceived aesthetics of each image.
Prior to each study, a pilot study was also conducted to
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Fig. 8: Before/after image pairs of our clutter reduction. Each pair shows a case of (a) changing bristle orientation using
topology, (b) cutting bristle lines crossing neighbor road lines, (c) circular roads, and (d) curved roads.

Fig. 9: Example setup for our experiment.

ensure that each task contains a fair comparison among the
techniques.

Participants: In the first study, thirty graduate students
(23 males, 7 females) in engineering, science, and statistics
from our university participated in the study. All partic-
ipants reported that they had experience in visualizing
data on geographical maps using colors or icons (e. g.,
paper maps, online map services). The experience varied
from almost daily (11 participants), 1–2 times a week (17
participants) to 1–3 times a month (2 participants). For
the identification/accuracy tasks and aesthetic comparisons
(Tasks 6 and 7), a secondary study was run on twenty-six
undergraduate students in engineering from our university.

Apparatus: The experiment was performed on a 30”
monitor using our experimental application running on
Windows XP, as shown in Fig. 9, where all visualizations
were generated with 2228×1478 resolution. Each visual-
ization was overlayed with numbered circles as shown in
Fig. 9. Participants selected one of the numbers to answer
the question in each trial using buttons in the interface
panel on the top of the screen. Criminal incident reports
collected in West Lafayette and Lafayette, Indiana, USA
from 1999 to 2010 were used in each trial, but different
types of crimes were selected to generate visualizations in
the training phase and in the actual study.

Design: We employed a repeated measure design of tasks
incorporating variations of the images shown in Fig. 1(a),
(c), and (d) and line maps similar to those of Fig. 3 (right).
Table 2 shows the number of data sets, techniques (cases
as shown in Fig. 8 for Task 5), and trials in each task. For
example, in Task 1 we utilized 18 different data sets to

compare 5 different techniques (i. e., point map, color map,
line map, and bristle maps using two different encoding
schemes). Hence, each participant performed 18 × 5= 90
trials in Task 1. In Task 3, we compared 6 different
techniques (i. e., point map, bivariate color map, line maps
in two different encoding schemes, and bristle maps in two
different encoding schemes) with 15 data sets, resulting in
90 trials. Due to the difficulty of creating good examples to
be used from our real crime data, we used fewer data sets
in Tasks 4 and 5. In summary, each participant performed
a total of 374 trials in Tasks 1 to 5, and it generally took
90 minutes.

Since the design of Tasks 1–5 focused on questions of
comparing regions, a secondary study was also conducted.
This study was again a repeated measure design of tasks
incorporating variations of the images shown in Fig. 1(a),
(c), and (d) and line maps similar to those of Fig. 3 (right).
However, here the subjects were asked to identify the values
of regions in the image. Areas of homogeneous visual
variables were circled in each image and the subjects were
asked to approximate the amount of crime per region. As a
final task, the subjects were simultaneously presented with
a point map, color map, bristle map and line map and asked
to rank order the images based on their aesthetic values.

For all Tasks, trial order was varied using a magic
square method [40] in each task. Completion time and
participants’ answers were recorded for a quantitative met-
ric. The collected data from each task was subjected to
an analysis of variance (ANOVA) test to determine if
the average time and accuracy of task completion were
significantly different among techniques. A post-hoc Tukey
HSD test was then performed to determine significance
between the techniques. P-values reported in this study
come from the resultant Tukey HSD test. Before the study,
participants were introduced to our experiment application
and the techniques through an introductory session and a
training session. During the training session, participants
could ask questions and receive guidance in the use of the
experiment application and analysis of each visualization.
Once the training was completed, participants moved to
the actual study. After completing each task (Tasks 1 to 4)
participants were asked to answer the questionnaire to rate
the efficiency of the techniques using a five-point Likert
scale [41]. After completing Task 5, participants were also
asked to describe their impression with regards to visual
complexity for before and after image pairs applying our
clutter reduction. In the questionnaire, we stated that the
visual complexity is high if a participant felt any kind of
difficulty or confusion in understanding the density, length
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TABLE 2: The number of data sets, techniques (cases in
Fig. 8 for Task 5), and trials.

Data sets Techniques (or cases) Trials

Task 1 18 5 90
Task 2 18 5 90
Task 3 15 6 90
Task 4 12 4 48
Task 5 7 8 56
Task 6 2 4 24
Task 7 2 4 2

and color of bristle lines that encode the underlying data.
Finally, after finishing all tasks, participants were asked to
rate the overall efficiency among techniques.

Hypotheses: In this experiment, we hypothesized that our
bristle maps would be better than or equally as good when
compared to the other techniques in terms of task com-
pletion time and accuracy. Specifically, we hypothesized
that our bristle maps would be better than other techniques
as the complexity level of tasks increased from univariate
to multivariate. The rationale of this assumption is that
the line map and bivariate color map use at most two
variables, whereas the several encoding parameters in our
bristle map have the potential to create effective encoding
combinations. We also hypothesized that our clutter reduc-
tion strategies would be useful to minimize cluttering on
areas where a large number of bristle lines are created. In
our follow-on experiment exploring identification of values,
we hypothesized that bristle maps would be as accurate
as all other representations in determining values. We also
hypothesized that bristle maps would be ranked higher in
terms of their aesthetics.

Tasks: We tested seven tasks: three for univariate, bivari-
ate, and multivariate data encoding, respectively, one for
temporal variance encoding, one for the clutter reduction,
one for accuracy comparisons among the rendering styles
and one for aesthetic comparisons.

In Task 1, when given four regions highlighted in circles
on the map, participants were asked to “find the region
with the highest crime rate” in different visualizations
representing spatio-temporal crime data using point, color,
line-T (data encoded in the line (T)hickness), bristle-CLD
(a redundant data encoding using (C)olor, (L)ength, and
(D)ensity), and bristle-LD (a redundant data encoding using
(L)ength and (D)ensity).

In Task 2, four regions were highlighted in circles on the
map. Participants were asked to “find the region with the
highest crime rates at both (or either) day and night time,”
using point (encoding day/night time crime rates in different
colors), color, line-TO (data encoded as line (T)hickness
and using (O)rientation for day/night crime rates), bristle-
CLDO (redundant data encoding using (C)olor, (L)ength
and (D)ensity, and using (O)rientation to indicate day/night
crime rates), and bristle-LDO (data encoded using (L)length
and (D)density, but in a constant color, using (O)rientation
to indicate day/night crime rates). The point map had
differently colored points for day and night time crime
rates, and two maps (day and night time color maps) were

given in different colors for the color map.
In Task 3, four regions were highlighted in circles on the

map. Participants were asked to “find the region with the
highest crime rates for both (or either) two crimes (crime 1
and 2),” using point map (encoding two crimes in different
colors), bivariate color map (Color-B), line-TO (a data
encoding using (T)hickness in different colors, and using
(O)rientation to indicate crime types), line-CT (encoding
crime 1 using (C)olor and crime 2 using (T)hickness),
bristle-LDO (a redundant data encoding using (L)ength and
(D)ensity, and using (O)rientation to indicate crime types),
and bristle-CD (an encoding using (C)olor to indicate crime
1 and (D)ensity to indicate crime 2, with constant length).

In Task 4, participants were given two regions high-
lighted in circles on the map. Then, they were asked to
“find the region with the highest temporal variance” in
different visualizations using point maps, color maps, line
maps, and bristle-LDV (a redundant data encoding using
(L)ength and (D)ensity, and representing (V)ariance in the
variance part of a bristle line). For the point, color, and
line maps, multiple images were displayed on the screen to
provide visualizations during several years. Our bristle map
embedded the variance in the variance part of the bristle
length as shown in Fig. 2 (third stage) and 5 (right column).

In Task 5, given two regions predefined in circles on
bristle maps, participants were asked to “answer if crime
rates on this given two regions look either different or the
same as each other.” Fig. 8 shows representative image pairs
before and after applying our clutter reduction method. In
trials, participants compared each case in Fig. 8 to a base
case (i. e., bristle lines on a single straight road).

In Task 6, subjects were presented with a series of images
with a single predefined circle which covered an area
consisting of homogeneous visual variables (i. e., identical
color, bristle length, thickness, etc.). A univariate encoding
was explored, and the Bristle-CLD settings were utilized
for the bristle map. Participants were asked to estimate
the amount of crime in the area using the provided scale
(or scales in the case of bristle and line maps). Time and
accuracy of the results were measured.

In Task 7, subjects were presented simultaneously with
four images representing the same data set. These images
consisted of a point map, a color map, a bristle map and a
line map. Subjects were asked to rank order the images in
order of most to least aesthetically pleasing.

7 RESULTS AND DISCUSSION

After all tasks were completed, times and answers col-
lected during the study were analyzed using a single-factor
ANOVA. A post-hoc Tukey HSD test was then performed
to determine significance between the techniques. P-values
reported in this study come from the resultant Tukey HSD
test. For accuracy, the percentage of correct answers was
computed.

Task 1: A one-way between-subjects ANOVA was con-
ducted to compare the effect of different map visualiza-
tions on a subject’s time and accuracy in determining
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TABLE 3: Tukey HSD results for Task 1.

Time
p-value < Point map KDE map Line-T

Bristle-CLD .00001 .00001 .00042
Bristle-LD .00001 .00001 .01811

Accuracy
p-value < Point map KDE map Line-T

Bristle-CLD .00001 .1554 .01851
Bristle-LD .00001 .3214 .00602

areas with highest crime rates within a given visualization.
Conditions varied based on the given visualization, point
maps, kernel density estimated color maps, line maps and
bristle maps. There was a significant effect of visualization
type on time at the p < .05 level for the conditions
[F(4,145) = 35.366, p = .0000001] and a significant effect
of visualization type on accuracy at the p < .05 level for
the conditions [F(4,145) = 3266.782, p = .0000000006].
Because statistically significant results were found, we
computed a Tukey post-hoc test with results reported in
Table 3. In Table 3 p-values < .05 indicate that groups
were statistically different from one another.

The result showed that the bristle maps groups were both
significantly different than the point, color and line maps
in terms of speed (at the p < .05 level). Specifically, the
bristle map groups average times were 50.7 seconds and
56.6 seconds for the CLD and LD conditions respectively,
which was slightly faster than the Line-T condition at 69
seconds and much faster than the point map condition at
102.6 seconds. However, the color map group was the
fastest at 34.6 seconds.

For accuracy, the bristle maps groups were both sig-
nificantly different than the point map group in terms of
accuracy (at the p < .05 level). Specifically, the bristle map
groups accuracy ratings were 99.6% and 99.8% for the CLD
and LD conditions respectively, which was much higher
than the point map condition with accuracy of 41.4%. No
accuracy differences were found when compared to the
other groups. See Table 8 for more specific results.

The comparison between color maps and bristle maps
showed that color maps were better than the bristle map in
terms of average time, and were not significantly different
in terms of accuracy. This shows that bristle maps as a
redundant encoding scheme has the same potential to con-
vey data as single parameter encoding schemes; however,
traditional schemes such as color maps may allow for a
quicker comparison in the univariate case.

Comparing Bristle-LD and Line-T, we saw that the
length of the bristle map matches the thickness of the
line map. Hence, the bristle density was useful to find
answers in Task 1 in terms of completion time and accuracy.
Some participants also mentioned bristle density in their
qualitative feedback as “Bristle map is especially good
when density of the bristles is also used” and “In bristle
map, length and density were more noticeable than color
difference.” In this univariate encoding test, the point map
showed the worst results and the color map was the best
results in terms of time and accuracy as shown in Table 8.

TABLE 4: Tukey HSD results for Task 2.

Time
p-value < Point map KDE map Line-TO

Bristle-CLDO .01713 .70091 .05943
Bristle-LDO .02024 .81621 .07166

Accuracy
p-value < Point map KDE map Line-TO

Bristle-CLDO .00001 .07062 .36692
Bristle-LDO .00001 .99999 .01283

Task 2: A one-way between-subjects ANOVA was con-
ducted to compare the effect of different map visualizations
on a subject’s time and accuracy in determining areas with
highest crime rates at both day and nighttime within a
given visualization. Conditions varied based on the given
visualization, point maps, kernel density estimated color
maps, line maps and bristle maps. There was a significant
effect of visualization type on time at the p < .05 level for
the conditions [F(4,145) = 2.717, p = .032] and a signifi-
cant effect of visualization type on accuracy at the p < .05
level for the conditions [F(4,145) = 89.89, p = .0000002].
Because statistically significant results were found, we
computed a Tukey post-hoc test with results reported in
Table 4. In Table 4 p-values < .05 indicate that groups
were statistically different from one another.

As we hypothesized, the result showed that the bristle
maps groups were both significantly different than the point
maps in terms of speed (at the p < .05 level). Specifically,
the bristle map groups average times were 86.3 seconds
and 87.2 seconds for the CLDO and LDO conditions
respectively, which was slightly faster than the point map
condition at 106.2 seconds.

For accuracy, the bristle maps groups were both sig-
nificantly different than the point map group in terms of
accuracy (at the p < .05 level). Specifically, the bristle
map groups accuracy ratings were 90.5% and 93.3% for
the CLDO and LDO conditions respectively, which was
much higher than the point map condition with accuracy
of 63.1%. See Table 8 for more specific results.

The comparison between color maps and bristle maps
showed that color maps were better than the bristle map in
terms of average time, and were not significantly different
in terms of accuracy. This shows that bristle maps as a
redundant encoding scheme has the same potential to con-
vey data as single parameter encoding schemes; however,
traditional schemes such as color maps may allow for a
quicker comparison in the univariate case.

Findings also indicated that Bristle-LDO was better
than Line-TO in terms of accuracy, whereas Bristle-CLDO
was not significantly different from Line-TO in terms of
accuracy. This indicated that the bristle density seems to
be useful in finding correct answers in Bristle-LDO, but it
was not in Bristle-CLDO. Further testing in combinations
of visual variables and the ability to determine levels of
sparseness will be done in the future.

Task 3: A one-way between-subjects ANOVA was con-
ducted to compare the effect of different map visualizations
on a subject’s time and accuracy in determining areas
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TABLE 5: Tukey HSD results for Task 3.

Time
p-value < Point map KDE-B Line-TO Line-CT

Bristle-LDO .00009 .00515 .58128 .73239
Bristle-CD .01131 .03469 .15506 .20693

Accuracy
p-value < Point map KDE-B Line-TO Line-CT

Bristle-LDO .00001 .00001 .27189 .02771
Bristle-CD .00001 .00001 .07002 .41194

with highest crime rates in two types of crimes within a
given visualization. Conditions varied based on the given
visualization, point maps, kernel density estimated color
maps, line maps and bristle maps. There was a significant
effect of visualization type on time at the p < .05 level
for the conditions [F(5,174) = 6.655, p = .00001] and a
significant effect of visualization type on accuracy at the
p < .05 level for the conditions [F(5,175) = 144.24, p =
.00000001]. Because statistically significant results were
found, we computed a Tukey post-hoc test with results
reported in Table 5. In Table 5 p-values < .05 indicate
that groups were statistically different from one another.

The result showed that the bristle maps groups were both
significantly different than the point maps and color maps
in terms of speed (at the p < .05 level). Specifically, the
bristle map groups average times were 88.2 seconds and
94.5 seconds for the LDO and CD conditions respectively,
which was faster than the point map condition at 118.3
seconds and the color map condition at 115.3 seconds.

For accuracy, the bristle maps groups were both signif-
icantly different than the point map group and the color
map group in terms of accuracy (at the p < .05 level).
Specifically, the bristle map groups accuracy ratings were
94.4% and 90.4% for the LDO and CD conditions respec-
tively, which was much higher than the point map condition
with accuracy of 26.6% and the color map condition with
accuracy of 72.6%. See Table 8 for more specific results.

Note that we separated parameters for different crime
types in Bristle-CD; (C)olor encodes crime 1 and (D)ensity
encodes crime 2. Bristle-CD showed a significant effect
compared to the bivariate color map as shown in Table 5.
However, generation on this type of bristle maps should
be selected carefully since one parameter could dominate
the other. For instance, when we use color and length to
separate two crime data, short bristle length for low crime
rates in crime 2 removes bristle lines in dark color for high
crime rates in crime 1. In our experiment, we selected color
and density for two crimes, with constant length of bristles.

Task 4: A one-way between-subjects ANOVA was con-
ducted to compare the effect of different map visualizations
on a subject’s time and accuracy in determining areas
with high temporal variance within a given visualization.
Conditions varied based on the given visualization, point
maps, kernel density estimated color maps, line maps and
bristle maps. There was a significant effect of visualization
type on time at the p < .05 level for the conditions
[F(3,116) = 42.051, p = .00001] and a significant effect of
visualization type on accuracy at the p < .05 level for the

TABLE 6: Tukey HSD results for Task 4.

Time p-value < Point maps KDE maps Line maps

Bristle-LDV .00001 .00001 .00001

Accuracy p-value < Point maps KDE maps Line maps

Bristle-LDV .00001 .00001 .00001

conditions [F(3,116) = 42.33, p = .00001]. Because statis-
tically significant results were found, we computed a Tukey
post-hoc test with results reported in Table 6. In Table 6 p-
values < .05 indicate that groups were statistically different
from one another.

The result showed that the bristle maps groups were
both significantly different than the point maps, line maps
and color maps in terms of speed (at the p < .05 level).
Specifically, the bristle map groups average time was 48.4
seconds for the LDV condition, which was faster than
the point map condition at 194 seconds, the color map
condition at 171.8 seconds, and the line map condition at
178.9 seconds.

For accuracy, the bristle maps groups were both signif-
icantly different than the point maps, line maps and color
maps in terms of speed (at the p < .05 level). Specifically,
the bristle map groups accuracy rating was 94.7% for the
LDV condition, which was much higher than the point map
condition with accuracy of 53.6%, the color map condition
with accuracy of 72.6% and the line map condition with
accuracy of 75.5%. See Table 8 for more specific results.

As we hypothesized, we found that the representation of
temporal variance in bristle maps was significantly faster
and accurate in terms of both average time and accuracy
compared to providing several images of the point, color
and line maps. Moreover, we found that techniques showed
the increasing pattern from the point maps to Bristle-LDV
as shown in Table 8. This indicates that changes among
several images would be better perceived in line patterns
than in points or colors.

Task 5: A one-way between-subjects ANOVA was con-
ducted to compare the effect of different map visualizations
on a subject’s time and accuracy in determining areas
with high temporal variance within a given visualization.
Conditions varied based on the given visualization, point
maps, kernel density estimated color maps, line maps and
bristle maps. There was no significant effect of visualization
type on time at the p < .05 level for the conditions
[F(1,56) = .328, p = .569] and no significant effect of
visualization type on accuracy at the p < .05 level for the
conditions [F(1,56) = .315, p = .315]. In Task 5, we found
that bristle lines with and without clutter reduction did not
differ significantly w.r.t. both average time and accuracy for
all cases (Fig. 8). This means that the base bristle lines and
bristle lines before applying clutter reduction and the base
and bristle lines after applying our clutter reduction are
perceived similarly by participants. Moreover, when told
that the bristle line orientation does not encode data, the
opposite orientations of bristle lines on a single straight
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Fig. 10: Results from qualitative feedback for Tasks 2, 3, and 4 as well as overall efficiency.

TABLE 7: Average Rank Ordering by Aesthetics

Point KDE Map Bristle Line

Average 2.26 2.6 2.79 2.34
Std Dev 1.18 .97 1.19 1.10

road caused by virtual nodes (Fig. 7(b)) did not affect
accuracy (87.7%). Other cases showed 42-58% of accuracy.

Task 6: For Task 6, we hypothesized that subjects would
be as accurate as all other representations in determining
values In Task 6, we found that bristle maps did not differ
significantly w.r.t. accuracy when compared with point map,
color map and line map identification (ANOVA results of
p-value=.18093, F=1.63). However, we found that bristle
maps did differ significantly w.r.t. time when compared with
point map, color map and line map (ANOVA results of p-
value=.0314, F=2.622). Particularly, we found line maps
and heat maps to both be significantly faster than point
maps and bristle maps in identifying values (Tukey HSD
test value of p < .05). Overall, these results indicate that
in terms of accuracy, all geographical representations were
equally useful; however, participants were (on average) over
1 second quicker in value judgments on both line maps
and colors maps. This is most likely due to the fact that
participants were quicker at making color judgments as
compared to counting points and mentally linking multiple
variables for the bristle maps.

Task 7: In Task 7, we found that users had a highly
variable rating of which image appeared to be more aes-
thetically pleasing. The average positions and standard de-
viations are summarized in Table 7. Here we find that while
bristle maps have a slightly higher average ranking, there
is no significant difference between the aesthetic ordering.
A one-way between-subjects ANOVA was conducted to
compare the rankings of map visualizations by subject
in determining which visualization was ranked highest in
aesthetics. There was no significant effect of visualization
type on aesthetics at the p < .05 level for the conditions

[F(3,183) = 1.79, p = .149].
Qualitative evaluation: Fig. 10 shows the results from

qualitative feedback. Among the 30 participants, 27 par-
ticipants (90%) agreed or strongly agreed that the bristle
map was efficient for day and night time comparison in
Task 2, 26 for two color maps and 23 for line map.
24 participants (80%) agreed or strongly agreed that the
bristle map was efficient for the comparison of two crimes
in Task 3, 26 for the line map and 19 for the bivariate
map. 29 participants (96.6%) agreed or strongly agreed
that the bristle map was efficient for temporal variance
representation. In the question for overall efficiency, 27
participants (90%) agreed or strongly agreed that bristle
maps and color maps were overall efficient, and 19 (63.3%)
for line maps. For point maps, 25 participants (83.3%)
disagreed or strongly disagreed.

Participants were also asked to answer visual complexity
and preference questions regarding the before (NCR) and
after (CR) image pairs applying our clutter reduction. For
the circular case (Fig. 8(c)), 96.5% of participants felt that
NCR has higher visual complexity and 78.5% preferred
CR. For the curved case (Fig. 8(d)), 65.5% of participants
answered that CR has a higher visual complexity and 64%
preferred NCR. While both cases use a technically identical
clutter reduction algorithm, participants reported different
visual complexity and preference for them. This indicates
that our clutter reduction could be improved by considering
the complexity of the underlying network structure.

Summary and Limitations: As a univariate encoding, the
bristle maps were significantly different (in terms of speed
and accuracy) than the point, color and line maps. In the
case of the point and line maps, bristle maps use resulted in
a higher average correctness and speed; however, the color
map for the univariate case had the fastest response and
accuracy totals. This seems to indicate that the redundant
encoding scheme is actually not beneficial in these cases.
As such, use of bristle maps for single variable encoding
is not recommended.

With regards to bivariate and multivariate encoding,
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TABLE 8: Average time and accuracy.

Technique Average time (seconds) Accuracy (%)

Task 1

Point map 102.6 ± 40.9 41.4 ± 4.3
KDE map 34.6 ± 7.8 100 ± 0
Line-T 69 ± 21.9 98.1 ± 3
Bristle-CLD 50.7 ± 15.3 99.6 ± 1.4
Bristle-LD 56.6 ± 17.1 99.8 ± 1

Task 2

Point map 106.2 ± 34.7 63.1 ± 6.7
KDE map 90 ± 30.9 93.1 ± 5.15
Line-TO 100.5 ± 28.5 87.9 ± 10.4
Bristle-CLDO 86.3 ± 30.6 90.5 ± 8.5
Bristle-LDO 87.2 ± 28 93.3 ± 5.2

Task 3

Point map 118.3 ± 41.1 26.6 ± 12.5
KDE-B 115.3 ± 47.9 72.6 ± 7.9
Line-TO 84 ± 22.8 96.4 ± 6.2
Line-CT 86.1 ± 22 86.8 ± 16.7
Bristle-LDO 88.2 ± 23.7 94.4 ± 7.6
Bristle-CD 94.5 ± 28.3 90.4 ± 16.7

Task 4

Point maps 194 ± 73.5 53.6 ± 17.6
KDE maps 171.8 ± 58.8 61.9 ± 15.6
Line maps 178.9 ± 61.8 75.5 ± 13.5
Bristle-LDV 48.4 ± 14.8 94.7 ± 13.4

bristle maps and line maps outperformed color and point
maps. This is not surprising as bristle and line maps are
able to combine variables into a single image, where as
in the case of point and color maps, the user must men-
tally combine the two images together. Bristle-(C)LD also
showed a significant effect of the bristle density compared
to Line-T. As a bivariate encoding, using orientation in
bristle maps was not significant compared to two color
maps. However, in the comparison with the bivariate color
map, Bristle-LDO showed a significant effect in terms of
average time and accuracy. As such, we have that Bristle-
(C)LDO as a bivariate encoding scheme created a middle
level of cognitive load in-between two color maps and a
bivariate color map. Bristle maps also showed potential as
a multivariate encoding technique in a single view. Based
on the results in Task 3, a point map using various colors
and a multivariate color map would considerably increase
users’ cognitive load. In Tasks 1-3, we also observed that
there is no significant effect between the bristle maps using
the different encodings. The representation of temporal
variance in the bristle map was significantly different from
other methods. Our results also showed the differences
among point, color and line maps. Participants could better
find the region with higher temporal variance when using
line maps than using point and color maps. In the qualitative
evaluation, 90% of the participants agreed or strongly
agreed the overall efficiency of bristle maps to find answers.
However, users also strongly preferred the color map in
these cases as well.

Finally, we found that with regards to accuracy in identi-
fying values, no technique outperformed any others. How-
ever, users were significantly faster in identifying values in
both the color and line map scenarios. We hypothesize that
in both cases the user focused only on the color, where as
in the point map case they needed to count the points and in
the bristle map case they needed to reconfirm the univariate

value by double checking several of the encoding legends.
Overall, this technique would be recommended when

encoding large amounts of multivariate spatio-temporal
point data. As the number of point samples increase, ag-
gregation techniques are need to allow for quick summaries
of the data, and, as is evidenced by our studies, pure
spatial location representation by glyphs results in too much
overlap for accurate measurement and evaluation. As the
number of variables increase, color map representations
allow for the encoding of variables only along a single
visual variable (resulting in bivariate color maps or small
multiple plots).

In using multivariate encodings, it is extremely important
to understand the interaction effects that the visual variables
will introduce in one another. Research into the perceptual
interactions among different visual variables was performed
by Acevedo and Laidlaw [42]. They measured the per-
ceptual interfernce of icon size, spacing and brightness,
noting that brightness outperforms spacing and size while
being subject to interferences from both spacing and size.
Acevedo and Laidlaw also noted that spacing also out-
performed size, which contradicted some previous results;
however, this result seems to align with our participants
noting that the bristle spacing was a useful cue. Their
results were reportedly due to the spacing sampling along
a sinusoidal curve. The sampling of our bristles follow a
uniform pattern within classification bins. Thus, there seems
to be sufficient scientific evidence to justify using sparsity
as a discriminating variable in the case of the bristle maps;
however, further studies on this are warranted. Stone [43]
has also studies the effect of size in color perception, noting
that color appearance changed dramatically with the size
being viewed. As such, it may be better to utilize fewer
map classifications (color bins) when using bristle maps
in order to increase the perceptual distance between each
color being visualized.

The main limitations of the bristle map technique is
that the combinations of data encoding can potentially
prove overwhelming for the designer, and a poor choice on
variable encoding can result in a suboptimal visualization.
In particular, previous studies have provided results that
can be used to predict that certain combinations of visual
variables will either enhance or impede map reading. For
example, the combination of length and density form an
emergent property akin to Bertin’s definition of grain. Such
effects cannot be ignored; however, bristle maps can be
encoded to take advantage of such combinations, as shown
in Tasks 3 and 4.

Finally, with regards to scalability of the bristle map
technique, in areas of dense roadways, different aggregation
methods would need to be considered. As the roads become
dense, the ability to plot lines of perceptually different
length would become untenable. However, a solution to this
would be to draw only the most important roads, thereby
removing smaller roads from the analysis, or utilizing
bristle maps in a focus+context manner.

To summarize, we posited several different hypotheses.
First, we hypothesized that our bristle maps would be
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better than other techniques as the complexity level of
tasks increased from univariate to multivariate. As the
number of variables under analysis increased, the bristle
maps outperformed more traditional analyses in terms of
speed. However, at lower levels of complexity, traditional
techniques such as density estimated heatmaps were found
to be best in terms of speed. Second, we hypothesized
that our bristle maps would be as accurate as all other
representations in determining values. This hypothesis was
verified through our user study where subjects estimated
the magnitude of crimes on a map using points, density
estimated heat maps and bristle maps. Results showed
that there were no significant differences between map
styles. Finally, we also hypothesized that bristle maps
would be ranked higher in terms of their aesthetics. This
hypothesis was refuted as our results did not demonstrate
any significantly different rating for any of the different
mapping techniques.

8 CONCLUSIONS

In this work, we have described our novel multivariate data
encoding scheme, the Bristle Map. This scheme provides
a novel approach for encoding color, length, density, and
orientation as data variables and allowing the user to ex-
plore correlations within and between variables on a single
view. Given the number of parameters available within this
encoding, this article has presented only a subset of poten-
tial encodings and examples. Here, we have shown the use
of encoding bristle lines with redundant information, mul-
tivariate attributes for variable comparison, and temporal
variance. We also showed a means of potentially encoding
data uncertainty. To minimize overlap of bristle lines, we
generated a topology graph from underlying geographical
line features and employed strategies for clutter reduction.
Then, to evaluate the effectiveness of bristle maps, we
performed an evaluation study, where we explored different
visual encoding combinations within the bristle maps and
compared with existing techniques in several tasks. Based
on our experiment results, we believe that our bristle map
technique has much potential to increase the amount of
information that can be visualized on a single map for
geovisualization.
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