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Finite time tracking of unilaterally constrained planar systems with pre-specified settling time: second order sliding mode synthesis and chattering-free digital implementation.

Harshal B. Oza, Vincent Acary, Yury V. Orlov, Sarah K. Spurgeon and Bernard Brogliato

Abstract—In this paper, tuning rules are established when a second order sliding mode controller is utilized to achieve finite time tracking for a class of unilaterally constrained planar systems in the presence of external disturbances in continuous and discrete-event phases. Rigid body inelastic impacts are incorporated at the unstable equilibrium. A numerical chattering-free digital implementation is also presented. This implementation, while being based on strong theoretical foundations, appears to bring the present advances in the area closer to industrial application.

I. INTRODUCTION

Dynamical systems with non-smooth vector fields and with unilateral constraints have been studied in various disciplines of science and engineering such as electrical engineering and robotics amongst others [1]. Establishing conditions for stability of such systems is a theoretical challenge due to the likely destabilizing effects of the unilateral constraints, resulting in state jumps. In this paper, planar controllable linear and feedback linearizable non-linear systems with unilateral constraints are studied. Unilaterally constrained systems can be studied as linear or non-linear complementarity systems [1]. The closed-loop dynamics of these systems are strongly affected by hard non-linearities characterized by both the nature of the contact of two bodies as well as collision, with the constraint resulting in a restitution in one of the states of a planar system. The existing literature is abundant on the topic of stability of systems with jumps (see [1], [2] and the references therein).

The main focus of this paper is on (i) finite time tracking of trajectories of the unilaterally constrained system to the desired periodic trajectories by using a second order sliding mode controller together with tuning of the controller parameters and (ii) digital implementation of the same. The theoretical motivation to study such a problem stems from several viewpoints. Firstly, asymptotic and finite time stability when impacts have a finite accumulation point have been studied for restitution coefficient in the interval $[0, 1)$ [1], [3]. However, a priori guarantee and tuning to achieve finite time convergence for the tracking of periodic trajectories is not studied for the general case where restitution in the plant state is beyond the interval $[0, 1)$. Furthermore, robust finite time stabilization is theoretically an equally difficult challenge when compared to its asymptotic counterpart [2] provided that the effects of dissipative impacts tend to destabilize the system.

Secondly, research on robustness of the controller to disturbances at the time of state jumps is not rigorous. The present paper studies a similar class of systems to that presented in recent research [4] where a finite time observer is proposed to reject disturbances at the time of impacts. The presented result utilises tuning for a second order sliding mode (SOSM) controller [5] such that it is robust to persisting disturbances in both the continuous and discrete-event phases of the trajectories, while requiring only upper bounds on the uncertainties to cause the tracking errors to converge to zero in finite time between successive impacts.

Finally, existing results on numerical methods for sliding mode synthesis [6], [7] can be directly utilised for the tracking control of a unilaterally constrained system in the presence of impacts. A combination of the tuning of a robust SOSM synthesis that is based on the continuous time setting with the digital implementation, which matches the behaviour of the discrete time closed-loop system to that of the continuous time system at least in the case of no uncertainty, is theoretically novel for the underlying impact system.

From a practical viewpoint, the motivation stems from the need to propose tuning rules and digital implementation of SOSM for the presented class of systems. Following the recent advances in (i) Lyapunov methods for higher order sliding mode controllers and observers [8], [9], [10], (ii) finite time convergence and tuning [10] and (iii) numerical schemes [6], [7], a natural next step is to provide similar tuning and digital implementation for this problem. This problem is relevant in the area of biped robots and in general in fully actuated robots with unilateral constraints and thus has practical significance.

The main contribution of the presented result is twofold. Firstly, the tuning rules for the controller are given for the presented tracking problem with an a priori guarantee of attaining a pre-specified settling time. The method differs from existing results [11] that depend on open-loop optimal control. The drawback of the presented method is that it is
more conservative. Nevertheless, it gives theoretical starting values for tuning that guarantee finite time tracking of the states of the hybrid system in the presence of disturbances in both continuous and discrete event (jump) phases. The second contribution is the ‘numerical chatter-free’ digital implementation of this SOSM controller for the tracking problem of a unilaterally constrained system resulting in reduced chattering in the presence of the aforementioned disturbances [7].

II. PROBLEM STATEMENT

Let the continuous system dynamics be given as follows:

$$\dot{x}_1 = x_2, \quad \dot{x}_2 = u(t) + \omega(t) \quad (x_1, x_2) \notin \mathcal{D}$$

(1)

where $x_1$ is position, $x_2$ is velocity, $u$ is the control law to be synthesized, $\omega(t)$ is an external disturbance, and the constraint surface $\mathcal{D}$ is given by

$$\mathcal{D} = \{(x_1, x_2) : x_1 = 0\}.$$  

(2)

The constraint surface gives rise to collision and induces resets in velocity $x_2(t)$. Let the velocity restitution (or impact event due to the unilateral constraint) be given according to the following Newtonian Reset Map:

$$x_2(t_k^+) = -\bar{\epsilon}x_2(t_k^-) + \omega_{\Delta} \quad (x_1, x_2) \in \mathcal{D}$$

(3)

where the notations $x(t_k^+)$ and $x(t_k^-)$ denote the right limit $\lim_{t \to t_k^+} x(t_k)$ and the left limit $\lim_{t \to t_k^-} x(t_k)$ respectively, $\bar{\epsilon} \in [0, 1]$ is the restitution parameter responsible for the energy absorption [1], $t_k = 1, 2, \ldots, \infty$ are the time instants at which these impulses occur and $\omega_{\Delta}$ characterizes the restitution uncertainty. Such an uncertainty $\omega_{\Delta}$ represents a lack of complete knowledge of the linear reset map (3).

Let $(x^d_1(t), x^d_2(t) = x^d_2)$ represent a desired trajectory of the same structure as that of the unilaterally constrained plant, i.e., the desired position is a continuous function of time whereas the desired velocity is piecewise continuous and it undergoes restitution in the opposite direction whenever $x^d_2(t) = 0$. The following assumptions are made throughout.

1) The desired trajectory $x^d_1(t), x^d_2(t)$ is a periodic function of time with period $T^d$ such that $x_1(t) \neq 0$ \forall $t \neq nT^d$ and $x_1(nT^d) = 0, n = 0, 1, 2, \ldots$, thereby causing the periodic velocity restitution $x^d_2(nT^d) = -K\text{sign}(x^d_2(nT^d))$ with some positive constant $K$.

2) An impulse event occurs in infinitesimally small time.

The impact event is detected.

3) $\text{ess sup} |\omega| \leq N$ and $\text{ess sup} |\omega_{\Delta}| \leq M_{\Delta}$ where $N, M_{\Delta}$ are \textit{a priori} known positive scalars.

4) The upper bound $\bar{R}$ on the quantity $\max\{|x_1(t_0)|, |x_2(t_0)|, |x^d_1(t_0)|, |x^d_2(t_0)|\}$, where $t_0$ is the initial time, is known a priori and is finite so that $\bar{R} > K + M_{\Delta}$.

The first assumption ensures that the chosen desired trajectory is periodic as the reset event in desired velocity $x^d_2(t)$ causes the post reset velocity $x^d_2(nT^d)$ to take the same value after every impact for all $n = 0, 1, 2, \ldots$. For example, setting $x^d_2(t) = \frac{\alpha}{2}t^2 + \beta t + \gamma$, where $\alpha = -2K, \beta = K, \gamma = 0$ are scalars, gives a periodic solution in the state-space $(x^d_1, x^d_2)$. Then, upon using a finite time stable controller to achieve $x_1 = x^d_1, x_2 = x^d_2$ before the next impact at $t_k$ with settling time $T_{\text{w}} < T^d$, the constraint surface becomes $S = \{(x_1, x_2) : x_1 = x^d_1 = 0\}$. The second assumption is made simply to show the instantaneous nature of the impact event and to enable restitution in the desired velocity. The third assumption represents the upper bound on the uncertainty $\omega(t)$ and $\omega_{\Delta}$ respectively. The last assumption dictates that the results presented in the paper are of a local nature.

The following tracking dynamics can be obtained by defining the error variables $e_1(t) = x_1(t) - x^d_1(t), e_2(t) = x_2(t) - x^d_2(t):$

$$\dot{e}_1 = e_2 = u(t) + \omega(t) - x^d_2(t) \quad (x_1, x_2) \notin \mathcal{D}$$

$$e_2(t_k^+) = -\bar{\epsilon}e_2(t_k^-) + \omega_{\Delta} - K\text{sign}(x^d_2(t_k^-)) \quad (x_1, x_2) \in \mathcal{D}$$

(4)

When $x^d_2(t)$ is bounded, the first line of (4) coincides with the standard perturbed double integrator [5] and the twisting controller drives the errors $e_1, e_2$ to the origin in arbitrarily small finite time. Hence, it is guaranteed that the discrete event $t_k$ and $nt^d$ coincide. Furthermore, due to chatter-free numerical integration, the coincidence of $t_k$ and $nt^d$ holds true when the uncertainty $\omega = 0$ as in this case numerically integrated states match the continuous time counterpart identically even in sliding. However, $t_k$ does not coincide with $nt^d$ when $\omega$ is present since the discrete time states differ from the continuous time ones by the order dictated by the sampling time. When $t_k$ coincides with the impacting time of the desired trajectories i.e. $t_k = nt^d$, then the impact law satisfies $e_2(t_k^+) = -\bar{\epsilon}e_2(t_k^-) + \omega_{\Delta} - K\text{sign}(x^d_2(t_k^-))$. The aim of the paper is to propose (i) a switched state feedback synthesis, (ii) the corresponding tuning rules to establish the gains of the controller to give an \textit{a priori} guarantee of finite time convergence of the states of system (4) to the desired trajectory and (iii) to propose a digital implementation of the proposed continuous time synthesis.

III. FINITE TIME TRACKING OF PERIODIC TRAJECTORY

The motivation to introduce the following definition is to accommodate the uncertainty at the time of impacts.

\textit{Definition 1:} A unilaterally constrained system is said to possess finite time impact attenuation in the closed-loop if for every $\epsilon > 0$, there exists an open neighborhood $\Omega_{\bar{R}}$ around the origin such that every solution $\phi(t)$ of (4) that satisfies $\phi(0) = p$, also satisfies (i) $\phi(t) = 0$ for all $t \in [nt^d + T_{\text{w}}, (n + 1)t^d]$ and for some $T_{\text{w}} < T^d$ and (ii) $\phi(t) < \epsilon$ for all $t \in [nt^d, nt^d + T_{\text{w}}]$ for all $p \in \Omega_{\bar{R}}$, where $n = 0, 1, 2, \ldots, \infty$.

\textit{Remark 1:} The uncertainty $\omega_{\Delta}$ at the time of jumps in the actual plant velocity makes the error states deviate from the desired periodic trajectory at every jump and hence finite time stability can not in general be proven for all $n \geq 0$. This is the main motivation for the definition of finite time impact attenuation.

It should be noted that the differentiability of the solution $\phi(t)$ is not required. As will be shown in this section, this is

1Such an upper bound is generally known a priori for a large class of mechanical systems.
because it is possible to construct a switched synthesis for which an absolutely continuous solution \( \phi(t) \) in the sense of Filippov [12] is shown to exist for all \( t \in [nT^d, (n+1)T^d) \) where \( n = 0, 1, 2, \ldots, \infty \). Let the switched control synthesis be given as follows:

\[
u(e_1, e_2) = \begin{cases} Le, & (e_1, e_2) \notin \Omega_R; \\ \Phi(e), & (e_1, e_2) \in \Omega_R.
\end{cases}
\]

(5)

where,

\[
L = \begin{bmatrix} -l_1 & -l_2 \end{bmatrix}^T, \Phi(e) = -\mu_1 \text{sign}(e_2) \Phi_2(e_1) = \mu_2 \text{sign}(e_1)
\]

\( \Omega_R = \{(e_1, e_2) : \mu_2 |e_1| + \frac{1}{2} e_2^2 \leq R \} \)

(6)

Let the following a priori tuning rules be utilised:

\[
\mu_1 > \max \left\{ \frac{N_1}{\beta_1}, \frac{2 \beta_1 N_1}{\sqrt{1 - \eta^2}} + N \right\}, \mu_2 > \max \left\{ \frac{\beta_1 N_1 \eta}{\sqrt{1 - \eta^2}}, \mu_1 + \mu_2 \sqrt{\frac{N_1}{2(1 - \eta^2)}}, \rho \beta \mu_1 \right\}
\]

\[
l_1 = \alpha \lambda^2, \quad l_2 = (\alpha + 1) \lambda
\]

(7)

\[
\lambda \geq \sqrt{\frac{2 \beta_1 N_1 (\alpha + 1)^2 N_1^2}{r}} \max \left\{ \frac{r_1 (\beta_1 + 1)}{\beta_1 - 1}, \frac{2 \beta_2}{\sqrt{1 - \eta^2}}, \mu_1 + \mu_2 \sqrt{\frac{N_1}{2(1 - \eta^2)}}, \rho \beta \mu_1 \right\}
\]

(8)

\[
\Delta \lambda \geq \frac{\sqrt{2 \beta_2 N_1 (\alpha + 1)^2 N_1^2}}{r} \max \left\{ \frac{r_1 (\beta_1 + 1)}{\beta_1 - 1}, \frac{2 \beta_2}{\sqrt{1 - \eta^2}}, \mu_1 + \mu_2 \sqrt{\frac{N_1}{2(1 - \eta^2)}}, \rho \beta \mu_1 \right\}
\]

(9)

where \( \lambda \geq \sqrt{2 \beta_1 N_1 (\alpha + 1)^2 N_1^2} \) is the upper bound on the Euclidean norm of the system initial conditions where \( e_{10} = e_1(t_0), e_{20} = e_2(t_0) \) is the upper bound on the Euclidean norm of the system initial conditions where \( e_{10} = e_1(t_0), e_{20} = e_2(t_0) \).

Theorem 1: Assume that the trajectory \( x^d(t), x^s(t) \) is designed such that assumptions (1), (2), (3) and (4) hold true. Then, the closed-loop system (4), (5) possesses finite time impact attenuation if the tuning rules (7) are employed for determining the gains \( l_1, l_2, \mu_1, \mu_2 \).

Proof: Let the neighbourhood \( \Omega_R \) around the origin be chosen a follows:

\[
\Omega_R = \{ \max \{ |x_1(t_0)|, |x_2(t_0)|, |x_1^d(t_0)|, |x_2^s(t_0)| \} \leq R \}
\]

(10)

The tuning rules (7) ensure that the error variables \( e_1(t), e_2(t) \) in \( \mathbb{R}^2 \) settle to the origin \((0, 0)\) of the continuous dynamics in less time than \( T^d \) for all \( x_1(t_0), x_2(t_0), x_1^d(t_0), x_2^s(t_0) \) in \( \Omega_R \) when the parameters \( e_{10}, e_{20} \) are chosen greater than \( R \) in (7). See [10] for detailed mathematical proof. What remains to be proven is the existence of finite time impact attenuation.

The solutions of the closed-loop system are given in (12). The upper bounds \( N, M \) on disturbances \( \omega(t) \) are sufficient to compute the largest time required by the trajectory to enter the level set \( \Omega_R = \{ \} \) of the Lyapunov function \( V(e_1, e_2) = |e_1| + \frac{1}{2} e_2^2 \) in finite time when a linear controller is being used. Although the control \( u \), when switched to the second order sliding mode controller, is discontinuous on the axes \( e_1(t) = 0, e_2(t) = 0 \), the continuous flow can be integrated piece-wise in each of the four quadrants

\[
G_1 = \{ e : e_1 < 0, e_2 > 0 \}, \quad G_2 = \{ e : e_1 < 0, e_2 < 0 \}, \quad G_3 = \{ e : e_1 > 0, e_2 < 0 \}, \quad G_4 = \{ e : e_1 > 0, e_2 > 0 \}
\]

(11)

The integrals (12) prove uniform boundedness of the states as a function of time in the neighbourhood \( B(0) \) where \( B(0) \) is a ball centered at the origin with a radius \( r_0 > 0 \). See [10] for detailed computation of the integrals in (12). Let the trajectory to be analysed in the period \( t \in [nT^d, (n+1)T^d) \) for any \( n \). The scalar \( \delta = r_0 = \sqrt{e_1^2(t_0) + e_2^2(t_0)} \) is the upper bound on the norm of the periodic initial conditions (or equivalently jumps) \( e(tT^d) \) because \( R = K + M \).

By definition of the desired trajectory \( x^d(t) \), the time \( T^d \) between the two jumps is known. The switched controller \( u(e_1, e_2) \) is tuned as per (7) to obtain an arbitrarily small settling time \( T_w < T^d \) for an arbitrary initial condition. Since \( K < R \), all post-impact errors \( e(nT^d) \) settle at the origin in less time than \( T_w \) due to the fact that the upper bound \( M \) on the uncertainty \( \omega \) is embedded in the tuning rules in terms of worst case value of \( e_2^2 \). Hence, it holds that for any arbitrary initial condition \( e(nT^d) \) in \( \Omega_R \) when \( n = 0, 1, 2, \ldots, \infty \), the continuous flow (12) of the system (4), (5) between the impacts settles at the point \( e_1 = 0, e_2 = 0 \). Then it follows that the jumps in both the actual and the desired velocities occur at the same time \( t = t_k = nT^d \) for all \( n = 0, 1, 2, \ldots, \infty \).

In the presence of uncertainty \( \omega \), the system (4), (5) possesses finite time impact attenuation in the sense of Definition 1 as there exist finite scalars \( \epsilon > 0, \delta > 0, T_w < T^d \) such that for all \( \| (e_1(nT^d), e_2(nT^d)) \| < \epsilon \).
\[
\begin{bmatrix}
e_1(t)
on\end{bmatrix} = \begin{bmatrix}
[\alpha e_{10} + \frac{1}{\delta} e_{20}] e^{-\lambda t} - [e_{10} + \frac{1}{\delta} e_{20}] e^{-\alpha \lambda t} + \int_0^t \left( e^{-\lambda (t-\tau)} - e^{-\alpha \lambda (t-\tau)} \right) \omega(\tau) d\tau 
\end{bmatrix},
\]
\[
e^{At} e(0) + \int_0^t e^{A(t-\tau)} Bu(\tau) d\tau,
\]
where,
\[
e = \begin{bmatrix} e_1 & e_2 \end{bmatrix}^T, \quad A = \begin{bmatrix} 0 & 1 \\
0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\
1 \end{bmatrix},
\]
\[
u(t) = -(\mu_1 - N) \text{sign}(e_2) - \mu_2 \text{sign}(e_1)
\]

\(e\) and \((e_1(nT^d+), e_2(nT^d+)) \in \Omega_R\), the inequalities (i) \((e_1(T_w), e_2(T_w)) = (0,0)\) for all \(t \in [nT^d, T_w, (n+1)T^d]\) and (ii) \(|e(t)| < \delta, \delta = |M_\delta|\) hold true \(\forall t \in [nT^d, nT^d + T_w]\).

**Remark 2:** The above theorem proves Lyapunov stability (and not asymptotic stability) of the proposed tracking problem. However, it proves finite time stability in the presence of impacts \(\forall t \geq 0\) in the case of gains \(\mu_1, \mu_2, t_1, t_2\) approaching infinity as this gives \(T_w \rightarrow 0\) (see [10] for theoretical proof).

**IV. CHATTERING-FREE DIGITAL IMPLEMENTATION**

In this section, a numerical chattering-free implementation of the second-order sliding mode control is presented. This implementation of sliding mode control has been developed previously on non-impacting systems [6, 7] and is mainly based on an implicit (backward) Euler discretization of the unperturbed state dynamics with impact
\[
\begin{align}
\dot{x}_1(t) &= x_2(t), \\
\dot{x}_2(t) &= u(t), \quad (x_1, x_2) \notin \mathcal{F}
\end{align}
\]

(14)

together with the twisting controller [5]
\[
u(t) = -\mu_2 \text{sign}(x_1(t) - x_1^d(t)) - \mu_1 \text{sign}(x_2(t) - x_2^d(t)).
\]

(15)
The notation in terms of the inclusion in (15) outlines the fact that the function \(\text{sign}(\cdot)\) is considered as a multi-valued mapping
\[
\text{sign}(x) = \begin{cases} 1, & x > 0, \\
-1, & x < 0, \\
[-1,1], & x = 0. \end{cases}
\]

(16)
The time discretization of the impacting state dynamics follows the lines of Moreau’s time-stepping scheme [14, 15]. As usual in complementarity theory [16], the symbol \(x \perp y\) means that \(x^T y = 0\). Moreau’s time-stepping scheme for the nonsmooth dynamics with the impact law (3) reads as
\[
\begin{align}
x_{1,k+1} &= x_{1,k} + h x_{2,k+1}, \\
x_{2,k+1} &= x_{2,k} + h u_{k+1} + \lambda_{k+1}, \quad \text{if } x_{1,k} + h x_{2,k} \leq 0, \text{ then } 0 \leq x_{2,k+1} + \bar{c} x_{2,k} \perp \lambda_{k+1} \geq 0, \text{ otherwise } \lambda_{k+1} = 0.
\end{align}
\]

(17)

where \(h = t_{k+1} - t_k\) is the sampling time. As in the previous work on implicit implementation of sliding mode controllers [6, 7], the computation of the control input \(u_{k+1}\) is given by an implicit evaluation of the control law (15),

\[
u_{k+1} = -\mu_2 \text{sign}(x_{1,k+1} - x_1^d(t_{k+1})) - \mu_1 \text{sign}(x_{2,k+1} - x_2^d(t_{k+1})).
\]

(18)

Contrary to event-driven schemes, the time discretization (17), (18) is solved in a single step without resorting to an event-locating procedure. When an impact is not forecast \((x_{1,k} + h x_{2,k} > 0)\), the value of the impulse \(\lambda_{k+1}\) vanishes and it remains to solve the generalized equation
\[
\begin{align}
W x_{k+1} &= x_k + h B s_{k+1}, \\
\bar{c} x_{2,k+1} &= x_{2,k} - x_2^d(t_{k+1}) \\
s_{k+1} &\in \text{sign}(e_{k+1})
\end{align}
\]

(19)

with
\[
W = \begin{bmatrix} 1 & -h \\
0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\
-\mu_2 & -\mu_1 \end{bmatrix}.
\]

(20)

Rearranging (19) produces,
\[
\begin{align}
e_{k+1} &= q + M s_{k+1}, \\
s_{k+1} &\in \text{sign}(e_{k+1})
\end{align}
\]

(21)

where \(q = W^{-1} x_k - x_2^d(t_k)\) and \(M = h W^{-1} B\). The problem (21) appears as a Mixed Complementarity Problem (MCP), a well-known problem in the Mathematical Programming community [17] for which numerous solvers are available. When an impact is forecast \((x_{1,k} + h x_{2,k} \leq 0)\), the problem is slightly more complicated as it is necessary to solve
\[
\begin{align}
e_{k+1} &= p + N s_{k+1}, \\
s_{k+1} &\in \text{sign}(e_{k+1})
\end{align}
\]

(22)

with
\[
p = \begin{bmatrix} H^T (q + x_2^d(t_{k+1})) + \bar{c} x_{2,k} \\
0 \end{bmatrix}, \quad H = \begin{bmatrix} 0 & 1 \end{bmatrix},
\]

(23)

and
\[
N = \begin{bmatrix} M & W^{-1} H \\
H^T M & H^T W^{-1} H \end{bmatrix}.
\]

(24)

Problem (22) is an MCP that can be easily solved. Once one of the problems (21) or (22) is solved, the control is computed according to
\[
u_{k+1} = B s_{k+1}.
\]

(25)
V. Numerical Simulations

In this section, numerical simulations are presented using the digital implementation developed above. Given a constant control input \( u_{k+1} \) for the time-step \([t_k, t_{k+1}]\), the simulations are performed by solving the dynamics with disturbances on \([t_k, t_{k+1}]\) as follows:

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) + \omega(t), & \dot{x}_2(t) &= u_{k+1}, & (x_1, x_2) \notin \mathcal{S} \\
\dot{x}_1(t^k_n) &= -\varepsilon x_2(t^k_n) + \omega_\Delta, & (x_1, x_2) \in \mathcal{S}
\end{align*}
\]  

(26)

For the sake of simplicity, Moreau’s time-stepping (17) is used with the finer time-step \( \hat{h} \ll h \) to mimic the behaviour of the continuous time plant. This integration could also be performed with an accurate event-driven procedure using, for example, a zero-order hold integration before and after the impact. The numerical simulations are obtained with the SICONOS open-source package\(^2\) dedicated to nonsmooth dynamical systems [15].

For all the simulations presented below, the initial conditions have been chosen as \((x_1^0, x_2^0, x_1(0), x_2(0)) = (0, 4, 0, 3)\). The desired trajectories \(x^d(t)\) have been designed such that

\[
\begin{align*}
x_1^d(t) &= x_2^d(0)(1 - t/T^d), & x_2^d(t) &= x_2^d(t), & t \in [0, T^d), \\
\end{align*}
\]

(27)

and \(x^d(t + nT^d) = x^d(t)\) for \(t \in [0, T^d), n \in \mathbb{N}\). The coefficient of restitution \(\varepsilon\) is set to 0.5. The aforementioned tuning steps have been carried out rendering the tuning variables as follows:

\[
\begin{align*}
\rho &= 0.99, r = 0.16, R = 1.5, \varepsilon_1 = 0.3, \eta = 0.45, \\
\beta &= 2.2, \alpha = 1.01.
\end{align*}
\]

(28)

The tuning rules (7) can then be employed to compute the controller gains as follows: \(\mu_1 = 3.787, \mu_2 = 9.165\). The value of \(K\) is chosen such that \(K = x_1^d(0)\) and the desired period is chosen such that \(T^d\) is greater than 10 \((T^d = 12\) in the presented simulations). The tuning rules (7) are then applied with \(T^d = 10\).

Figure 1 shows the finite settling time behavior of the closed-loop system with the proposed implicit digital implementation without disturbances for the sampling rate \(h = 0.1\). It should be noted that a large error occurs after each impact due to the inelastic impact \((\varepsilon = 0.5)\). Nevertheless, the control algorithm is able to track the desired trajectory in less than ten seconds and without numerical chattering. The next simulation is performed with the introduction of disturbances in both the continuous time-dynamics and discrete event dynamics. The disturbances are modeled:

\[
\begin{align*}
\omega(t) &= M \sin(\varphi t), & \omega_\Delta &= M_\Delta \text{random}(t),
\end{align*}
\]

(29)

with the frequency \(\varphi = 0.3\) and the upper-bound \(M = 1, M_\Delta = 0.4\). The symbol \text{random}(t) denotes a function that generates random values in \([-1, 1]\). Figure 2 shows the behavior for the same sampling rate \(h = 0.1\). Between impacts, the control counteracts the continuous time disturbances \(\omega(t)\). To complete this section on the numerical simulations, Fig. 3 shows the behavior of the system for \(h = 0.1\) without disturbances and with the control defined using a standard (explicit) digital implementation of the control as follows:

\[
\begin{align*}
u_k &= -\mu_2 \text{sign}(x_{1,k} - x_1^d(t_k)) - \mu_1 \text{sign}(x_{2,k} - x_2^d(t_k)).
\end{align*}
\]

(30)

It should be noted that the numerical chattering due to the explicit implementation of the controller is not observed in the implicit implementation. It is noted, however, that increasing the sampling frequency will reduce the chattering magnitude and increase the frequency of chattering when an explicit integration scheme is used for the presented problem, numerical simulation of which is not presented due to want of space.

VI. Conclusions And Future Work

Tuning rules are established when a second order sliding mode controller is utilized to achieve finite time tracking for a class of unilaterally constrained planar systems in the presence of external disturbances in continuous and discrete-event phases. Numerical chatter-free digital implementation is also presented. These results, while being based on strong theoretical developments, appear to make the latest advances in the area closer to industrial application. The results presented also have the potential for extension. Stability of periodic orbits can be studied via a method that computes the Poincaré maps and their Jacobian [1, Ch. 7,8].

\(^2\)http://siconos.gforge.inria.fr/
SOSM synthesis is used. Jacobian of Poincaré impacts and to develop a new methodology to compute the valid candidate for the aforementioned Poincaré impact map when a finite time convergent SOSM synthesis is used.

This method requires explicit solutions of the closed-loop systems. The presented result is not a valid candidate for the aforementioned Poincaré based method as it relies on a mathematical proof involving geometric series \([10]\). It is then an interesting open problem to render the presented method a valid candidate for the aforementioned Poincaré impact map results and to develop a new methodology to compute the Jacobian of Poincaré maps when a finite time convergent SOSM synthesis is used.
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