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Abstract

Several comparison-based complexity results have been published re-
cently, including multi-objective optimization. However, these results
are, in the multiobjective case, quite pessimistic, due to the huge family
of fitness functions considered. Combining assumptions on fitness func-
tions and traditional comparison-based assumptions, we get more realistic
bounds emphasizing the importance of reducing the number of conflict-
ing objectives for reducing the runtime of multiobjective optimization.
The approach can in particular predict lower bounds on the computation
time, depending on the type of requested convergence: pointwise, or to
the whole Pareto set. Also, a new (untested yet) algorithm is proposed
for approximating the whole Pareto set.

Accepted in GECCO 2011.

1 Introduction

The comparison-based model[22, 7] is a recent tool for modeling evolutionary
computation. Most evolutionary algorithms are comparison-based, and it is
known that comparison-based black-box complexity is equivalent to black-box
complexity for some invariant families of fitness functions|8].

[20] has shown lower complexity bounds for multiobjective optimization. Un-
fortunately, the results therein, based on a worst case analysis on very wide fam-
ilies of objective functions, are quite pessimistic and exponential in the number
of objectives. [18] has shown a runtime analysis for multiobjective optimization,
using the results in [24] on the mono-objective case, with much more realistic
rates, thanks to assumptions on fitness functions, supposed to be quadratic. We
will here keep their assumptions on families of functions; basically, their model
is a natural extension of the classical sphere function to the multiobjective case.



This paper extends results from [18], limited to small values of the offspring
size A and the number d of objective functions, by using comparison-based
complexity results from [22]. Importantly, the results emphasize the importance
of the number of conflicting objectives in the runtime analysis.

Section 2 introduces comparison-based complexity. Section 3 recalls funda-
mental lower bounds in this setting (basically, the convergence is at best linear
in log-scale, and the constant decays linearly as a function of the dimension).
Section 4 provides lower bounds for the multiobjective case: essentially, there is,
for convergence to the whole Pareto set, an additional factor linear as a function
of the number of conflicting objectives. Section 5 shows corresponding upper
bounds on the comparison-based complexity. Section 6 summarizes the paper
and discusses limitations and further work.

2 Comparison-based algorithms of type (u 1 \)

This section is devoted to a formal definition of comparison-based multi-
objective optimization algorithms. The maths are strongly based on [22, 21, 7],
but the application to multi-objective optimization is new and provides inter-
esting specific hints.

We here follow the lines of [7] for defining four classes of evolutionary algo-
rithms: Selection-Based Non-Elitist Strategies, Selection-Based Elitist Strate-
gies, Full-ranking Non-Elitist Strategies, Full-Ranking Elitist Strategies. Let A
and u be two integers. The first case is the case of Selection Based evolution
strategies (SB-u, \-ES). In this case, there is a set Z of internal states. The
algorithm starts in the initial state Iy returned by the function initial_state. At
each iteration, the algorithm follows these three successive steps. First generate
a set of A points, called the offspring. Then select only p of these points, by
any procedure, as a function of the fitness values. Finally, the internal state
is updated. In the mono-objective case, this includes for example cumulative
step-length adaptation (CSA) by [9], covariance matrix adaptation (CMA) by
[9], mutative self-adaptation (SA) by [17, 19], covariance matrix adaptation by
SA (CMSA) by [3], the one-fifth rule for step-size adaptation [17, 2]. In the
multi-objective case, it includes NSGA-II[6], SPEA2[25]. Techniques which use
gradients or surrogate models are not concerned.

SB-(u + A)-ES (the second case, termed elitist) selects x4 points among the
offspring and the points selected at the previous step.

Please notice that the framework is very general: it includes adaptation by
cross-entropy methods (CEM by [5]) or Estimation of Distribution Algorithms
like e.g. UMDA [15], Compact Genetic Algorithm [10], Population-Based In-
cremental Learning [1], Relative Entropy [14] and Estimation of Multivariate
Normal Algorithms (EMNA by [13]), Direct Search Methods[4], the Nelder-
Mead algorithm[16], the Hooke&Jeeves algorithm[11] - and MOO techniques
based on these algorithms, without surrogate model learning. This points out
the links between all these algorithms.

We present SB-(u, A)-algorithms (resp. SB-(u + A)-algorithms) in Algo-



Algorithm 1 Selection Based (p, A)-ES (resp. Selection Based (u + A)-ES).
Framework for evolution strategies based on selection, working on a fitness
function f. The random variable w is a random seed. An algorithm match-
ing this framework is obtained by specifying the distribution of w, the space of
states, and the functions initial_state, generate, update and proposal. x&,f 21 is the
approximation of a solution proposed by the algorithm after n iterations.
Initialization: I, «+ initial_state(w); So + 0; n + 0
while true do
n+<n+1
Generation step (generate an offspring O, of A distinct points): O, <«
generate(I,—1)
E, < O, (resp. E, + O, ® Sp_1 for (u+ A)-ES)
£+ min(p, |Ex|)
Selection step: v, < select(Ey, f), i.e.:
The vector v, = (i1, ...,1¢) is the vector of indices of selected points.
(i.e. an increasing sequence of length ¢ in [[1, min(y, |Ex|)]]

)

Update the internal state: I, < update(l,—1, Fn,vn)
Sn < (En,il T En,ig)

x‘(‘,le + proposal(I,)

end while

rithm 1. In this algorithm (also in Algorithm 2), the concatenation of the
two vectors © = (x1,...,2) and 2’ = (2f,...,2}) is denoted by z & 2’ =
(T1,..., 2k, 21, . .., x}); we also use the shortcut v € (z1,...,xk) to express that
there exists i € [[1, k]] such that z; = v.

Notice that the length of the vector v,, is equal to u except maybe during
the first iterations of the algorithm in the case A < p: this explains the use of
the auxiliary variable £ in Algorithm 1 for the (u + A)-case.

Finally, we would like to explain a generalization of SB-(u T A)-ES, called
Full Ranking (u T A)-ES (FR-(u T \)-ES). Instead of just giving the best u
points (i.e., the p points with the lowest fitness values), we can consider a
selection procedure which returns the best p points ordered with respect to their
fitness.

The outline of these algorithms is given in Algorithm 2. More precisely, the
selection step described in this algorithm works as follows. Given the vector
of points E,, = (21,..., %) considered at step n, the function select returns a
vector of p distinct integers v, = (i1,...,%¢), but as the full ranking matters,
there’s no constraint on vy; it’s just a vector of ¢ distinct points in [[1, p]] (Once
again, the length of the vector v, may not be equal to u at the beginning of the
algorithm in the “4” case).

Note that both Algorithms 1 and 2 define a class of algorithms: in order to
obtain an algorithm, one has to specify the distribution of w, how the offspring is
generated (function generate), the space of states Z as well as the functions ini-
tial_state and update, and finally the function proposal. Throughout the chapter,



Algorithm 2 Full Ranking (y, A\)-ES (resp. Full Ranking (u + A)-ES). Frame-
work for evolution strategies based on full ranking, working on a fitness function
f. The random variable w is a random seed. Compared to Algorithm 1, the
vector of integers v,, obtained at the selection step is now ordered with respect
to the fitness values of points from F,,; this framework is thus more general.
Initialization: Iy <+ initial_state(w); So + 0; n + 0
while true do
n+<n+1
Generation step (generate an offspring O, of A\ distinct points): O, <«
generate(I,—1)
E, < Oy (resp. Ep < On @ Sp—1)
£« min(p, |Enl)
Selection step: v, < select(Ey, f), i.e.:
The vector v, = (i1,...,1¢) is the vector of indices of selected points
(i.e. an increasing sequence of length ¢ in [[1, min(y, |En|)]]
Update the internal state: I,, < update(l,—1, En, vn)
Sn < (Enyh sy En,ig)
w((le < proposal(Iy)
end while

we assume that all functions involved in these algorithms are measurable.
Importantly, in spite of the formulation in Algorithms 1 and 2, the formal-
ization is not restricted to deterministic algorithms. In Algorithms 1 and 2, all
steps are deterministic, but there is an initial source of randomization, w, which
can be as large as required, e.g. it might be an infinite sequence of realizations
of a random Gaussian variables or random uniform variables. So this is not
a restriction, the algorithm must just be rephrased accordingly, so that w is
reported in the internal state and used in e.g. the “proposal” function.

3 Complexity lower bounds

We consider a bounded domain F and a distance dist : E x E — R on E or
on a superset of E. For € > 0, we define Ng(e) to be the maximum integer n
such that there exist n distinct points z1,...,z, € D with dist(z;,x;) > 2¢ for
all i # j. Ng(e) is termed the packing number, and quantifies the “size” and
“dimensionality” of the domain as explained below. In particular, Ng(e) = |E|
when e is small enough in the case of a finite domain D, and log Ng(g) ~
zlog(1/e) when ¢ — 0 if the domain FE is bounded with non-empty interior
[12] of dimension z. Please notice that these definitions are consistent both for
continuous domain E C R* and discrete domain £ C R?.

We denote by z*(f) C D the set of optima. It can be a point, in particular
in the mono-objective case, or a multi-objective algorithm in which the Pareto
set is restricted to one point; but, in the general case, we get a set of optima, a
Pareto set of dimension typically equal to the number of objectives minus one.
For keeping generality in our results, we will need a metric on subsets of D.



Typically, acg,f 2,, is the proposal by the multi-objective algorithm - it can be an

approximation of the target Pareto set, or it can be just a point, if the algorithm
is intended to propose a pointwise convergence. Then, dist(acgff ) xz*(f)) can be:

o infocpe(p) |z — xfdleH for a pointwise convergence (i.e. x&f% is a point).

e The Hausdorff distance between xi,le and z*(f) (i-e. xfdle is a set).

The precise definition of the metric does not matter for the moment, and we’ll
discuss these examples later.
For any given optimization algorithm as in Algorithm 2, and for € > 0 and
0 > 0, we define n. s be the minimum number n of iterations such that with
probability at least 1 — §, an optimum is found at the n-th iteration within
distance €; i.e., n. s is minimal such that for all n > n. s and for all f € F,
Pr|dist(z)  2*(f)) <e] >1—-46.

A crucial notion from [23] is the branching factor K of algorithms as defined
above.
K = sup |{select(E, f) : f e F},
E

where the supremum holds for:

e F any set of size at most A in the case of SB-(u, A)-ES or Full Ranking

(1, A)-ES;
e E any set of size at most p+ A in the case of SB-(u+A)-ES or Full Ranking
(u+ N)-ES.
Various bounds on K can be derived[22]:
K < (’;) < 2% /V27 for SB — (1, \) — ES; (1)
o
K < for SB— (u+\) — ES; 2
(o) 1+ 2 ©)
K < MN/(A—=wp)! for FR— (p,\) — ES; (3)
K < (A +u)!/Nfor FR— (u+\) — ES. (4)

Theorem 1 (Lower bound hitting time for (1 1 A\)-ES.) Consider a
(1, A)-ES or (u + N\)-ES, as defined in Algorithm 2, and a set F of fitness
functions on domain D, i.e. F is a set of functions from D to R?, i.e.
F C (RYP, and define x*(f) the optimum of f (this is a set, possibly restricted
to a point), and such that {x*(f) : f € F}=D. Lete >0 and § €]0,1[. In
particular, if K denotes the branching factor of the algorithm, then

log(1—46) logN
by 1080 =) TN
log K log K

In the next section, we will see the consequences of this theorem in multi-
objective optimization.



4 Results in multiobjective optimization

The section above, based on earlier results in comparison-based optimization
and inspired by communication complexity, provided general results which can
be used in many frameworks around comparison-based algorithms, and also
around iterative algorithms with bounded branching factor. We here specialize
the analysis in the case of multi-objective optimization.

Section 4.1 will provide necessary tools in terms of packing numbers for later
sections. Section 4.2 will provide general results in terms of computation time
before reaching a given precision, and section 4.3 will provide the main results,
namely the number of fitness evaluations before reaching a given precision.

4.1 Packing numbers

Packing numbers go back to [12]. A basic case is Ng(e) = ©(1/¢*) for E an
open bounded subset of R*; many cases are derived from this one. We assume
in the rest of this paper that N > d, and we work on a search space D = |0, l]N.

Standard case. If E is equal to [0, 1]V and the distance is the standard eu-
clidean metric, then we get Ng(e) = ©(1/e™). This is widely used in monoob-
jective optimization[22, 20]. We now switch to more important cases (more
important for the multiobjective case), namely cases involving sets (which will
be, for us, Pareto sets).

Sphere functions. If E is the set of possible Pareto sets in [0, 1]V defined
by d spherical objective functions with optima in [0,1]%, i.e.

E = {convexHull(zy, ..., 24); (21, .., z4) € ([0,1])} (5)
and if F is equipped with the Hausdorff metric, then
Ng(e) = 0(1/eM). (6)

This is proved by considering the convex hulls of sets of size at most d (which
are exactly the Pareto sets corresponding to d sphere functions).

Sphere functions, pointwise convergence. If E is the set of possible
Pareto sets in [0,1]" defined by d spherical objective functions and equipped
with

d(a,b) = @llrétl; [la —y|| (pointwise metric); (7)

i.e. we have the same set of possible Pareto sets as above, but not the same
distance), then the situation is more complicated: the algorithm is only allowed
to provide a point, whereas the target is a set (the Pareto set); this dissymetry
implies, for a branching factor theorem, that we need a slightly adapted defini-
tion of Ng(e), namely Ng(e) is the minimum number of points x1,. .., 2N in
D such that for all e € F, there is ¢ such that d(z;,e) < e. This is a covering
number; covering numbers can be used as well as packing numbers in branching
factor theorems.



Furthermore, we have to distinguish different cases. Converging to just one
point of the Pareto set can be made by optimizing just one objective function
(provided that there is an objective function different from all others), and we
get the same convergence as for mono-objective functions. A more interesting
question is what happens when the objective functions are constrained to be
different. We therefore define the set F as follows

E = {intersections of af fine subspaces of RN with [0,1]V} (8)

which means that the optima of the d sphererical objective functions are suffi-
ciently far away (outside the domain possibly - but obviously we request con-
vergence only to the Pareto set in the domain), so that the Pareto set has its
frontiers on the frontiers of the domain D = [0, 1]¢. We point out that consider-
ing smaller affine subspaces (e.g. included in [a, b)) would be sufficient for our
results (both upper bounds and lower bounds, in Table 1); we use E as above
for simplicity.

Then, we claim:

Lemma 2.Consider E as defined in Eq. 8. Then, for the pointwise metric
(Eq. 7),

Ng(e) = Q(1/eN 1=y, (9)

Proof: Consider the set

E = {(,Tl,...,l'd,l,o,...,()); (.’L‘l,...7$d,1) S Rd_l}

1N+1-d
€

e’ is isomorphic to [0, 1]¥+1~¢ and therefore N () = Q(
Ng/(e) < Ng(e) and therefore Ng(e) = Q(1/eVN174).4

). As E' C E,

4.2 Lower bound on the number of comparisons

The number of comparisons performed during an optimization run is always
a lower bound on the computational cost; if the cost of the fitness function
is low and if the internal cost of the optimization algorithm is low, then this
becomes the main computational cost. There are other cases in which the
number of comparisons is a very natural criterion: when it is the only available
information, as e.g. when parametrizing a strategy for two-players games. The
following result is an immediate consequence of Theorem 1; note that we have a
3 in the equations because the branching factor, for each comparison, is 3, as two
points might lead to the dominance of the first by the second, or a dominance
of the second by the first, or they might be uncomparable; there are 3 cases.

Theorem 2 (W.r.t nb of comparisons) Consider assumptions of Theorem
1 with K = 3 corresponding to the result of a comparison between the fitnesses
of two visited points (the three outcomes are uncomparable, better than, worst
than; we are in a multiobjective setting).

Then, with logs(z) = log(x)/log(3), the number of comparisons n. required
for ensuring with probability 1 — & a precision € is n. > logs(1—3)+1ogs(N(g)).
Le., formally, P(||xn, —2x*(f)|| <€) =2 1—=06 = n. > logsz(1 — §) + logs(N(e)).



This very general result is relevant when the cost of the comparisons is not
negligible. In many cases, the cost of the comparisons is negligible in front of
the fitness evaluations - in next section, we will switch to complexity measures
based on the number of fitness evaluations.

4.3 Lower bound on the number of function evaluations

We can now derive the main bounds. Table 1 applies Theorem 1 using Eq. 9
for the first row, and Eq. 6 for the second row, and Egs 1-4 for bounding K.

Category SB- SB- FR- FR-
of S | () | (n+N) | (N | (ut N
Pointwise
convergence Jl\(’) ‘g*‘(lg)d 1 cf)\g’ 2‘;:1) = é\é —:i(i) IO;\EU{{&)
to the
Pareto set
Hausdorff
convergence loé‘\ﬁ;) log(J\iCé” 10g(f\icfl!“>z) log(ﬁ%#n)
to the
Pareto set

Table 1: Each equation is the coefficient of log(e), within constant multiplicative
factor, in the lower bound on the runtime; see Th. 1 for the complete lower
bound (e.g. for pointwise convergence in the SB-(u, A)-ES case, we get a lower
log1-0) | N+1-d

log K 10g(l)t)

space and d is the number of objective functions; we assume N > d.

bound n. s = Q

loge |). N is the dimension of the search

5 Upper bounds on the comparison-based com-
plexity

This section is devoted to the tightness of some dependencies in the bounds
above.

We have shown (Theorem 1 and Eq. 6) that the runtime is lower bounded
by ©(Ndlog(1/¢)) for convergence to the whole Pareto set for sphere functions.
We have the following upper bound counterpart:

Proposition 1: For any set of d spherical objective functions as defined
in Eq. 5 and Hausdorff metric, algorithm 3 outputs an approximate Pareto set
with precision e (for the Hausdor(f metric) within runtime O((Ndlog(1)) of the
Pareto set.

Remark: The constant in the O(.) does not depend on the chosen spherical
functions.



Algorithm 3 Algorithm for approximating the whole Pareto set in the case
of d spherical objective functions. We assume that each e; is an instance of a
comparison-based algorithm with runtime < Nlog(1/¢) in the monoobjective
case (e.g. the Hooke& Jeeves pattern search algorithm), i.e. the number of
fitness evaluations is O(N log(1/¢)) for reaching precision €. The convergence
properties of variants of the Hooke&Jeeves algorithm can be found in Fournier
et al.
Inputs: fi,..., f4, which are d spherical objective functions on [0, 1]V.
Initialize eq, . .., €4, some linearly converging comparison-based algorithms for
mono-objective optimization.
while (true) do
for i € [[1,d]] do
Perform one iteration of algorithm e; on objective function f;.
Let &; be the approximation of arg min f; provided by e;.
end for
The approximate Pareto set is the convex hull of {Z1,...,&q}.
end while

Proof: There are monoobjective optimization algorithms with runtime
bounded by O(Nlog(1/e)); see e.g. the proof in [7] for a variant of the
Hoock&Jeeves algorithm.

Algorithm 3 applies such an algorithm to each of the d objective functions.
After O(dN log(1/¢)) evaluations, we get d distinct optima within precision e.
The convex hull of these d points is, within precision O(e), the Pareto set.

Proposition 2: For any set of d spherical objective functions as defined in
Eq. 8 and the metric defined in Eq. 8, algorithm 4 outputs a point at Fuclidean
distance at most € of the Pareto set within runtime O (N + 1 — d)log(2)).

Proof: Algorithm 4 proceeds as follows:

e It spends N + 1 function evaluations for finding a linear subspace of RV
generated by N + 1 —d linearly independent vectors which are not parallel
to the Pareto set.

e Then, it performs an optimization in this affine subspace by
any comparison-based algorithm with runtime O(dim(B) log %) =
O((N+1—-d)logl).

6 Conclusions and discussion

Our results show that for convergence to the whole Pareto set, the number of
conflicting objectives has a (multiplicative) linear impact on the runtime, as
well as the dimension of the search space (Proposition 1 and complexity bounds
in Table 1, second row). On the other hand, for pointwise convergence, the
runtime is linear in N 4+ 1 —d; a high number of conflicting objectives makes the



Algorithm 4 Algorithm for finding one point close to the Pareto set.

Inputs: fi,..., f4, which are d spherical objective functions on [0, 1]V.
Output: at each iteration, a point & hopefully converging to the Pareto set.
Perform a design of experiments as follows:
Evaluate the fitness values at all points of the form
(0,0,...,0,1,0,...,0).
If £(0,0,...,0,1,0,...,0) # f(0,...,0), then
(0,0,...,0,1,0,...,0) is not parallel
to the Pareto set.
Pick N + 1 — d such vectors (which are not
parallel to the Pareto set).
Let B be the vector space generated by
these N 4+ 1 — d vectors.
while (true) do
Perform one iteration of (e.g.) the Hoock&Jeeves algorithm in the vector
space B on fitness function f;.
Let & be the current iterate of this algorithm.
end while

problem easier. This can be used for choosing between pointwise convergence
and global convergence.

These intuitively satisfactory results are essentially a consequence of the
realistic model used in [18].

There are several possible extensions:

e Further analysis could include an iterative model: monoobjective opti-
mization for each optimum separately, and then successive choices by the
user of weights of each fitness function.

e Extend the results to quadratic fitness functions and not only spherical
fitness functions.

e Apply the VC-type results as in [7] for improving the results in the case
of A large.

Also, whenever Algorithm 3 has been proposed for theoretical purposes (proving
bounds), the idea of finding good points and then extrapolating them into an
approximate Pareto set might be a good idea in the real world as well, probably
with more than d points however - experiment this is the most immediate further
work.
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