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SUMMARY

This Deliverable Report describes the research performed within Work Pack-
age 3, Task 3.1 (Control Subject to Transmission Constraints, no Transmission
Errors), in the first 35 months of the project. It targets the issue of control subject
to transmission constraints with no transmission error.

This research concerns problems arising from the presence of a communica-
tion channel (specified and modeled at the physical layer) within the control loop.
The resulting constraints include finite capacities in the transmission of the sensor
and/or actuator signals. Our focus is on designing new quantization, compression
and coding techniques to support networked control in this scenario.

A first contribution of this report is a new adaptive differential coding algo-
rithm for systems controlled through a digital noiseless channel with limited chan-
nel rate. The proposed technique results in global stability for noiseless MIMO
systems, with a data-rate which is known to be the minimal required (as assessed
by information-theoretical limits known in the literature as ‘data-rate theorem’).
With respect to existing algorithms, our scheme improves the transient behavior.

A second line of research for the noiseless scenario has addressed the effect
of limited data-rate in an algorithm running over a network. As a representative
example, the consensus algorithm has been analyzed, and in particular its random-
ized version known as gossip algorithm. Static quantizers have been considered
at first (both deterministic and probabilistic) and then the dynamic adaptive quan-
tizers have been introduced also in this setting.
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1 Introduction
Control and communications traditionally were two separate research areas, with
almost no interaction, and the classical estimation and control theories were de-
veloped under the assumption that all data transmission required by the algorithm
could be performed instantaneously, without errors and at an infinite data-rate.
This simplified approach works well for engineering systems with only one plant
and one controller, and where communication happens through a short wired con-
nection, allowing a large bandwidth use. However, in the last two decades, the
flaws of such a simple approach have been highlighted by a number of new tech-
nological applications, where the plant and the controller are not spatially adja-
cent, and communicate using different kinds of transmission media, e.g. wireless
transmission, or exchange of packets through the Internet; even more challenging
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is the case when multiple sensors and multiple controllers must communicate in
order to achieve a common goal, without centralized supervision.

The problem of remotely controlling dynamical systems over communication
channels has gained significant attention in recent years. Such problems ask for
interaction between stochastic control theory and information theory [3, 8, 12, 13].
The recent research area known as networked control takes into account the issues
arising from communication: delays, limited data-rate and transmission errors or
packet losses. In this report we focus on the effects of a limited data-rate.

For the limited data-rate, a fundamental set of results in the literature, which
goes under the name of data-rate theorem ( [29, 30], also see the survey [31] and
the references therein), concerns the stabilization of a LTI system under different
assumptions on the plant noise, and with the assumption that the communication
channel is noiseless. It has been established that the stabilization is possible if
and only if the data rate allowed to flow at each channel use is larger than the
entropy of the plant, defined as

∑
λ max(log2 |λ|, 0) bits, where the sum is over

the eigenvalues of the plant’s update matrix. The intuition is that the fastest is the
instability evolution, the more bits are needed in order to learn where the state is
going. The proof of the achievability of stabilization at any rate above the plant’s
entropy is based on adaptive quantization schemes that require both encoder and
decoder to have some memory and to maintain a common state (zoom-in/zoom-
out quantizer, adaptive delta-modulation). In this report (section 2), we propose a
variation on such a scheme, which introduces also a dwell-time in between zoom-
in and zoom-out phases. Our algorithm provides robustness against disturbances
and improves the transient behavior.

We also address the issues arising from limited data rate in a more complex
scenario, where not only one plant and one controller need to communicate, but a
whole sensor and actuator network is present. Reliable transmission of informa-
tion among the nodes of a network is known to be a relevant problem in informa-
tion engineering. It is indeed fundamental both when the network is designed for
pure information transmission, as well as in scenarios in which the network is de-
puted to accomplish some specific tasks requiring information exchange. Impor-
tant examples include: networks of processors performing parallel and distributed
computation [4, 38], or load balancing [9, 10, 28]; wireless sensor networks, in
which the final goal is estimation and decision making from distributed measure-
ments [19, 23, 40, 11]; sensors/actuators networks, such as mobile multi-agent
networks, in which the final goal is control [20, 32, 27, 34].

As a first step towards the challenging goal of understanding in-network es-
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timation and control, we focus on a simple but significant distributed algorithm:
consensus algorithm (see e.g. [20, 32, 27]). In particular, we consider here a
randomized version of consensus, known as ‘gossip algorithm’ (see [5]), and we
present in section 3 the study of how quantization affects its performance, and the
construction of quantization coding schemes which allow to achieve good perfor-
mance. We present at first static quantizers, both deterministic and probabilistic,
and then we study adaptive (zoom-in zoom-out) schemes.

2 Dwell-Time adaptive Delta modulation signal cod-
ing for networked controlled systems

2.1 Main idea
This section deals with the problem of control with limited data rates in the area
of Networked Controlled Systems (NCS). Limited data rates impose a trade off
between the communication bandwidth and the amount of requested information
for stabilization. Large quantization errors and instability of the system may be
observed when this trade off is not done properly (in particular for open-loop un-
stable systems). The objective of our work is then to look for a new adaptive
quantization algorithms that reaches global stability with smooth transient behav-
ior for MIMO systems, while minimizing the number of required bits.
In this section, we propose a new adaptive differential coding algorithm for MIMO
systems, with exponential stability with improved transient behavior. Adaptive
differential coding combines the advantages of differential coding, i.e., minimum
bits representation, and adaptive coding, i.e., good stability performance. The
algorithm reaches the rate theoretical limits (the algorithm is coded with the min-
imum number of possible bits under fixed-length coding) and results in global
stability. In the new adaptive differential coding strategy, we introduce a new
Dwell-Time state in addition of Zoom-In and Zoom-Out classical states. This al-
lows a better estimate of the transition condition between Zoom-In and Zoom-Out
states, and thereby its transition improves the global behavior of the algorithm. In
fact, the Dwell-Time mechanism introduces a hysteretic effect that smoothes out
the periodic and oscillatory behavior observed in other adaptive coding strate-
gies, such as [35], and [26]. During Dwell-Time state, past coded information is
collected and kept in memory during a finite time. This information is used to pre-
dict the moment when the reconstructed state error leaves a threshold indicating to
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which state (Zoom-In, or Zoom-Out) the transition should be enabled. Because of
this behavior the algorithm is named Dwell-Time Zoom-In/Zoom-Out (D-ZIZO).

2.2 Problem formulation
The following conventions will be used throughout the paper:

• N denotes the set of positive integers.

• Im denotes the identity matrix of dimension m×m.

• Ts is the sampling period.

• n is the state dimension that corresponds to the number of sensors,

• m is the number of control inputs,

• x(k) = [x1(k), . . . , xn(k)]T ∈ R(n×1) is the n-dimensional state vector at
instant kTs (each xi(k) corresponds to the ith sensor) ;

• u(k) = [u1(k), . . . , um(k)]T ∈ R(m×1), is the m-dimensional control input
vector at instant kTs.

• A is the open-loop matrix and B is the matrix associated to the control
inputs with A ∈ R(n×n) and B ∈ R(n×m). The pair (A,B) is controllable.

• x̂(k) is an estimation of x(k) and, more generally, for a given signal s(k),
ŝ(k) represents an estimated value of s(k).

• x̃(k) denotes the estimation error: x̃(k) = x(k)− x̂(k), and s̃(k) represents
the error s(k)− ŝ(k).

The problem considered is the stabilization of a multivariable system, in which
sensor signals are centralized, and then transmitted through a digital noiseless
communication link to a remote controller.

The discretized system is given by:

x(k + 1) = Ax(k) + Bu(k) (1)

The controller law is given by:

u(k) = −Kx̂(k) (2)
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Figure 1: Closed-loop system with Dwell-Time delta modulation.

with K ∈ R(n×m) such that the matrix A − BK is Schur (the module of A −
BK’s eigenvalues are strictly inferior than 1).

Fig. 1 illustrates the general architecture of the proposed differential adaptive
coding algorithm. It is composed of four main blocks, as described below:

1. The rotation matrix T (k) which transforms the estimation error x̃(k) =
[x̃1(k), . . . , x̃n(k)]T into a new set of coordinates z̃(k) = [z̃1(k), . . . , z̃n(k)]T .
The aim of this matrix is to reduce the complexity of the analysis and de-
sign (originally in dimension n) to a set of several independent subsystems
with smaller dimension than the original system. Specific details on the
construction of this matrix will be given latter in section 2.3.1.

2. The vector quantizer block which transforms the error z̃(k) , using the
adaptive quantization steps ∆(k) = [∆1(k), . . . ,∆n(k)]T to the codeword
δ(k) = δ(z̃(k)) = [δ1(k), . . . , δn(k)]T , by using the following map:

δi(k) =


(Mi − 1)/2 if C+, holds
Nj if Cj, holds
−(Mi − 1)/2 if C−, holds

(3)

with
Nj = Mi − j

2 , ∀j = 3, 5, 7, 9, . . . , (2Mi − 3)
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Figure 2: Example of quantization of one state variable with 3 words per signal.

where the set of conditions Cj are defined as follows:

C+ : z̃i(k) ≥ (Mi − 2)∆i(k)/2
Cj : (Nj − 1/2)∆i(k) ≤ z̃i(k) < (Nj + 1/2)∆i(k),
C− : z̃i(k) < −(Mi − 2)∆i(k)/2

Fig. 2 illustrates the quantization policy for the scalar case using 3 words
per signal.

3. Adaptive quantization law which maps the codeword δ(k), to the adaptive
quantization steps ∆(k). The precise equations and the associated stability
properties will be detailed in section 2.3. The adaptation law will be of the
following general form:

∆(k + 1) = Φ(∆(k), δ(k), ..., δ(k − ν + 1)), (4)

where ν is the size of the adaptation law window, which will be related to
the system eigenvalue structure (i.e. the number of similar poles, etc.). It
will be also directly related to the Dwell-Time state defined for our proposed
algorithm.

4. The model based predictor which transforms back the codeword, δ(k), to
the system state estimation x̂(k), by using the following predictor equation:

x̂(k + 1) = (A−BK)x̂(k) + AT (k)ˆ̃z(k) (5)

with ˆ̃z(k) = [ˆ̃z1(k), . . . , ˆ̃zn(k)]T , where ˆ̃zi(k) = ∆i(k) · δi(k), 1 ≤ i ≤ n.
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In the following sections, we attempt to find a suitable function Φ, in (4) under
which the closed-loop system is globally stable with smooth transient behavior
and reaches the rate theoretical limits under constant length coding.

2.3 The D-ZIZO algorithm for multivariable systems
The D-ZIZO algorithm for scalar systems with M = 3 was introduced in [17].
In this section we generalize it to the case of multivariable systems with arbitrary
quantization levels. The main ideas for this extension involve:

• Using a transformation matrix T (k) (section 2.3.1), which reduces the com-
plexity of the analysis and design to a set of several independent subsystems
with smaller dimension.

• Suitably initializing the quantization steps ∆i(0)

• Extending the results of [17] to a system with µ number of quantization
levels per signal.

• Defining a condition CT to switch from Dwell - Time (DT) to Zoom - Out
(ZO) in the case that unexpected time-limited disturbances cause quantizer
overload. If condition CT does not hold, Zoom-In (ZI) always occurs after
Dwell-Time.
The value of the Dwell-Time period ν will chosen such that it provides
enough samples to form a robust criterion (i.e., CT ) to decide to switch ZO
mode only if strictly necessary.

• As in the scalar case [17], the stability analysis will be based on the dynam-
ics of the error-to-quantizer ratio, which for multivariable systems is defined
as follows,

y(k) .= [z̃1(k)/∆1(k), z̃2(k)/∆2(k), . . . z̃n(k)/∆n(k)]T .

2.3.1 The rotation matrix T (k)

As explained before the aim of the rotational matrix T (k) is to reduce the com-
plexity of the analysis and design to a set of subsystems with smaller dimension.
This transformation is obtained by a) Applying the real Jordan canonical trans-
formation (Lemma 1) and b) A transformation that transforms the Jordan blocks
associated with complex conjugate eigenvalues to a form similar to the Jordan
block associated with the real valued eigenvalues (Lemma 2).

9
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Lemma 1. [18] For A ∈ Rn×n there exists a real valued nonsingular matrix Φ
and a real valued matrix Γ such that ΦAΦ−1 = Γ = diag(Jλ1 , . . . , Jλγ ), where
for the multi-valued real eigenvalue λl with multiplicity µl, the matrix Jλl , for
1 ≤ l ≤ α ≤ γ, are of the following form:

Jλl =


λ1 1

λl 1
...

λl

 = F (λl) ∈ Rµl×µl . (6)

And for the multi-valued complex conjugate eigenvalues λl = |λl|(cos(θl) ∓
sin(θl)) with multiplicity µl, the matrix Jλl , are, for all α + 1 ≤ l ≤ γ, of the
form

Jλl =


|λl|R(θl) I2

|λl|R(θl) I2
...

|λl|R(θl)

 ∈ R2µl×2µl , (7)

where R(θl) is the rotation matrix given by

R(θl) =
(

cos(θl) sin(θl)
− sin(θl) cos(θl)

)
. (8)

Above lemma implies that we can always express the system matrix A of
the system (1) in its real Jordan form. That is, A can be written in the form
of A = diag(Jλ1 , . . . , Jλγ ). Thus, without loss of generality, we assume that
A = diag(Jλ1 , . . . , Jλγ ).
For the simplicity of analysis, it is desirable to transform the Jordan blocks asso-
ciated with complex conjugate eigenvalues to a form similar to the case of real
valued eigenvalues. For the multi-valued complex conjugate eigenvalues, we in-
troduce a change of coordinate with a dynamic matrix T̄ (k) to transform the as-
sociated Jordan block to a form similar to (6). This transformation is discussed in
the following lemma.

Lemma 2. [21] Consider the Jordan block Jλl which corresponds to the complex
conjugate eigenvalues λl = |λl|(cos(θl) ∓ sin(θl)) with multiplicity µl. Let us
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introduce matrices W (θl) ∈ R2µl×2µl and Q(θl) ∈ R2µl×2µl as follows:

W (θl) =


R(θl)

R(θl)
...

R(θl)

 ,Q(θl) =


R(θl)

R(2θl)
...

R(µlθl)

 .
(9)

Then, under the transformation z̃(k) = T̄
−1(k)x̃(k), T̄ (k) = W (kθl)Q(θl), we

have a similar form as in the case of real valued eigenvalues.

The change of coordinates with a dynamic matrix T̄ (k) allows us to reduce
the study to the following class of systems:

z̃(k + 1) =


|λl| 1

|λl| 1
...

|λl|


︸ ︷︷ ︸

F (|λl|)∈Rµ∗µ

(z̃(k)− ˆ̃z(k)). (10)

For the simplicity of presentation from now on let λl = λ and µl = µ. From above
lemmas it follows that the change of coordinates allows us to reduce the study to
the following class of systems:

z̃(k + 1) =


λ 1

λ 1
...

λ


︸ ︷︷ ︸

F (λ)∈Rµ∗µ

(z̃(k)− ˆ̃z(k))

for real valued eigenvalues; and

z̃(k + 1) =


|λ| 1
|λ| 1

...
|λ|


︸ ︷︷ ︸

F (|λ|)∈Rµ∗µ

(z̃(k)− ˆ̃z(k))
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for complex conjugate eigenvalues.
For these systems let the vector y(k) include components yi(k) = z̃i(k)/∆i(k)
(1 ≤ i ≤ µ) and let D(k) = diag(∆i(k)) where ∆i(k)’s are the quantization
steps. Then, we obtain the following error equation:

y(k + 1) = G(λ)(y(k)− δ(k)), (11)

where:

• for real valued eigenvalues:

G(λ) = Gr(λ) = D−1(k + 1)F (λ)D(k)

=



λ∆1(k)
∆1(k+1)

∆2(k)
∆1(k+1)
λ∆2(k)

∆2(k+1)
∆3(k)

∆2(k+1)
...

λ∆µ(k)
∆µ(k+1)

 ,

and

• for complex conjugate eigenvalues:

G(λ) = Gc(|λ|) = D−1(k + 1)F (|λ|)D(k)

=



|λ|∆1(k)
∆1(k+1)

∆2(k)
∆1(k+1)
|λ|∆2(k)
∆2(k+1)

∆3(k)
∆2(k+1)

...
|λ|∆µ(k)
∆µ(k+1)

 .

2.3.2 Further definitions for the D-ZIZO algorithm

Starting from the previous matrices, some definitions and arrangements will be
instrumental for the algorithm specification and analysis. First, we will benefit
from the previous variable change to consider every subsystem derived from and
eigenvalue of multiplicity µ, (2µ if complex conjugate) as a unique system evolv-
ing independently of the rest (two systems in the case of complex conjugate pairs),
with their own (F (|λ|, G(λ)). For a µ-dimensional system of that type, consider
the vector of quantization steps,

∆(k) = [∆1(k), ∆2(k), . . . , ∆µ(k)]T .

12
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As the initial state estimation error is a freely assigned quantity for all variables, it
might be appealing to choose all ∆i(0) equal; however, as it will be shown later,
this would have a negative effect on the transient performance as the errors propa-
gate from one signal to the next in a cascade, due to the upper triangular structure
of matrix F (|λ|). Subsequent calculations will show that an homogeneous ∆(0)
would also impose suboptimal bandwidth assignment (viaM ). A choice that does
not add conservativeness to our results while it still guarantees a tractable analysis
is the following

∆(0) = ∆1(0) · [1, κ, κ2, . . . , κµ]

where ∆1(0) > 0 and 0 < κ < 1 are freely chosen scalars. From the fact that the
ZO-ZI-DT machine state is unique (not element-wise), and assuming thatCout and
Cin are the same for all element i of the state vector, we have that this proportion
will hold along time, yielding the following simple matrices

G(λ) = 1
Cm



|λ| κ 0 . . . 0
0 |λ| κ . . . 0

...
0 0 0 . . . κ
0 0 0 . . . |λ|

 D(k) = ∆1(k) · diag(1, κ, κ2, . . . , κµ)

where Cm stands for the Zoom factor corresponding to the current mode of op-
eration, namely Cout, 1 or Cin for the respective ZO, DT and ZI modes. Under
this assumption, it is clear that the ||G(λ)||∞ = (|λ|+ κ)/Cm which can be made
arbitrarily close to |λ|/Cm. The main consequence is that the rate-condition for
stability of the algorithm can be minimized with the appropriate choice of κ, as it
will be shown in the subsequent analysis. From the previous definitions, it is also
convenient to define the following,

Definition 1. The error-dynamics norm is defined as

ρ(k) = ||Gr(λ)||∞ = ||Gc(|λ|)||∞,

which, using the fact that the zoom factor is unique for all states anytime, and with
the above choice of ∆(k), turns into

ρ(k) =


max1≤i≤µ(|λ|+ κ)/Cout < 1(∆µ+1(0) = 0) if ZO
max1≤i≤µ{|λ|+ κ} if DT
max1≤i≤µ(|λ|+ κ)/Cin > 1 if ZI

(12)

13
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From Lemma 1, Lemma 2 and the above results it follows that for the stabil-
ity analysis, it is enough to focus only on the error equation (11). Note that for
|λ| < 1, limk→∞ z̃(k) = 0. Consequently, in what follows, without loss of gener-
ality, we assume that |λ| > 1.

2.3.3 Description of the D-ZIZO

Definition 2. The stability analysis and the full description of the complete D-
ZIZO algorithm, requires the following set definitions:

Bo = {y(k) : 1 ≤ i ≤ µ : |yi(k)| ≤ (Mi − 2)
2 }

Bext = {y(k) : 1 ≤ i ≤ µ : |yi(k)| ≤ Mi

2 }

Bint = {y ∈ Rµ : |yi| ≤
|λ|+ κ

2Cin
∀i : 1 ≤ i ≤ µ− 1 and |yµ| ≤

|λ|
2Cin

}

Bu = {−min1≤i≤µMi −m
2 , ...,

min1≤i≤µMi −m
2 , m = 3, 5, ..., min

1≤i≤µ
Mi}

The operation of the adaptive quantization multivariable D-ZIZO law is de-
scribed by Fig. 3. The algorithm switches between the following states:

• “Zoom-Out" state activates the capture mode where ∆(k) increases with
a rate ∆(k + 1) = Cout∆(k), where Cout > 1. The precise value of Cout,
given later, will depend on the initial condition of ∆(0) and on the system
matrix A. Then, by monitoring δ(k) the algorithm will switch to Zoom-In
mode, and hence y(k)→ Bo ⊂ Bext, in finite time.

• “Zoom-In" state makes ∆(k) decrease with a rate ∆(k + 1) = Cin∆(k),
where Cin < 1. The precise value of Cin, given later, will depend on the
initial condition of ∆(0) and on the system matrix A. Then, by monitoring
δ(k) the algorithm will switch to Dwell-Time mode.

• “Dwell-Time" state freezes the evolution of ∆(k). That is, ∆(k + 1) =
∆(k). Let kDT be the time when the algorithm enters in Dwell-Time state.
Using the information collected during the time period of [kDT , kDT+ν−1],
the algorithm is able to determine whether y(kDT ) ∈ Bext; or y(kDT ) /∈
Bext. Then, the algorithm backs to “Zoom-In" mode if y(kDT ) ∈ Bext.
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ZOOM IN

DWELL TIME ZOOM OUT

∆(k + 1) = ∆(k) ∆(k + 1) = Cout∆(k)

∆(k + 1) = Cin∆(k)

CT false

after ν samples

δ(k) ∈ Bu

k < kDT + ν

δ(k) ∈ Bu

δ(k) /∈ Bu

CT true

δ(k) /∈ Bu

Figure 3: D-ZIZO state machine for multivariable systems and Mi ≥ 3.

Otherwise; if y(kDT ) /∈ Bext, then the algorithm moves to “Zoom-Out"
mode. The duration in Dwell-Time mode is finite and bounded by a param-
eter ν which depends only on the open loop system eigenvalues, the num-
ber of words (M1, ...,Mµ) and the initial values of the quantization steps
(∆1(0), ...,∆µ(0)).

2.3.4 Stability analysis

The stability of D-ZIZO can be analyzed throughout the following steps:

• Capture and transition from Zoom-Out to Zoom-In (Lemma 3),

• Invariance property of Bext during Zoom-In mode (Lemma 4),

• Transition from Zoom-In to Dwell-Time (Lemma 5),

• Definition of the transition condition CT (Lemma 6)

• Stability of the closed-loop system (Theorem 1).

Standard mode transitions
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We start this section with the following lemma, which shows that if the al-
gorithm is initialized in Zoom-Out mode, then there exists a finite time kcatch, at
which the algorithm switches to Zoom-In mode. Note that for Mi ≥ 3, the condi-
tion for switching is that δ(kcatch) ∈ Bu; and for Mi = 2, the condition is that the
sign of each components of vector δ(kcatch) has been changed.

Lemma 3 (Capture and Transition from ZO to ZI). Assume that initially, the al-
gorithm is in Zoom-Out mode, and let the initial values of the quantization steps
be constrained by

|λ|+ κ ≤Mi, 1 ≤ i ≤ µ, ∆µ+1(0) = 0, ∆1(0) 6= 0, 1 ≤ i ≤ µ. (13)

And Cout > 0 satisfies
max
1≤i≤µ

(|λ|+ κ) < Cout. (14)

Then, there exists a finite time, kcatch > 0, after which the algorithm reaches in
Zoom-In mode. That is, for any bounded value of y(0), we have:

y(kcatch) ∈ Bo ⊂ Bext, ∀Mi ≥ 3,
y(kcatch) ∈ Bext, Mi = 2.

or, equivalently y(kcatch) ∈ Bext, ∀Mi ≥ 2.

Proof: The analysis is done for two separate cases: Mi ≥ 3 and Mi = 2. The
complete proof for both cases is based on establishing a contraction mapping. The
complete proof is given in [21].

Remark 1. It is interesting to note that the bigger Cout is, the faster the signal is
caught. However, taking a big value for Cout implies a big value for ∆(k). This
results in a larger excursion of the solution of y(k) from its equilibrium.

Now, we show that if the algorithm is in Zoom-In mode, at some time k, i.e.,
y(k) ∈ Bext, then y(k + 1) ∈ Bext, at time k + 1.

Lemma 4 (Invariance of Bext during Zoom-In mode). Assume that the algorithm
is in Zoom-In mode with y(k) ∈ Bext, and that the initial values of ∆(0) and the
number of words Mi is constrained by the inequality (13), with Cin > 0 satisfying

max
1≤i≤µ

(
|λ|+ κ

Mi

)
< Cin < 1. (15)

Then, y(k + 1) ∈ Bext.
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According to (11) and (12), the error equation in Zoom-In mode gives:

yi(k + 1) = |λ|
Cin

(yi(k)− δi(k)) + κ

Cin
(yi+1(k)− δi+1(k)). (16)

yµ(k + 1) = |λ|
Cin

(yµ(k)− δµ(k)). (17)

With y(k) ∈ Bext we have |yi(k) − δi(k)| ≤ 1
2 . Then, using (16), for 1 ≤ i ≤ µ,

we get

|yi(k+1)| ≤ |λ|
Cin
|yi(k)−δi(k)|+ κ

Cin
|yi+1(k)−δi+1(k)| ≤ |λ|

2Cin
+ κ

2Cin
≤ Mi

2 .

(18)

Also, from (17) and (15) it follows that

|yµ(k + 1)| ≤ Mµ

2 . (19)

That is, y(k + 1) ∈ Bint with Bint as defined before. From condition (15), it
follows that Bint ⊆ Bext; and therefore, together with the constraint on the value
of Cin, we have that y(k + 1) ∈ Bext.

Now, in the following lemma we show that transitions from Zoom-In mode to
Dwell-Time mode preserves invariance property of Bext.

Lemma 5 (Transition from Zoom-In to Dwell-Time). Suppose that the algorithm
switches to Dwell-Time mode at time k, and y(k) ∈ Bext. Then, in this mode at
time k + 1, we also have y(k + 1) ∈ Bext.

The algorithm behavior in Dwell-Time mode can be analyzed along the same
lines of Lemma 4 with Cin replaced by 1, and y(k) ∈ Bext.

We next analyze the transition condition CT . Towards this goal, let kDT be
the time instant when the state machine enters to Dwell-Time state from Zoom-In
mode; and define the condition CT as follows:

CT = true if{k = kDT + ν − 1} ∧ {∃i, 1 ≤ i ≤ µ : |
k∑

j=k−ν+1
δi(j)| =

Mi − 1
2 ν}

Transitions from Dwell-Time to either Zoom-Out, or Zoom-In depend on the
condition CT . In the following lemma, we investigate the cases where this transi-
tion conditions are satisfied.
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Lemma 6 (Transition condition CT ). Suppose that we have the inequality 1 <
|λ| < Mi, and also that κ is chosen sufficiently small such that:

|λ|+ κ < Mi, 1 ≤ i ≤ µ. (20)

Also, suppose that the duration of the Dwell - Time ν satisfies

ν = max(νi), (νi − 1) ∈ N ≥ li

where

li =
ln
(
Mi + |λ| − 2− κ

)
ln(|λ|) −

ln
(
Mi − |λ| − κ

)
ln(|λ|) . (21)

Then, we obtain the following condition:

CT ⇒ y(kDT ) /∈ Bext. (22)

Proof: It follows from an induction argument. The complete proof is given
in [21].

In normal operation, there is a continuous transition between ZI and DT modes
which results in a contraction of the estimation error z̃(k). From Lemma 4 it
follows that when the algorithm enters to ZI mode at time kcatch, y(k) remains in
Bext for all k ≥ kcatch. If δ(kcatch + 1) ∈ Bu, the algorithm stays in ZI mode;
otherwise, it switches to DT mode. But, because of the invariance property of
Bext during ZI mode, we have y(kDT ) ∈ Bext.

Finally, condition of Lemma 6, can be used to detect abnormal situations
where, due to some unmodelled disturbances, y(kDT ) leaves Bext. In those situa-
tions, the algorithm needs to switch to ZO mode. This procedure is described next.

Transition to ZO due perturbations

Starting from ZI mode, the event δ(k) /∈ Bu triggers the DT mode. In order to
check condition CT , the system must remain in DT for at least ν samples, unless
we have some k during that period such that |δi(k)| < Mi−1

2 for all i (which would
mean that the system has returned to Bu and the ZI is activated). If this is not
the case, we would remain at DT until the ν samples have ellapsed, and then,
condition CT would be evaluated for all components, with the following decision
map:
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• If C holds, a perturbation has occurred and ZO mode should be activated.

• Otherwise, switch to ZI.

Recoding for disambiguation

In order to consider all possible cases, a slight fix must be done to the coding
algorithm. In fact, (22) is a one-way implication, and it might happen that CT is
false and still y(kDT ) /∈ Bext. So, even without fulfilling CT we must be able to
detect the quantizer overload and switch to ZO mode. This is tackled by using the
fact that the sender (encoder) can directly detect from the measures that yi(kDT ) /∈
Bext for some i; in that case, even if the straight coding sequence should not result
in CT , the sequence of δi(k) transmitted during Dwell-Time should be transformed
for it to fulfill the condition |∑k

j=k−ν+1 δi(j)| = Mi−1
2 ν. With that fix, the receiver

will be properly aware that it should switch to ZO mode.
Now, we are ready to show the global stability using the proposed algorithm.

This is shown in the following theorem:

Main stability result

Theorem 1. Let the number of words Mi satisfy the inequality (20). To build
the algorithm, we must introduce two scalars Cout, Cin which are respectively
constrained by (14) and (15).

Then, for all initial conditions z̃(0),

• ∃kcatch > 0 such that ∀k ≥ kcatch, y(k) ∈ Bext

• z̃(k) converges to 0

• The system is globally stable and this can be realized under the condition
on the channel rate R, given as follows:

n∏
i=1,|λi|>1

d|λi|e < 2R =
n∏

i=1,Mi 6=0
Mi. (23)

The system is described by the equation
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x(k + 1) = (A − BK)x(k) + BKT (k)z̃(k)

Since A − BK is Schur, then if we prove that z̃(k) converges to 0, we ob-
tain global stability. The adaptive quantization law, D-ZIZO, provides this prop-
erty. Lemma 3 proves that there exists a finite time kcatch such that y(k) ∈ Bext,
∀k ≥ kcatch and ∆(kcatch) is finite. Lemma 4 and Lemma 5 imply respectively
that in Zoom - In mode and Dwell - Time mode, Bext is invariant. With Lemma 6,
at the end of Dwell - Time mode, the condition CT is never activated (in normal
conditions) due to the invariance property of Bext. Therefore, the adaptive quan-
tization law always switches between Dwell - Time mode and Zoom - In mode.
If we decompose this switching, each cycle is composed of ν samples in Dwell -
Time mode with ∆(k + 1) = ∆(k) and at least one sample in Zoom - In mode
with ∆(k + 1) = Cin∆(k). Hence, we obtain the following inequality for all
k > kcatch:

‖z̃(k)‖∞ ≤
Mi

2 C
k−kcatch
ν+1

in ‖∆(kcatch)‖∞, Cin < 1

Thus, z̃(k) converges to 0.
Now, if a perturbation occurs such that the condition CT is activated (or explicitly
coded at the sender), the algorithm leaves the DT mode, and then this process will
start over following the condition of Lemma 6.

2.3.5 The D-ZIZO algorithm in the presence of noise

This far, the analysis has been based on the noiseless system model (1). In order to
take into account additive disturbances entering the system and their effect on the
stability of the D-ZIZO algorithm, the system and error equations will be rewritten
as follows:

x(k + 1) = Ax(k) +Bu(k) + s(k)
x̂(k + 1) = (A−BK)x̂(k) + Aˆ̃x(k)
z̃(k + 1) = T−1(k + 1)AT (k)(z̃(k)− ˆ̃z(k)) + T−1(k + 1)s(k)

where s(k) is the additive noise. Before entering the analysis, two situations must
be distinguished: i) That of bounded input noise on the system, i.e. ||s(k)|| < S
and ii) unbounded additive disturbances. The main difference, is that in i), an
appropriate choice of the system parameters will guarantee that ZO mode will be
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executed at startup in order to catch the initial state, and it will not be triggered
anytime later, while in ii), zoom out stages may be required at any time due to
state deviations provoked by time-limited noise bursts. In that case, some con-
ditions will be derived from these bursts such that the overall dynamics does not
result in total loss of stability.

2.3.6 Bounded noise

The infinity norm of T (k) is bounded, and hence the bound on s(k) immediately
implies that w(k) .= T−1(k + 1)s(k) is bounded as

||w(k)||∞ < W

and the error equation is rewritten as

z̃(k + 1) = F (|λ|)(z̃(k)− ˆ̃z(k)) + w(k)

The analysis will be focused on the error-to-quantizer ratio as in previous sections,
whose dynamics is

y(k + 1) = D−1(k + 1)z̃(k + 1) = D−1(k + 1)(F (|λ|)(z̃(k)− ˆ̃z(k)) + w(k))
(24)

= D−1(k + 1)F (|λ|)D(k)(y(k)− δ(k)) +D−1(k + 1)w(k) (25)
= G(λ)(y(k)− δ(k)) +D−1(k + 1)w(k) (26)

In the following sections we will assume that in the noisy case the D-ZIZO
modes are DT, ZI, ZO as in the standard algorithm, and that the switching condi-
tions are left unchanged.

Transition from ZO to ZI with noise

Assume that the systems starts in ZO mode. We will show that there is a finite
time in which the systems switches to ZI by analyzing he evolution of y(k) along
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a Zoom-Out stage:

y(k + 1) = G(λ)(y(k)− δ(k)) +D−1(k + 1)w(k) (27)
‖y(k + 1)‖∞ = ‖G(λ)‖∞‖y(k)− δ(k)‖∞ + ‖D−1(k + 1)w(k)‖∞

≤ |λ|+ κ

Cout
‖y(k)‖∞ + W

∆1(k)Cout

=
(
|λ|+ κ

Cout

)k+1

‖y(0)‖∞ + W

∆1(0)Ck+1
out

k∑
j=0

(|λ|+ κ)j

=
(
|λ|+ κ

Cout

)k+1

‖y(0)‖∞ + W

∆1(0)Ck+1
out

(
1− (|λ|+ κ)k+1

1− |λ| − κ

)

Now by choosing Cout > |λ| + κ we ensure that all elements in this expression
tend to zero, and hence we conclude that after some time y(k+ 1) enters Bint and
the algorithm enters the Zoom In mode.

Invariance of Bext in ZI mode

In order to check this property it will be assumed that the system has entered
the Zoom In Stage with an initial value of ∆(kcatch). The time evolution of y(k)
is described as

y(k + 1) = G(λ)(y(k)− δ(k)) +D−1(k + 1)w(k)

yi(k + 1) = 1
Cin

(|λ|(yi − δi) + κ(yi+1 − δi+1)) + wi(k)
Cin∆(k) , ∀i = 1 . . . µ− 1

yµ(k + 1) = 1
Cin
|λ|(yµ − δµ) + wµ(k)

Cin∆(k)

Now using the bound y(k) ∈ Bext ⇒ |yi(k)− δi(k)| ≤ 1/2 we have

|yi(k + 1)| ≤ 1
2Cin

(
|λ|+ κ+ 2 W

κµ∆1(k)

)
, ∀i = 1 . . . µ

and the invariance of Bext is ensured by making |yi(k + 1)| < Mi/2. This can
be only attained if the latter expression is upper bounded, for which ∆1(k) should
be lower bounded, i.e. a lower limit must be set for the quantization step by
constraining the Zoom In operation to ∆1(k) ≥ ∆min for all k. This is the price
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to be paid in terms of quantization resolution in the presence of noise, which
is reasonable enough as the presence of noise eventually carry variations in the
steady state, rendering infinite resolution impractical.

With this analysis, the necessary data-rate condition can be stated regardless
of the noise power as

|λ| < Mi ∀i = 1 . . . µ
because if this condition is fulfilled, the following bound (from above)

|yi(k + 1)| ≤ 1
2Cin

(
|λ|+ κ+ 2 W

κµ∆min

)
<
Mi

2 ∀i = 1 . . . µ (28)

will be satisfied with the appropriate choice of Cin, κ and ∆min.

Invariance of Bext in DT mode

If the previous bound holds for Cin < 1, it will consequently be true for
Cin = 1, which corresponds to the Dwell-Time mode of operation.

Condition for entering the ZO mode

This far we have proved that Bext is an invariant both in ZI and DT modes. The
transition from DT to ZO mode will be triggered by quantizer saturation (|yi(k)| /∈
Bext) only in abnormal cases, for instance due to a temporary disturbance increase
above the upper bound W or to a loss of estimator synchronization.

In order for the receiver to detect such event, a sequence of δi(k) must be
unambiguously related to its occurrence. As in the noiseless case, we will prove
that in normal conditions

CT ⇒ y(k) /∈ Bext

where the condition CT is defined as

CT = true if {k = kDT + ν − 1} ∧

|
k∑

j=k−ν+1
δ(j)| = M − 1

2 ν


which is equivalent to say that if y(kDT ) ∈ Bext, then ∀i (1 ≤ i ≤ µ), |∑kDT+ν−1

j=kDT
δi(j)| 6= Mi−1

2 ν. We consider each component yi(k) separately and determine
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νi − 1 as follows:

(νi − 1) ∈ N > li

ν = max
1≤i≤µ

νi.

where each νi corresponds to an upper bound of the maximal time such that the
following conditions are verified:

y(kDT ) ∈ Bext (29)

sgn(δi(kDT )) ·
kDT+νi−2∑
j=kDT

δi(j) = (νi − 1)Mi − 1
2 (30)

We will show that at kDT + νi − 1, it is impossible to have sgn(δi(kDT ))δ(kDT +
νi−1) = Mi−1

2 which is equivalent to have sgn(δi(kDT ))yi(kDT +νi−1) > Mi−2
2 .

Thus, in what follows, will we find conditions under which the inequality
sgn(δi(kDT ))yi(kDT + νi − 1) ≤ Mi−2

2 holds. For this, it will be assumed that
equations (29) and (30) are verified along the period ∀j ∈ [kDT , kDT + ν − 2].
From previous arguments, we know that if y(kDT ) ∈ Bext, then during all the
Dwell - Time period, we have y(j) ∈ Bext, ∀j ∈ [kDT , kDT + ν − 2]. Thus, we
can conclude that |yi+1(j)− δi+1(j)| ≤ 1/2. From this fact and the error equation
considering noise (27) it follows that:

sgn(δi(kDT ))yi(kDT + νi − 1) ≤ |λ|νi−1|yi(kDT )| −
(
Mi − 1

2

)
|λ|

νi−2∑
j=0
|λ|j

+
(

W

∆i(kDT ) + κ

2

)
νi−2∑
j=0
|λ|j.

And under the assumption |yi(kDT )| ≤Mi/2, and using the lower bound ∆1(k) ≥
∆min proposed in the previous analysis for the noise case, we have that the suffi-
cient condition for sgn(δi(kDT ))yi(kDT + νi− 1) ≤ (Mi− 2)/2 thus violating CT
turns into

|λ|νi−1Mi

2 −
Mi − 1

2 |λ|
(
|λ|νi−1 − 1
|λ| − 1

)
+
(
|λ|νi−1 − 1
|λ| − 1

)(
W

κi∆min

+ κ

2

)
≤ Mi − 2

2 ,

From the previous equation, by a direct calculation, it follows that

νi = ν ∈ N ≥ 1 +
ln
(

1 +
|λ|+Mi+2−κ− 2W

κi∆min
−κ

Mi−|λ|−κ− 2W
κi∆min

)
ln(|λ|) = 1 +

ln
(

1 + 2(1+|λ|)
Mi−|λ|−κ− 2W

κi∆min

)
ln(|λ|) .

(31)
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Note that to have above inequality, we need to assume that Mi > |λ|+κ+ 2W
κi∆min

.
with this choice, if yi(kDT ) ∈ Bext, it is impossible to have a ν-long sequence

of δi(k) fulfilling CT . However, the backwards implication yi(kDT ) /∈ Bext ⇒
remains uncertain. The solution is again to recode the δi(k) signals at the encoder
side as CT whenever the event yi(kDT ) /∈ Bext is detected (see section 2.3.4). With
that fix, the ZO mode will be triggered and the system will recover from time-
limited unbounded disturbances (i.e. after an unbounded disturbance or burst,
sufficient time must elapse, possibly with W -bounded noise, in order to recover
the ZI mode and approach the attainable limit set).

3 Consensus over noiseless digital channels
Consensus algorithm is a very efficient methodology for solving some distributed
estimation and control problems as already mentioned in the Deliverables D02.01
Cooperative control and estimation algorithms (rel. 1), D02.03 - Communication
network design (rel. 1), and D02.05 - Scalability and Complexity (rel. 1). Some
work has been done in order to understand how the presence of digital noiseless
channels affects the performance of this algorithm. Moreover, some work has
been devoted to determining smart coding methods allowing a better use of the
communication capabilities of the channel. These two problems are the subject of
following section.

A first part of the section describes the contributions given by the paper [7].
In this paper a randomized variation of the consensus algorithm is considered,
which is called gossip algorithm and which will be briefly described below (see
[5] for a more complete description). The main contribution in [7] are the study
of gossip algorithm when a static quantizer is applied to all messages sent along
the network; both deterministic and probabilistic quantizers are considered. Then,
in [2], dynamic quantizers are analyzed (zoom-in zoom-out schemes, similar to
those described in section 2), and compared to the static case.

3.1 The gossip algorithm
Assume we are given an undirected graph G = (V, E), E ⊂ {(i, j) : i, j ∈ V }. At
each time step, one edge (i, j) is randomly selected in E with probability W (i,j)

such that
∑

(i,j)∈EW
(i,j) = 1. Let W be the matrix with entries Wij = W (i,j).
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The two agents connected by that edge average their states according to

xi(t+ 1) = 1
2xi(t) + 1

2xj(t)

xj(t+ 1) = 1
2xj(t) + 1

2xi(t) (32)

while

xh(t+ 1) = xh(t) if h 6= i, j. (33)

Let Eij = (ei − ej)(ei − ej)∗ and

P (t) = I − 1
2Eij

where ei = [0, . . . , 0, 1, 0, . . . , 0]∗ is a N × 1 unit vector with the i-th component
equal to 1, then (32) and (33) can be written in a vector form as

x(t+ 1) = P (t)x(t) (34)

where x(t) = [x1(t), . . . , xN(t)]∗ denotes the state of the overall system. Note
that P (t) is a doubly stochastic matrix. It is well known [14, 36] that, if the graph
G is connected and each edge (i, j) ∈ E can be selected with a strictly posi-
tive probability W (i,j), then (34) reaches, almost surely, the average consensus,
namely

lim
t→∞

x(t) = xave1,

where xave = 1
N

1∗x(0). In the sequel, we make the following assumption.

Assumption 1. The graph G = (V, E) is a undirected connected graph and, at
every time instant t ≥ 0, each edge (i, j) ∈ E can be selected with a strictly
positive probability W (i,j).

Note that the algorithm (34) relies upon a crucial assumption: each agent
transmits to its neighboring agents the precise value of its state. This implies
the exchange of perfect information through the communication network. In this
work, we consider a more realistic case, i.e., we assume that the communication
network is constituted of rate-constrained digital links. This prevents the agents
from having a precise knowledge about the state of the other agents. In fact,
through a digital channel, the i-th agent can only send to its neighbors symbolic
data in a finite alphabet: using only this data, the neighbors of the i-th agent can
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build an estimate of the i-th agent’s state. We denote this estimate by x̂i(t), and
let x̂(t) = [x̂1(t), . . . , x̂N(t)]∗ . In this work, the estimate is simply the received
symbol.

We proceed now by illustrating two types of quantizers which have been intro-
duced in the literature in order to transmit information through a digital channel,
for consensus purposes. In [6, 16], the authors analyze the case in which

x̂i(t) = qd(xi(t)), (35)

where, given a real number z, qd : R→ Z is the mapping sending z to its nearest
integer, namely,

qd(z) = n ∈ Z ⇔ z ∈ [n− 1/2, n+ 1/2[, if z ≥ 0
z ∈ ]n− 1/2, n+ 1/2], if z < 0. (36)

We refer to this quantizer as the deterministic quantizer. Instead in [1, 39], the so-
called probabilistic quantizer is introduced. This quantizer is defined as follows.
Let x ∈ R and let qp(·) denote the probabilistic quantizer. As for the determinis-
tic quantizer above described, the set of quantization levels is the integer numbers,
and qp(x) is the binary random variable defined as

qp(x) =
{
bxc with probability dxe − x
dxe with probability x− bxc, (37)

where we let b·c and d·e denote the floor and ceiling operators from R to Z. The
following straightforward lemma states two important properties of the proba-
bilistic quantizer.

Lemma 7. Let qp(x) be a probabilistic quantization of x ∈ R. Then qp(x) is an
unbiased representation of x, i.e.,

E [qp(x)] = x. (38)

Moreover
E
[
(x− qp(x))2

]
≤ 1

4 . (39)

From now on, with a slight abuse of notation, given a vector x ∈ RN , we use
the notation qd(x) ∈ RN (respectively qp(x) ∈ RN ) to denote the vector such that
qd(x) = [qd(x1), . . . , qd(xN)]∗ (respectively qp(x) = [qp(x1), . . . , qp(xN)]∗).
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In that paper, we introduce two updating rules of the state using quantized
information. In the first strategy, if (i, j) is the edge selected at the t-th iteration, i
and j, in order to update its state, use only the estimates of their states, as follows,

xi(t+ 1) = 1
2 x̂i(t) + 1

2 x̂j(t)

xj(t+ 1) = 1
2 x̂j(t) + 1

2 x̂i(t), (40)

or, equivalently in vector form, by recalling the definition of P (t),

x(t+ 1) = P (t)x̂(t). (41)

To define the second strategy, we remark that (32) can be written as

xi(t+ 1) = xi(t)−
1
2xi(t) + 1

2xj(t)

xj(t+ 1) = xj(t)−
1
2xj(t) + 1

2xi(t).

We then propose the following updating rule, where the agents use also perfect
information regarding their own states,

xi(t+ 1) = xi(t)−
1
2 x̂i(t) + 1

2 x̂j(t)

xj(t+ 1) = xj(t)−
1
2 x̂j(t) + 1

2 x̂i(t), (42)

or, equivalently in vector form,

x(t+ 1) = x(t) + (P (t)− I)x̂(t). (43)

We call the law (40) globally quantized and the law (42) partially quantized. It
is easy to see that the partially quantized law (42), as the law (32), maintains
the initial state average. Formally, defining xave(t) = 1

N
1∗x(t), we have that the

globally quantized law (40) satisfies xave(t) = xave(0), for all t ≥ 0. Indeed, it is
immediate to verify that 1∗x(t+1) = 1∗x(t)+1∗(P (t)−I)x̂(t) = 1∗x(t), where
the last equality follows from the fact that, since P (t) is doubly stochastic for all
t ≥ 0, then 1∗(P (t)− I) = 0 for all t ≥ 0.
We proceed with our analysis of these two rules by assuming first that x̂i(t) =
qd(xi(t)), i.e., the information transmitted is quantized by means of determinis-
tic quantizer, and then by assuming that x̂i(t) = qp(xi(t)), i.e., the information
transmitted is quantized by means of probabilistic quantizer.
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Remark 2. It is clear that with no loss of generality we can assume that the
quantization step is equal to 1. More general quantizers, with quantization step
a generic positive real number ε, can be obtained from qd and qp by defining
q

(ε)
d (x) = εqd(x/ε) and q(ε)

p (x) = εqp(x/ε). Hence, the general case can be simply
recovered by a suitable scaling.

3.2 Quantized gossip algorithms via static deterministic quan-
tizers

In this section we assume that the information exchanged between the agents is
quantized by means of the deterministic quantizer qd described in (36), namely
x̂i(t) = qd(xi(t)). In this context, we separately analyze the partially and globally
quantized strategies, starting from the first one.

Partially quantized strategy Consider the partially quantized strategy

xi(t+ 1) = xi(t)−
1
2qd(xi(t)) + 1

2qd(xj(t))

xj(t+ 1) = xj(t)−
1
2qd(xj(t)) + 1

2qd(xi(t)). (44)

Define
y(t) =

(
I − 1

N
11∗

)
x(t) = x(t)− 1

N
11∗x(0) , (45)

and
d(t) = 1√

N
‖y(t)‖2. (46)

Such quantity represents the distance of the state x(t) from the average of the
states.

As an example we report in Fig. 4 the result of simulations relative to a con-
nected random geometric graph. Such graph has been drawn placing N = 50
nodes uniformly at random inside the unit square and connecting two nodes when-
ever the distance between them is less that R = 0.3. The initial condition xi(0)
is randomly chosen inside the interval [−100, 100] for all 1 ≤ i ≤ N . Note that
d(t) does not converge to 0, meaning that the average consensus is not reached.
However its value gets very close to 0, implying that the values of the state get
very close to the initial average.

In the following we will give a general formal proof of this fact, quantifying
the distance from consensus the states of the agents asymptotically achieve.
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Figure 4: Behavior of d for a connected random graph with N = 50 in case of
deterministic quantizers and of partially quantized strategy.

Theorem 2. Consider the algorithm (44). Then, almost surely, there exists Tcon ∈
N such that

|xi(t)− xj(t)| ≤ 1 ∀ i, j ∀ t ≥ Tcon, (47)

and hence,
‖x(t)− xave1‖∞ ≤ 1.

Remark 3. Another feature of the algorithms proposed in [22] is that the state
of each node is always an integer. On one hand this represents a clear advan-
tage from a computational point of view. On the other hand, the nodes, at the
initial step, have to quantize the initial conditions that could be any arbitrary real
number. In general the average of the quantized states will be different from the
average of the initial states, thus introducing an error that will be propagated
along the iterations of the algorithm. This fact is illustrated in Fig. 5 where we
provide a comparison between the partially quantized strategy via deterministic
quantizers and the algorithm proposed in [22], that we denote by KBS. Precisely,
we plotted the behavior of d(t) for both strategies on the same graph considered
in Fig. 4.
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Figure 5: Plot of d(t), as in (46), for the partially quantized strategy with deter-
ministic quantization, and for the algorithm KBS

Globally quantized strategy In this paragraph we consider the globally quan-
tized strategy

xi(t+ 1) = 1
2qd(xi(t)) + 1

2qd(xj(t))

xj(t+ 1) = 1
2qd(xj(t)) + 1

2qd(xi(t)). (48)

We underline immediately that the fact that (48) uses only quantized informa-
tion and not perfect information combined with quantized information as in (44)
makes the analysis of (44) slightly easier than the analysis of (48).
Remarkably, we show in this subsection that the law (44) drives, almost surely,
the systems to exact consensus at an integer value. Unfortunately, the initial aver-
age of states is not preserved in general. In this case the following result can be
obtained.

Theorem 3. Let x(t) evolve according to (48). Then almost surely there exists
Tcon ∈ N and α ∈ Z such that xi(t) = α for all i ∈ V and for all t ≥ Tcon.

We have already underlined the fact that this strategy does not preserve the
initial average, in general. Providing some probabilistic estimation of the distance
of the consensus point from the initial average is a challenging problem: we limits
our analysis to the following simulation. In Fig. 6 we plot the variable z that
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is defined as follows. In the globally quantized strategy we have that, almost
surely limt→∞ = α1 for some random integer α. Let z = |α − 1/N1∗x(0)|. In
words, z represents the distance from the consensus point to which the globally
quantized strategy leads the systems and the average of the initial condition. We
have depicted the value of z for a family of random geometric graphs [33] of
increasing size from N = 10 up to N = 80. The initial condition xi(0) is chosen
randomly inside the interval [−100, 100] for all 1 ≤ i ≤ N. Moreover for each N ,
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Figure 6: Behavior of z for a family of random geometric graphs in case of deter-
ministic quantizers and of globally quantized strategy.

z is computed as the mean of 100 trials. We can see that the value of z is increasing
in N and assumes values that are not negligible with respect to the quantization
step size.

Speed of convergence Providing insights on the speed of convergence of (44)
and of (48) is quite hard in general. In Fig. 7 and Fig. 8 we report, respectively, a
comparison between the partially quantized strategy (44) and the gossip algorithm
with exchange of perfect information (32) and between the globally quantized
strategy (48) and again the gossip algorithm with exchange of perfect information
(32). The simulations are made on the same random geometric graphs consid-
ered in Fig. 4, and the initial conditions are randomly chosen inside the interval
[−100, 100].

For both strategies we plotted the behavior of the variable d(t) defined in (46).

32



Transmission constraints - T03.01

From Fig. 7 and Fig. 8 we can infer that the speed of convergence toward the
steady state of the quantized strategies (48) and (44) is similar to the one of the
gossip algorithm with perfect exchange of information. This numerical evidence
is not completely understood yet, but some interesting preliminary results appear
in [15].
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Figure 7: Behavior of d, when using the partially quantized strategy, for a con-
nected random geometric graph with N = 50. Note that since the partially quan-
tized strategy does not converge to a consensus, d(t) does not go to 0.

Remark 4. If, depending on the application, one can not relax the convergence
requirement, we could suggest the following heuristic solution to the consensus
problem, which combines the positive features of both strategies,

x(t+ 1) = Pqd(x(t)) + ε(t)(x(t)− qd(x(t))),

where ε(t), t ≥ 0, is a nonnegative sequence such that ε(t) ≤ 1, ∀ t ≥ 0 and
limt→∞ ε(t) = 0.
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Figure 8: Behavior of d, when using the globally quantized strategy, for a con-
nected random geometric graph with N = 50. In this case, accordingly to the
theoretical result stated in Theorem 3, d(t) tends to 0.

3.3 Quantized gossip algorithms via static probabilistic quan-
tizers

In this section we assume that the information exchanged between the systems
is quantized by means of the probabilistic quantizer qp described in (37), namely
x̂i(t) = qp(xi(t)). We recall the statistics of qp, as illustrated in Lemma 7. More-
over, we make the following natural assumption

Assumption 2. Given the values xi(t) for all i ∈ V , the random variables
qp(xi(t)), as i varies, form an independent set. Moreover, for every i 6= j, given
xi(t), qp(xi(t)) is independent from xj(t).

As before, we will now separately analyze the partially and globally quantized
strategies.
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Partially quantized strategy The algorithm for partially quantized strategy,
when the edge (i, j) is chosen, can be written as

xi(t+ 1) = xi(t)−
1
2qp(xi(t)) + 1

2qp(xj(t))

xj(t+ 1) = xj(t)−
1
2qp(xj(t)) + 1

2qp(xi(t)). (49)

Similarly to the partially quantized strategy via deterministic quantizers (44), also
(49) does not reach the consensus in general. Again we report a simulation show-
ing this fact. In Fig. 9 the behavior of the quantity d(t), defined in (46), is depicted
for the same connected random geometric graph considered in Fig. 4. Note that
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Figure 9: Behavior of d for a connected random geometric graph with N = 50.

the quantity d(t) stays visibly away from 0, meaning that the average consensus
is not reached.

The analysis of (49) is more complicate than for the corresponding law (44).
This is mainly due to the lack of convexity properties which were used in the
analysis of (44). The following example shows this type of difficulty.

Example 1. Consider (44) and assume that the edge (i, j) has been selected at
time t. Without loss of generality assume that xi(t) ≤ xj(t). Then, by convexity
arguments, we have that bxi(t)c ≤ xi(t+1), xj(t+1) ≤ dxj(t)e. This is no longer

35



Transmission constraints - T03.01

true for (49). As a numerical example assume that xi(t) = 3.4 and xj(t) = 3.6.
Then with probability 1/4 we will have that qp(xi(t)) = 4 and qp(xj(t)) = 3. In
this case, by (49), we have that xi(t + 1) = 2.9 and that xj(t + 1) = 4.1. Hence,
xi(t+ 1), xj(t+ 1) do not belong to the interval [bxi(t)c, dxj(t)e].

For this reason, we do not develop a symbolic analysis for this algorithm, and
we do not prove convergence in finite time. By simulations we can see that (49)
does not drive the states of the systems inside the same bin of quantization, as the
corresponding strategy (44) using deterministic quantizers. In Fig. 10, we depict
the behavior of the quantity

s(t) = max
1≤ i,j≤N

|xi(t)− xj(t)|.

for the same random geometric graph considered in Fig. 9. In this simulation
we assume that the initial condition xi(0) is randomly chosen inside the interval
[−10, 10]. Note that s asymptotically oscillates around 2. Interesting results on
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Figure 10: Behavior of s for a connected random geometric graph with N = 50.

(49), in terms of both the asymptotic distance from the initial average and the
speed of convergence, can be provided by a mean-square analysis. In the sequel
of this subsection, we assume that the initial condition x(0) satisfies the following
condition.

Assumption 3. The initial condition x(0) is a random variable such that E[x(0)] =
0 and E [x(0)x∗(0)] = σ2

0I for some σ2
0 > 0.
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We start by observing that (49) can be rewritten as

x(t+ 1) = P (t)x(t) + (P (t)− I) (qp(x(t))− x(t)) (50)

Define
e(t) = qp(x(t))− x(t),

the quantization error and recall the definition of y(t) given in (45). From (50),
using the fact that P (t) is symmetric and stochastic, we easily obtain the following
recursive relation in terms of the variables e(t) and y(t)

y(t+ 1) = P (t)y(t) + (P (t)− I)e(t). (51)

In order to perform an asymptotic analysis of (51) it is convenient to introduce the
following matrices. Let

Σyy(t) = E [y(t)y∗(t)] , Σee(t) = E [e(t)e(t)∗] , Σye(t) = E [y(t)e(t)∗] .

Equation (51) leads to the following recursive equation in terms of the above
matrices

Σyy(t+ 1) = E [P (t)Σyy(t)P (t)] + E [P (t)Σye(t)(P (t)− I)] +
+ E

[
(P (t)− I)Σ∗yeP (t)

]
+ (P (t)− I) Σee(t) (P (t)− I) .

(52)

From the fact that x(0) is a random variable satisfying Assumption 3, it immedi-
ately follows that

Σyy(0) = σ2
0

(
I −N−1 11∗

)
. (53)

The following proposition states some correlation properties of the variables y and
e.

Proposition 1. Consider the variables y(t) and e(t) above defined. Then

E [e(t)] = 0 and Σee(t) = diag
{
σ2

1(t), . . . , σ2
N(t)

}
(54)

where the right-hand-side is a diagonal matrix whose diagonal elements σ2
i (t) =

E [e2
i (t)] are such that σ2

i (t) ≤ 1/4 for all 1 ≤ i ≤ N and for all t ≥ 0.
Moreover

Σye(t) = 0, (55)

for all t ≥ 0.
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From the above properties we have that (52) can be rewritten as

Σyy(t+ 1) = E [P (t)Σyy(t)P (t)] + E [(P (t)− I) Σee(t) (P (t)− I)] . (56)

To estimate the asymptotic distance from the initial average, we introduce the cost
function

J(W ) = lim sup
t→∞

√
1
N
E[‖y(t)|2]. (57)

The cost depends on the selection probabilities W , and, thanks to the above defi-
nitions, can be computed as

J(W ) = lim sup
t→∞

√
1
N

tr {Σyy(t)}. (58)

We can find the following result.

Theorem 4. For all selection probability matrix W we have that J(W ) ≤ 1
2 .

From these theorems we draw a strong conclusion about the convergence of
the algorithm. In spite of missing consensus in the strict sense, the asymptotical
mean squared error of the algorithm is smaller than the size of the quantization
bin, and has a bound which does not depend on the number of the agents, nor on
the topology of the graph, nor on the probability of the edges selection.

Globally quantized strategy The algorithm for the globally quantized strategy,
when the edge (i, j) is chosen, can be written as

xi(t+ 1) = 1
2qp(xi(t)) + 1

2qp(xj(t))

xj(t+ 1) = 1
2qp(xj(t)) + 1

2qp(xi(t)). (59)

Below we prove that the law (59), as the law (48), drives almost surely the systems
to exact consensus at an integer value. Moreover, we show by simulations, that
the consensus point, even if (59) does not preserve the average of the state, is
rather close to the average of the initial condition. This represents a significant
improvement with respect to the strategy (48), that, as seen in Fig. 6, leads to a
consensus point whose distance from the average of the initial condition, is not
negligible in general.

We can obtain the following convergence result.
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Theorem 5. Let x(t) evolve following (59). Then almost surely there exists Tcon ∈
N and α ∈ Z such that xi(t) = α for all i ∈ V and for all t ≥ Tcon.

As for (48), it is an open problem to provide a theoretical estimation of the
distance between the consensus point to which (59) leads the systems, and the av-
erage of the initial condition. We limit our analysis to the following simulations.
In Fig. 11 we plot the variable z as previously defined for the globally quantized
strategy using deterministic quantizers, i.e., z = |c− 1/N1∗x(0)| where c is such
that limt→∞ x(t) = c1. The variable z represents the distance between the con-
sensus point to which the globally quantized strategy leads the systems and the
average of the initial condition. We plot the value of z for a family of random
geometric graphs of increasing size from N = 10 up to N = 80. The initial con-
dition xi(0) is chosen randomly inside the interval [−100, 100] for all 1 ≤ i ≤ N.
Moreover for each N , z is calculated as the mean of 100 trials. In Fig. 12 we
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Figure 11: Behavior of z for a family of random geometric graphs when consid-
ering the globally quantized strategy using probabilistic quantizers.

provide a comparison between (48) and (59). Surprisingly, the globally quan-
tized strategy using probabilistic quantizers, differently from the globally quan-
tized strategy using deterministic quantizers, seems to reach the consensus very
close to the average of the initial condition.

Remark 5. Observe that the strategies we proposed require in principle infinite
capacity because the data are quantized through uniform quantizer with infinitely
many levels. However, it is easy to see that only finitely many levels of this quan-
tizer are used during the consensus evolution and that the number of this levels
depend on the amplitude of the initial states. Therefore only finite capacity com-
munication channels are indeed needed and the capacities depend on the ratio
between the initial and the final state dispersion.

39



Transmission constraints - T03.01

10 20 30 40 50 60 70 800

2

4

6

8

10

12

N

z

 

 

probabilistic
deterministic

Figure 12: Comparison in terms of z between the "deterministic" and the "proba-
bilistic" strategy, for a family of random geometric graphs.

3.4 Consensus over noiseless digital channels - Dynamic encod-
ing

In this section we will propose the coding techniques for consensus algorithms
in the case of noiseless digital channels proposed in [2]. This methodology has
already been described in details in the Deliverable D02.03 - Communication Net-
work Design rel. 1 where its advantages in solving the consensus problem have
been emphasized. Here we recall briefly the algorithm and focus on the advan-
tages and disadvantages of this procedure with respect to the static encoding pro-
posed above.

Here we start from a version of the standard consensus algorithm [32] whose
evolution is given by

xi(t+ 1) =
N∑
i=1

pijxj(t), (60)

where pij are coefficients complying with the communication constraints between
agents, thus pij 6= 0 only if the edge (i, j) belongs to E . Equation 60 imply
that every agent, during algorithm evolution, keeps update his state with a proper
average among his state and those of his neighbours. More compactly we can
write

x(t+ 1) = Px(t) = (I +K)x(t), (61)
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where P = (pij) ∈ RN×N , K = (kij) = P−I and x(t) ∈ RN groups all agents
states in a single state vector.

In [32] it is shown that, if the graph G is strongly connected, every irreducible
doubly stochastic1 matrix P drives the system dynamic to the consensus, namely

lim
t→∞

x(t) = 1Tx(0)
N

1, (62)

where 1 ∈ RN is the vector of all ones.
This simply algorithm implicitly assumes also that the communication net-

work is ideal, so that real numbers are exchanged between agents without any
loss or degradation of information. Of course this assumption, in real applica-
tions, is not realistic due to energy and bandwidth limitations. We assume here
that the data exchange between the agents can occur only through a digital noise-
less channel. We propose here the Zoom in/Zoom out (ZIZO) algorithm overcome
this constraint. The idea behind ZIZO–algorithm is to slightly modify equation 60
in order to obtain a state evolution of the form

xi(t+ 1) = xi(t) +
N∑
j=1

Kijx̂ij(t), (63)

where x̂ij(t)∀j : (i, j) ∈ E , the estimations, made by the agent i, of his neigh-
bour j state as well as the estimation of his own measure even if this could seems
paradoxical.

Now we propose a method for obtaining x̂ij(t). The general structure of the
coding scheme is shown in the following picture.

Σ Σ

f f−1

xj(t) x̂ij(t)
Channel

ξe
j (t) ξd

ij(t)

ξe
j (0) ξd

ij(0)

lj(t) lj(t)

!"
#$
%&
'

(
&#
$%
&'

1Under the assumption made on the graph, it is always possible to find such a matrix complying
with communication constraints.
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where f : R3 → R. More precisely f(x; ξ) is a static function which is a quantizer
with respect to the first variable x and in which the variable ξ is a parameter fixing
the characteristic of the quantizer. The function f−1(l; ξ) is instead a right inverse
of f(x; ξ), namely any function such that

f(f−1(l; ξ); ξ) = l

The block Σ instead is a nonlinear state system with input l(t) and state ξ(t),
coinciding with the output, and this system is described by the following equations

ξ(t+ 1) = F (ξ(t), l(t))

The remarkable property of this scheme is that, if the states of two systems Σ ’s
are initialized at the same values, and if the channel is noiseless so that the two
systems are fed with the same input evolution, then the states of these two systems
will continue to be the same, namely if ξej (0) = ξdij(0), then ξej (t) = ξdij(t) for all
t. Under this hypothesis we have that the relation between the input xi(t) and the
output x̂ij(t) becomes the following:

ξej (t+ 1) = F (ξej (t), lj(t))
lj(t) = f(xj(t); ξej (t))
x̂ij(t) = f−1(lj(t); ξej (t))

Notice n this way that in fact x̂ij(t) depends only on the index j.
In the ZIZO algorithm we proposed the state ξej (t) has two real components

x̂ej(t), zej (t). The quantizer f is defined as

f(x; x̂, z) := qd

(
x− x̂
q|z|

)

where qd(x) is the normalized uniform quantizer defined in (36) and where q is a
design parameter. The number x̂ allows to translate the uniform quantizer while
the number z allows to zoom the uniform quantizer. Moreover the system Σ has
the following dynamics

x̂ej(t+ 1) = x̂ej(t) + lj(t)q|zej (t)| (64)
zej (t+ 1) = k1|zej (t)|sgn{lj(t)q|zej (t)|}+ k2lj(t)q|zej (t)| (65)

(66)

where k1, k2 are design parameters.
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The algorithm has three positive parameters k1, k2 and q as well as the matrix
of coefficients K which is supposed to be given and designed to obtain, in the
linear case, a suitable convergence rate over a given graph.

It is clear that the magnitude of zoom factors afflict the state estimations ac-
curacy. The bigger the zoom factors are, the roughly the estimations will be; this
zoom–reliant estimation behaviour justify the name given to the algorithm. Since
zoom factors zej (t) play such a fundamental role, particular care was given to the
design of their dynamics. More precisely in the third of 65, the term k2lj(t)q|zej (t)|
should guarantee the zoom factors to follow the difference between real states and
estimations, thus improving the estimation quality as well as the estimations come
close to the real states. The term k1|zej (t)|sgn{lj(t)q|zej (t)|}, on the other hand,
prevent zoom factors from becoming too small in a single algorithm step as a
consequence of a fortuitous coincidence between states and estimations

The main result of [2] is that, with a suitable choice of the parameters q, k1, k2
the previous adaptation of the consensus algorithm to the case of quantized infor-
mation exchange between agents yields exact average consensus.

Remark 6. The big disadvantage of the proposed solution is that in principle it
requires infinite capacity because the data are quantized through uniform quan-
tizer with infinitely many levels. Moreover, differently form what happened for
the previous solution, it is not possible to prove that only finitely many levels of
this quantizer are used during the consensus evolution. However we have no-
ticed through numerous simulations that using a saturate version of the quantizer,
namely a quantizer such that |q(x)| = M for all x such that |x| > M , the evolu-
tion of the consensus algorithm with the ZIZO–algorithm does not change much
with respect to the case with infinite levels. The proof of convergence of the con-
sensus algorithm with the ZIZO–algorithm and with saturated quantizer is the
subject of our present work.

Moreover the proposed strategy strongly resorts to the hypothesis that the
channel is noiseless. Indeed, simulations suggest that it does not work well in case
of noisy digital channel such are binary symmetric channels or erasure channels.

4 Conclusion
In this document we reported the advances obtained within the project on the field
of control and estimation under communication constrained resources.

In section 2 we introduced a new adaptive differential coding algorithm for
systems controlled over digital noiseless channels subject to limited bit rate con-
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straint. As shown, the proposed algorithm provides robustness against distur-
bances; while improving transient behavior. Furthermore, the global stability is
reached; while the rate theoretical limits are achieved under constant length cod-
ing. These are obtained by introducing a Dwell - Time state in addition of ZI and
ZO classical modes.

In section 3 we analyzed the consensus algorithm, which can be used for dis-
tributed estimation, when the data exchange occurs through a digital noisy chan-
nel. We considered both the case in which the encoders are static and the case in
which the encoders are dynamic (adaptive). In the case of the static encoding we
studied the gossip algorithm for the consensus problem with quantized communi-
cation. In order to face the effects due to the quantization (both deterministic and
probabilistic) we proposed two updating rules: the globally quantized strategy and
the partially quantized strategy. In the former the nodes use only quantized infor-
mation in order to update their state. In the latter they have access also to exact
information regarding their own state. We summarize our results in the following
table.

Globally Quant. Partially Quant.

Deterministic
Finite time conv. to consensus

Larger averaging error
Finite time conv. to N−1/2‖x− xave1‖2 ≤ 1/2

Average preserved

Probabilistic
Finite time conv. to consensus

Smaller averaging error
Asympt. conv. to N−1/2

√
E[‖x− xave1‖2

2] ≤ 1/2
Average preserved

We have provided some simulations characterizing the distance between the
consensus point and the initial average. While using the deterministic quantizer
this distance turns out to be not negligible, with the probabilistic quantizer the
consensus is reached surprisingly very close to the average of the initial condi-
tion. Providing some theoretical insights on this fact will be the object of future
research. A second issue which deserves attention is the speed of convergence
of the presented algorithms. Indeed, the non-quantized gossip algorithm [5] is
known to asymptotically converge, in a mean squared sense, at exponential speed,
with a rate which depends on the matrix W. It is thus natural to conjecture that
the convergence of the quantized version will be roughly exponential, as long as
the differences states are much larger than the quantization step. Preliminary re-
sults in this sense are in [15] and in Section 3.3. However, the granularity effects
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eventually comes out in the convergence, making the systems converge in finite
time to some limit point: estimates on such a time are sought in [22] and in the
pair of recent papers [24, 25]. Giving a rigorous and complete clarification of this
question is an interesting open problem.

We showed moreover that a dynamic encoding allows to obtain much higher
performance. As mentioned in section 3 many important questions remain open
in this set up. One of the most important is providing a mathematical proof of the
convergence of those algorithms in the case of limited capacity channels, since
the proof we have holds only for infinite levels uniform quantizers. The extension
to uniform quantizers with finitely many levels is one the subjects of our present
research activity.
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