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Abstract

While virtualization enables multiple virtual machines\8) — with multiple operating systems and applications —uio within

a physical server, it also complicates resource allocatigring to guarante®uality of ServicdQoS) requirements of the diverse
applications running within these VMs. As QoS is crucialhie tloud, considerable researdfoets have been directed towards
CPU, memory and network allocations to providéeetive QoS to VMs, but little attention has been devoted #k desource
allocation.

This paper presents the design and implementatidfiudiber, a two-level scheduling framework that decouples throughp
and latency allocation to provide QoS guarantees to VMsavhaintaining high disk utilization. The high-level thrduyayt control
regulates the pending requests from the VMs with an adaptedit-rate controller, in order to meet the throughpuuiesments
of different VMs and ensure performance isolation. Meanwhile ldhelevel latency control, by the virtue of thHeatch and
delay earliest deadline first mechanig¢BD-EDF), re-orders all pending requests from VMs basecheir deadlines, and batches
them to disk devices taking into account the locality of @ses across VMs. We have implemenfdabber and made extensive
evaluations on a Xen-based host. The results showrthbbercan simultaneously meet thdiirent service requirements of VMs
while improving the éiciency of the physical disk. The results also show imprované up 25% in the VM performance over
state-of-art approaches: for example, in contract to tHautteXen disk JO scheduler —Completely Fair QueueinCFQ) —
besides achieving the desired QoS of each ¥Mbberspeeds up the sequential and random reads by 17% and 25%stresiy,
due to the fficient physical disk utilization.

© 2012 Published by Elsevier Ltd.

Keywords: /O scheduling, virtualization, quality of services, penfiance, ficiency

1. Introduction

The increasing trend towards cloud computing has elev@tgality of ServicdQoS) ofvirtual machinegVM-
s) to a key issue in virtualized environments [1, 2, 3]. Whilgualization enables multiple VMs — with multiple
operating systems and applications — to run within the sahysipal server, and multiplexes the underlying hard-
ware resources among them, it also complicates the resailomations trying to guarantee QoS requirements of
the diverse applications running within these VMs. Di&R &llocation in virtualized environments has received less
attention from the research community than CPU, memory atslork allocation [4, 5, 6, 7]. Due to disk contention,
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virtualization fails to guarantee the latency and throughiarget of each VM, regardless whether the VMM provides
a good VCPU scheduler or other resource allocation [8].

Compared with sharing® among processes in shared storage or in the native opestatem, sharing/©
among VMs has extra features:

e First, unlike general user processes, VMs have self-dB8lsthedulers to send batches of requests in a round-
robin mode.

e Second, the semantic isolation leads to the disk schedbife¥wtual Machine Monitor(VMM) having diffi-
culty perceiving the characteristics of workloads, so th@\ provides service to requests from VMs using
First Come First Serve{FCFS).

e Last, the virtual disks associated with VMs are mapped iatgd files in the physical disk, which results in
spatial locality of accesses across VMs.

Because of these special features of virtualization, thditional solutions for resource contention in the shared
storage are not appropriate for virtualized environmedytdQ, 11, 12, 13]. Therefore, some solutions in VMM have
been proposed to alleviate the digdIcontention in recent years [14, 15, 16, 17]. Some of thasdiet propose
fair or proportional sharing of disk bandwidth among VMs solidated on a server [14, 15]. Based on proportional
sharing of disk bandwidth, other studies [16, 17] contrel thange of throughput for each VM in the VMM. These
approaches are unable to meet both the throughput and yatmgets of each VM, especially when VMs with high
throughput requirement and VMs with sensitive latency nemment share a larger disk. Moreover, these studies
focus on performance isolation among VMs via bandwidth matfior VMs without considering the cost of disk head
movement and disk© utilization. For example, in a simple setup with two VMs: BIVunning a Data Migration with
high throughput requirement (call&M VM) and the other VM running a Online Transaction Processipilication
with low latency requirement (calle@LTP VM), throughput control may prevei@M VM with sequential access
from grabbing bandwidth of the OLTP VM with random accessistimeeting the expected latency of the OLTP
application, but at the cost of high frequent disk seek andtianal overheads. This results in decreasing te |
performance of the two applications in the virtualized eowiment in spite of meeting QoS of VMs. Even worse, the
presence of background processes in the VMM such as backepgses and checkpoints leads to a high number of
physical disk seeks and rotational overheads which in tumefs the performance of the VMs.

In this paper, we address the problem of allocating diskuess to guarantee specified latency and throughput
targets of VMs while keeping diskO efficiency. To achieve the goal, we present a flexible two-leigi scheduler in
VMM, namedFlubber, which separates throughput and latency confhlbberconsists of a self-adaptive high-level
throughput control, which regulates the arrival rate ofgirg requests from each VM, and a low-level latency control,
which guarantees latency of requests for VMs. The hightigwreughput control, calle®¥irtual Bandwidth Control
(VBC), using a credit-rate controller, assigns a stochasgdit value to each VM, in order to meet the throughput
targets of VMs and ensure performance isolation. Moreowvben a complex relation is introduced between the
bandwidth allocation and performance requirements of V/g.(the case of VMs with write-dominated applications)
and the coarse-grained credit assignment can hardly medegired throughout requirements of the VMs, the credit-
rate controller dynamically adjusts the assigned creditsrbploying a feedback-based credit adjustment policy. For
the latency requirements of VMs and dig®Iutilization, the low-level latency control, call&drtual Latency Control
(VLC), uses aBatch and Delay-Earliest Deadline FiréBD-EDF) mechanism, similar to thearliest-deadline-first
(EDF) algorithm, to manage the request queue at the phydmelt driver. Unlike EDF, the BD-EDF mechanism uses
non-work-conserving scheduling and takes into accounspiagial locality of accesses across VMs and the running
background processes in VMM. Therefore, VLC batches theiests from the same VM or sequential requests,
without exceeding the deadlines of other VMs. Moreover, Vill€ays requests from background processes and
batches them, in order to guarantee QoS of VMs.

We implement a prototype ¢flubberin Xen-based host, and evaluate the performance of VMsHRlithber. The
results demonstrate théfieiency of our adaptive credit-rate controller: while thease-grained credit assignment
can easily meet the desired throughput for the read-dosdnapplications, the feedback-based credit adjustment
policy can successfully do so for write-dominated appi@a by adjusting the assigned credits within relatively
short interval time (e.g., the credits adjustment is comeplevithin 5 seconds in our experiments). Moreover, the
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Figure 1: Xen 1/O Model: Xen Device Driver consists of four main componerite(native disk driver, the bottom
half of the split driver -called back-end driver, the top haf the split driver - called front-end driver, and a shared
ring buffer)

results also show th&lubberreduces the disk head seeking owing to the adopted BD-EDRaném: in the case
of read applications, 96% of the request waits introducethbyBD-EDF algorithm lead to dispatched requests of a
small distance of disk head seeking (mostly zero) withoolating the latency requirements of the VMs. As a result,
Flubbersimultaneously meets theftirent QoS requirements of VMs while improving the overaifgibal disk JO.
Flubbershows improvement of up 25% in the VM performance over stétart approaches. For example, in contract
to the Xen default disk/O scheduler (CFQ scheduler) [9], besides achieving theate§oS of each VMFlubber
speeds up the sequential and random reads by 17% and 25%, tthie@edficient physical disk utilization.

The contributions of this paper can be summarized as follows

e It presents a two-level scheduling framework in VMM, nankéubber, to achieve fine-grained throughput and
latency control for dferent VMs running on a physical server.

e Considering spatial locality of accesses across VMs, éaibeavhen background processes are running in
VMM, Flubberembraces a BD-EDF mechanism to keep dj&k éficiency while guaranteeing the desired
throughput and latency of VMs.

¢ We implement and evaluakubberin Xen-based host. The experimental evaluation demomestthaflubber
can meet QoS requirements of VMs while improving di&R &ficiency.

The rest of the paper is organized as follows. Section 2 dgsithe background and related work. The design of
Flubberand related algorithms are discussed in section 3. Sectit@ialls the performance evaluation. Finally, we
conclude the paper in section 5.

2. Background and Related Work

In this section, we briefly introduce the Xei®©lmodel and discuss previous related work.

2.1. Xen /O Model

Xen hypervisor [18] is a para-virtualizing virtual machim®nitor that allows multi-VMs to run on a physical
server and share its hardware resources. Xen acts as aneatiate layer between the VMs and the hardware devices,
that is, only Xen has a direct access to hardware devicestdsponsible for allocating resources (CPU, memory and
I/O devices, etc.) to each VM running on the same hardware elevic

Xen has introduced a newQ model, called a driver domain, which perforni® loperations on behalf of un-
privileged guest VMs. As shown in Fig. 1, when guest VMs perfd/O operations, Xen receives th®©lrequests
from the front-end drivers of guest VMs inFarst Come First ServedFCFS) order and informs the driver domain
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to process them, then passing these requests to the badkieadof the driver domain. In turn, the driver domain
issues these requests from guest VMs to the physical diiitkerdriver domain treats guest VMs as general processes
and handles the requests via native djsk $cheduler, such as CFQ (the default scheduler), Deadiméipatory,

and Noop.

2.2. Related Works

The research literature contains a large body of work ainidinguarantee QoS in storage systems to provide
throughput and latency guarantees while achieving highldi3 utilization. Accordingly, earlier works are classified
into three categories: bandwidth allocation for perforoeisolation and dierentiation, latency-sensitive control
with bandwidth allocation, and disk resource allocationdisk I/O efficiency.

2.2.1. Bandwidth Allocation for Performance Isolation dbigferentiation

There have been many studies on bandwidth allocation taepsuformance isolation andftérentiation between
users or applications in a shared storage system. Most & #tadies use proportional bandwidth sharing by allocat-
ing throughput or bandwidth in proportion to the weight o firocesseapplications (such as YFQ [19], Stonehenge
[10], Argon [11], Aqua [12], and SFQ(D) [13]), or by allocagj different exclusive time-slices for applications by
grouping these applications according to their QoS requérg (such as CFQ [9] and Cello [20]). Unfortunately,
due to the abstraction layer introduced by virtualizatitvese solutions cannot be applied in practice in virtudlize
environments [21, 22, 23].

Recently, fair and proportional bandwidth sharing havenbesaployed in virtualized environments to ensure
performance isolation among VMs [14, 15]. VIOS [14] congrihle coarse-grain allocation of disk time to thetient
operating system instances using completely fair queuigeacompensating round-robin scheduler. PARAD [15]
proposes a coarse-grain control on the throughput of a VMeBa&n the weight of processes, it assigns virtual clock
tags to the requests, then it uses SFQ(D) to dispatch theesexjto the storage system according to the order of
their virtual clock tags. Similarly, a coarse-grain bandthicontrol is used ifrlubberto meet the desired throughput
requirements of the VMs. But unlike all the prior wofkubberuses a dynamic time interval for credit replenishment,
thus avoiding wasting the disk bandwidth caused by statie intervals. Moreover, all the aforementioned solutions
do not guarantee QoS of latency-sensitive applicationis ascemote desktop VM.

Another branch of related work concerns bandwidth all@cetising feedback control [24, 25, 26]. Triage [25, 26]
uses the latency as a metric and adjusts bandwidth allooasiog feedback. However, the feedback control paradigm
does not fairly distribute the spare bandwidth betweeniegibns. Thanks to the dynamic interval time for credit
replenishmentfFlubber addresses the fair distribution of spare bandwidth. Alke, latency deadline of latency-
sensitive applications is not considered in those previtudies.

2.2.2. Latency-sensitive Control with Bandwidth Allooati

The notion of latency-sensitive control with bandwidttoalition has been widely studied in native storage sys-
tems [27, 28, 29]. Pclock [27] and SARG/ATAR [28] have implemented an EDF scheduler in the requestue to
provide latency and throughput guarantees. However, bgsitht their solutions are not suitable for VMM because
of the features of virtualization [8, 21], their solutiorartlly provide good throughputin the diskl because they do
not consider locality of accessddubberuses similar approach to that used in SARZATAR [28], decoupling the
throughput and latency control into a two-level framewarkeduler. However, unlike SARBVATAR, Flubbertar-
gets a diferent storage environment and it intends to improve the ld@kitilization. Furthermore, SARBVATAR
was evaluated based on simulations whilebberis built and evaluated in Xen-based hosting platform.

Recently, some studies have focused on supporting latesesitive applications in virtualized environments [16,
17, 22]. DVT [22] has controlled the change of service laggn@ VMM in order to improve the performance of VM,
but when applying their solution in the disikd scheduler of VMM, it brings only a small performance impement
to the VMs because it ignores disld efficiency (i.e., meeting the latency-sensitive requiremehtéMs brings disk
seek and rotational overhead§&)Jubberapproaches the same problem to provide reasonable QoShitgesdo the
VMs, but keeping in mind high disk utilization by waiting a athamount of time for requests with minimal (zero)
seek distance without violating the latency deadlines ofsVM
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Figure 2: Two-level scheduling framework Blubber

2.2.3. Disk Resource Allocation for Diskl Efficiency

Few publications have studied the traffdmetween disk/O efficiency and fair sharing of disk resource [30, 31]
in native systems. Their focus is on providing high bandiwvidtapplications with high throughput requirements and
sequential access. However, these studies have ignordatdiney target. In virtualized environments, few studies
have focused on keeping highd efficiency while guaranteeing latency and bandwidth targetsliiferent VMs.
In addition, few studies have demonstrated the impacts cfdraund processes on the QoS of VMs, although the
background processes in VMM such as checkpoint, backup afidginent, may steal bandwidth from other VMs
and lead to frequent physical disk head seeking. CFQ, bingedtdiferent class of priorities for both background
process and VMs, may alleviate the impacts of VMs’ bandvgdithit not latency.

3. Architecture of Flubber

The goal ofFlubberis to practically provide both throughput and latency gasgas to VMs, while enhancing
physical disk JO utilization. Our design, therefore, intends to addressaHowing issues:

1. Achieving diferent latency and throughput requirements of VMs deplogedserver;
2. Finding an optimal tradébbetween physical diskO efficiency and VM’s QoS;
3. Avoiding frequent physical disk head seek and rotaticriogads when background process is performed.

Accordingly, we propose a two-level scheduling framewaork’MM to control throughput and latency separately
for VMs. Taking disk fO efficiency into consideration, we design a BD-EDF mechanismpioé the spatial locality
of VMs access. In this section, we introduce the two-levaksiuling framework and describe how the two levels can
guarantee QoS of VMs. Then, we detail the BD-EDF mechanism.

3.1. Two-level Scheduling Framework

In the virtualized environment, multiple VMs run on a serwéth a prescribed performance-bassvice level
objective(SLO). In order to meet the desired throughput fafetient workloads within VM and steady latency for the
disk scheduler of VM (i.e. CFQ, Deadline, Anticipatory, addop), the SLO specification fof M; is presented as a
tuple< B;, L >, whereB,; is the total required throughput B4M; andL; is the maximum allowed latency for a request
from VM;. Therefore, based on the abstraction of tl@ inodel in Xen, we opt for a flexible two level scheduling
framework, called-lubber, separating throughput and latency control to meet SLO oWMile keeping transparent
communication between VMM and both VMs and the physical daskshown in Fig. 2.

The high-level throughput control, nam&firtual Bandwidth Control(VBC), is responsible for regulating the
pending requests from the VMs and aims at meeting the detliredighput requirements of VMs and enforcing
performance isolation among VMs. VBC therefore shapes tthieaarate of pending requests from the dispatching
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gueue of each VM by a credit-rate controller. The credig-@ntroller allocates a credit amount to the dispatching
gueue of each VM in VMM. The amount of allocated credits iatiés how many pending requests from VM can be
dispatched to the low-level latency control. Moreover, whaecomplex relation is introduced between disk resource
allocation and specified SLO of VMs such as in write-domidatgplications, VBC employs a feedback-based credit
adjustment policy to dynamically set the most appropria¢elit amount for a VM, thus, maximizing the throughput
of each VM and ensuring performance isolation. The lowdlatency control, calle¥irtual Latency Contro(VLC),

is responsible for satisfying latency target of pendinguesgs from VMs and enforcing diskQ utilization. VLC,

by the mean of the BD-EDF mechanism, dispatches pendingstgifrom VMs based on their deadlines #ogical
block addressed BAs). Considering the spatial locality of accesses axkids, the BD-EDF mechanism, in a non-
work-conserving mode, tends to batch pending requeststiiersame VM, without exceeding the deadlines of other
pending requests. Besides, given that requests from backdmprocesses in VMM may introduce high disk head
seek and rotational overheads, VLC delays these requeasthan batches them. These ensure latency requirements
of VMs while improving disk JO efficiency.

3.2. High Level Scheduler - VBC

VBC selects distributed credit-rate controllers to mantégedispatching queue of each VM. Using credits can
easily capture a relative rate and limit the bandwidth cditipe among VMs. Consequently, this enabléBagent
global coordination across all VMs for satisfying SLO regumients. Each pending request consumes one credit when
dispatched to VLC. However, if VM has already used all thalitse the requests are queued in the corresponding
dispatching queue of VM, waiting for credit replenishment.

3.2.1. Credit Replenishment Policy

Static time interval of credit replenishment enforcesrfags across VMs at cost of the disk bandwidth. Instead,
VBC dynamically controls the length of interval of the crediplenishment for all VMs. Thus, the replenishment
event occurs:

1. Over the turn-round among VMs: when credits of all VMs asediup;
2. When all VMs hardly send pending requests and pendingeguae empty;
3. When a new VM is created or an existed VM is destroyed.

The first replenishment has similar goal as the replenishpwities used in VIOS [14] and SARC [28] (i.e. to ensure
fair distribution of the disk among VMs according to theiquerements). The second and third replenishment events
ensure that the backlogged pending requests are few if diskspare bandwidth. When the replenishment event
occurs, each VM is replenished to its full credits consiggthroughput target of the VMs. The length of interval of
replenishment is strongly depends on the amount of alldaatedits to each VM: large credit amount leads to long
interval which reduces performance isolation among VMsilevkmall credit amount leads to short interval which
lowers disk bandwidth utilization [30]. Thus, setting atable credit assignment for each VM is very important in
order to balance physical disk bandwidth utilization arellerformance requirement of VM.

3.2.2. Credit Assignment
Upon the occurrence of a replenishment event, VBC allocatedits to each VM for next interval. In order to

satisfy QoS requirements of VMs, a coarse-grained credigament among VMs is applied. Similar to the credit
assignmentin SARC [28], the coarse-grained credit assgmmsed irFlubber, is strongly related to the throughput
requirement of VMs. However, as VBC dynamically controls tangth of interval of the credit replenishment and
considering the relationship between physical disk badtwitilization and performance isolation of VMs, we in-
troduce an interval factg for credit assignment and use the credits proportion to fiecttedit amount of M;. The
credit amount denoted kg and stated as: 5

Ci i

G ) B; @

where< Bj, L > is expected SLO of/ M;, the fractioncﬂj is in the lowest terms (i.e. the greatest common divisor
ged(ci, cj) = 1).
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Moreover, in order to increase the disk utilization whilesenng performance isolation between VMs, the interval
factorg is bounded by the maximum interval of replenishmeatinterval (8 € [0, %‘ggva']) which represents
=1

the throughput capacity of physical disk.

Feedback-based credit adjustment policy. When a complex relation is introduced between the bandvailittication
and performance requirements of VMs (e.g. the case of VMR wiite-dominated applications) and the coarse-
grained credit assignment can hardly meet the desiredghmit requirements of the VMs, the credit-rate controller
dynamically adjusts the assigned credits by employing difaek-based credit adjustment policy.

The feedback-based credit adjustment policy hormalizesattieved performance of each VM during the last
interval to indicate the deviation from their expected parfance. To meet both throughput and latency requirements
of VMs, the normalized performance indicator selects thestvdeviation based on the achieved throughput and
latency and stated as:

B — b Ik L ,
B~ L @)

wherelndi" is the normalized performance indicator\6M; during the intervak. b}‘ andl}‘ are achieved average
throughput and latency during the interkatespectively, ang B;, L; > is the expected SLO of M.

The value which the indicator returns decides whether tisemeneed for adjusting the allocated credits for VMs:
zero value indicates that the required SLO is achieved agdtive value indicates that the current credits have led
to exceeding the SLO objectives, in both cases no actionbsiliaken and the current credit assigned will be used
for later intervals. However, if the normalized performarmdicator returns a positive value (i.e. SLO violation has
occurred), then the feedback-based policy will adjust tieelit amount assignments as follows:

Ind = max

e The feedback-based credit adjustment policy updates tpoption of credits between VMs to compensate the
deficiency of the allocated credits in the last interval.

kel ok k
G _ a‘+Ind‘x g
c+ta+Indix B

3)

k+1
The fraction is in lowest terms (i.egcd(ak*?, ) = 1).
i

e Based on the new credits proportion and taking into accdentimitation of the disk throughput, new credit
amount will be allocated:
o1 { clxp ;Y ol x g < maxinterval

% maxinterval x ZT%:“ P Y, d¢l x g > maxinterval ()

It is important to mention that the length of the next intéireextinterval = 3.7 ; cik+l x B) should never exceed
the maximal interval. This will guarantee that all the VMdIwmeet their throughput requirements while using the
maximum of the disk throughput capacity (i.e. ensuring déstribution of the disk throughput between VMs while
meeting their throughput requirements). Accordingly, tlest credit amount allocated f&fM; in the next interval
k + 1 is the product of the new credit proportidﬁ”fl andg if the next interval within the maximum one, otherwise, it
is the product of the maximum intervalax intervaland the fraction of the new credit proportic{ﬁl out of the total
credits proportion of all VMs. In summary, the feedbackdshsredit adjustment policy can successfully achieve the
most suitable credit amount using relatively short time doés not impact the application performance.

3.3. Low Level Scheduler - VLC

VLC manages the request queue of the physical disk inclugémgling requests from all VMs and the requests
from background process. To meet latency targets of regjtresh VMs and enforce diskO efficiency, VLC employs
BD-EDF mechanism that dispatches the requests to the désgdmn both the deadline and tbgical block address
(LBA) of a request. VLC therefore divides the request quete three type queuesorted queugwhere all requests
from VMs and background process are queued according toltB&is, VM-EDF queugewhere the pending requests
from all VMs are sorted according to their deadlines, dadkground queyevhere the requests from background
processes in VMM are sorted first in first out(FIFO). Next, we detail how BD-EDF manages the requestsimith
the three type queues.

7
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Algorithm 1: Classification Algorithm

Description: Procedure invoked upon arrival of requBstquest

en-queue request in the Sorted Queug based on its LBArequest.address'/
if requestis VM’s requestthen

tj=requests +L - M

/* M is maximal seek time of physical disk; is the target latency of M;*/
request.deadline= t;

k0

while VM-EDF.queug¢k].deadline< request.deadlinedo
| kKe—k+1

end
foreach m = k ; end of the queudo
| en-queuerequestin the m+ 1 position in the VM-EDF Queue
end
en-queue in the m position in the VM-EDF Queue

end

else
| en-queuerequestin the tail of the Background Queue
end

3.4. Deadline Target of VM and DisfQ Efficiency - BD-EDF Mechanism

BD-EDF mechanism aims at providing latency guarantee fideidint VMs while ensuringf@cient disk JO uti-
lization, by determining the most appropriate pending estjto be dispatched to the physical disk device. However,
as virtual disks associated with VMs are mapped into largs fit physical disk, simple EDF queue may lead to fre-
guent disk head seek and rotational overheads wiereljuests from dierent VMs arrive simultaneously. Moreover,
when background processes are running in the VMM, the diskl Iseek and rotational overhead will be markedly
increasing because of the frequent disk head movementsswitahing between the requests from the VMs and the
requests from the background process. Based on the afotiemeshdiscussion, BD-EDF uses two algorithms. The
first one, called classification algorithm, determines ttpetof queue that a request will join. The later one, called
batch and delay algorithm, selects the request that willi§gatiched to the physical disk.

3.4.1. Classification Algorithm

As shown in Algorithm 1, once a request arrives in the reqgestie of a disk, VLC queues the request into the
sorted queue based on its LBA (this will allow BD-EDF to batefuests with close LBAS). If the request is coming
from aV M, a deadling; will be associated with the request and stated as:

tj =request.s +Li - M (5)

whererequest.s is the start time ofequestin VM;, M is the maximal seek time of physical disk dnds the latency
target ofV M).

The request will then be en-queued in the VM-EDF queue in@eswe to its deadline. Otherwise, the request
will be en-queued in background queue in FIFO mode.

3.4.2. Batch and Delay Algorithm - BD
In order to ensureficient disk JO utilization, the BD algorithm intends to batch requestsrfithe same VM or
requests of which LBAs are close, without violating the dizeedof any request in the VM-EDF queue. Accordingly,
BD algorithm introduces a waiting time — which is a tra¢fametween disk/O efficiency and latency target of VMs
— for the VM of the last completed request to send new reqUéwt.waiting time is denoted byait_time, and stated
as:
wait_time+ servicetimgR;) < deadlingselectedpendingrequesy (6)

8
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wheredeadlingselectedpendingreques} is the deadline for the pending request from VM with eatl@sadline,
andservicetimgR) is the expected time to serve the future reqiesFinding service time is related to the size of
request size and data transmission rate of physical diskeim the size of requests from VM is limited and less than
44KB, so we neglect the service time of request. Based onealay can evaluatgait_timein coarse grain.

As shown in Algorithm 2, upon the completion of a requesthd VM-EDF queue is not empty and the deadline
of the head request in the VM-EDF queue does not pass thenttime, a waiting time is set as the in Eq. (6). Within
this waiting time, BD algorithm tends to dispatch request®kploiting the spatial locality of VMs access: it first
checks in the sorted queue whether the successive requbstlatt completed one has a continuous LBA of the last
request’s LBA or at least belong to the same VM. If so, thisuesg will be dispatched to the disk and the waiting time
will be off. However, if neither the head of VM-EDF nor the successivpiest of the last dispatched request in the
sorted queue is suitable, our scheduler will continue waifor a future suitable request in order to reduce disk seek
overheads. If any of the new arriving requests has a coniiuB8A of the last dispatched request or from the same
VM as the last completed request, it will be dispatched talible, and the waiting time is clear. If the suitable request
never appears within the waiting time, the head request ofBDF is dispatched. Moreover, when VM-EDF queue
is empty, our scheduler batches the requests from the baekdiqueue until VM-EDF queue has pending requests.

Algorithm 2: Batch and Delay Algorithm
Description: Dispatching a Request.
/* lastreqis the last dispatched requestextreqis the request next to last dispatched requesbited queue
*/
if (The length of VM-EDF = 0) && (VM-EDF.queu¢0].deadline> currenttime)then
last reqwait time = requestdeadline— maxsizgTrans
/* maxsizeis maximal size of last request from VM; Trans is transmissate of disky
end
/*procedure invoked when a waiting time is introducgd*
begin
dispatchreq = lastreq
if (lastreqwait_time> currenttime) && (( nextreqgaddress== last reqgaddresst+ sizeblock) ||
(nextregvmid == last.req.vmid)) then
| dispatchreq= nextreq
end
while (last.regwait_time > currenttime) && ( dispatchreq == lastreq) do
/*on the arrival of new requestewreqr/
if (newreqaddress== lastreqgaddress+ sizeblock) || (newreg.vmid == last reg.vmid) then
| dispatchreq= newreq
end
end
if (dispatchreq== lastreq) && (The length of VM-EDF = 0) then
| dispatchreq= VM-EDF.queué0]
else
| dispatchreq= backgroundqueugQ]
end

end

4. Performance Evaluation

4.1. Experimental Environment
Flubberis implemented on Xen 3.3.1 with kernel 2.6.18 and is evalliaia experiments on a physical server.
The server is equipped with four quad-core 2.40GHz Xeongwsar, 22GB of memory and one dedicated SATA disk
of 1TB, running RHEL5 with kernel 2.6.18. All VMs describenl this paper are running with RHEL5 with kernel
2.6.18 and configured with 512MB memory and 1 VCPU.
9
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Table 1: Two-Class Workloads Generated Using Sysbench

Class Workload Description SLO
High throughput insensitive| Sequential Read 16 threads sequence read 128 files of which00Q80
latency total size is 2 GB

Sequential Write 16 threads sequence write 128 files {01200150
which total size is 2 GB with fsync()

Random Read 8 threads random read 128 files of whicHL.2Q/60
Low throughput low latency| the total size is 1 GB
Random Write 8 threads random write 128 files of which60Q/100

the total size is 1 GB with fsync()
Mixed Random| 8threads random read and write 128 files af0Q/60
Read and Write which the total size is 1 GB with fsync()

We conduct various experiments to illustrate the QoS gueeasnd disk/O efficiency inFlubber. Accordingly,
we useSysbenchi32] to generate five applications to mimic twdfeirent classes of workloads with QoS require-
ments (prescribed performance-based SLO) running on VM$iasn in Table 1: bandwidth-bounded applications
(sequential read and sequential write) and latency-semsipplications (random read, random write, and mixed ran-
dom read&write). The throughput and latency requiremeaotstie sequential read application are 1000I0PS and
80ms respectively, and for the random write applicationl®2@0IOPS and 150ms, respectively. On the other hand,
the throughput and latency requirements for the randomagpptication are 12010PS and 60ms, and for the random
write application are 600I0PS and 100ms, and for the mixedam read and write application are 100I0PS and
60ms, respectively.

We empirically discuss thefiectiveness of dierent interval factor in credit assignmentkifibber. Then, after
finding the best interval factor, we evaludtibber with different applications by comparirigubber with three
other schedulers (base CFQ, CFQ with priority settihgsd EDF scheduler with credit controlling), in twdferent
scenarios - with and without the running background proegtssn the VMM. Finally, we evaluate howlubber can
reduce the disk head seeking due to the adopted BD-EDF misamand discuss the success ratio of the waiting time
by using blktrace [33] to record the disk seek distance.

4.2. Experimental Study on Credits Assignment

To guarantee QoS of VMs iRlubber, it is important to set appropriate credit amounts to VMs.wideer, as
discussed in section 3, the credit amount is related to tbpgstion of credits and the interval factgr As the
proportion of credits depends on the proportion of the tghput requirements of VMs, here, we vary the interval
factor and empirically study the impact of selectingfelient interval factor values on the QoS guarantees of VMs.
Two VMs are deployed within a server. Each VM rungfelient class of workloads; particularly sequential read
workload is running in a VM, calle®@egRVM, and random read workload is running in the other VM, chlRkndR
VM. Given Eq. (1): the equation of credit assignment in set8, the initial proportion of credits betwe&eqRVM
andRndRVM is 8:1. Then, by changing the interval fact®r we get diferent performances of VMs as shown in
Table 2.

Table 2 demonstrates the performance of the two VMs wiffedint3. With increasings from 1 to 32, the
performance of VMs and disk bandwidth utilization are imgd. However, whe is 128, the performance of
RndRVM is lower and the fluctuation of the performanceS¥qRVM is large, because the longer interval reduces
performance isolation between VMs. Accordingly, the imé&factorg is set to 32.

10
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Table 2: Two-Class Workloads Generated Using SysbenchiDidierent Interval Factor

Sequential Read Random Read
B avglops| maxlops| avgdelay| MaxDelay | avglops| maxlops| avgDelay | MaxDelay
1 476.9 570 31.6ms | 46ms 58.79 68.31 125.6ms | 143.6ms
2 738.5 887 21.2ms | 23.4ms 93.53 107.9 83.56ms | 93.57ms
8 774.4 | 985 2 0.49ms| 26ms 131.67 | 146.53 | 60.6ms | 65.1ms
32 1015.2 | 1267 12.05ms | 20.9ms 137.5 151.49 | 60.07ms | 68.5ms
128 1021.7 | 1545 20.12ms | 94ms 126.6 148.5 62.64ms | 73.67ms
Table 3: Execution Time in Normal Read and Write Cases
Workload Base CFQ| CFQ with Priority settings) EDF with credit controlling| Flubber
Read Sequential Read 64.42s 58.43s 71.28s 54.16s
Random Read | 62.11s 36.59s 53.45s 46.34s
Write Sequential Write 65.12s 61.84s 65.88s 57.67s
Random Write | 62.25s 54.98s 54.23s 47.17s

4.3. Quality of Service Guarantees withfferent Applications

In order to evaluat&lubber efficiency in achieving QoS requirements of VMs and high djgk dtilization, we
compareFlubber with base CFQ, CFQ with priority setting, and EDF with crecbintrolling, when VMs running
different class of workloads as described in Table 1 are deplmyadphysical server. Interval factor and deadlines of
VMs in Flubberis configured, in accordance to the empirical study desdritbéhe previous section and the latency
requirement of the two classes (the interval fagtds set to 32 for all workloads). Moreover, the maximal averag
seek time is set to 9ms. In addition, the parameter configuratf EDF with credit controlling is the same as of
Flubber. Under CFQ with priority settings [9], the VM with workload bigh throughput and insensitive latency
is set to best{ort priority and the VM with workload of sensitive latencysdst to real-time priority according to
different requirements of the workloads.

4.3.1. Read Applications

To evaluate theféectiveness oFlubberwith read applications, we deploy two VMS€gRVM and RndRVM)
on the server. Fig. 3 shows the throughput and latency ofwieectasses of read workloads achieved-inbber
in contrast with the three schedulers. Fig. 3a and Fig. 3lwghat, besides meeting the requirements of the two-
classes of applicationEJubberreduces the waste of the physical disk bandwidth and erdatedle throughput for
VMs. In contrast, base CFQ leads to worse performandenafRVM and a serious fluctuating throughput®éqR
VM although meeting requirements 8egRVM. This is becausé&lubber preventsSeqRVM from grabbing more
bandwidth to guarantee the latency requiremerRiodRVM, but base CFQ only provides each VM with the same
serving time-slice and never considers QoS targets of VMsreMmportantly, as shown in Table 3, the response
time of the applications of VMs unddflubber is significantly improved in contrast to base CFQ. For instéan
Flubberoutperforms base CFQ with 17% and 25% for both the sequemtéhfandom read, respectively, because of
maximizing physical disk/D efficiency withFlubber.

As shown in Fig. 3c and Fig. 3étlubberand real time priority ensure the latency of random read.SagfRVM
with best-éfort priority starves because of serviRgidRVM first, which never happens iRlubber. Fig. 3e and Fig.
3f show that the performance of the two workloads, espgcsatjuential read, under EDF with credit controlling is
worse than that undéflubber. In addition, the response time of sequential read and rarréad undeFlubberare
improved by 24% and 16%, respectively, in contrast to EDwiedit controlling. This is becauséubberreduces
disk head seek and rotational overheads, and maximizesilization of disk /O with the BD-EDF mechanism.

1In order to meet the requirements offdrent type of applications, CFQ scheduler provides thrassels of priorities including real-time, best
effort and idle state in the traditional environment. Taal-time(RT) class is the highest priority designed for the applicatvith sensitive time
and the bestfort priority is default priority scheduler for the appligais without specific 10 priority. A program running with &lO priority
will only get disk time when no other program has asked fok & for a defined grace period.

11
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Figure 3: The achieved throughput and latency urkdebber, base CFQ, CFQ with priority settings, and EDF with
credit controlling, when running two-classes of Read agapion

4.3.2. Write Applications

In order to validate our evaluation withftérent applications, we evaludtubberwith write applications: two
different classes of write workloads run on two VANBegVWM and RndWVM).

As mentioned in section 3, unlike read applications, wripplizations stfer the complex relation between
throughput allocation and SLO requirements. This compjagibecause of the impacts of the VM cache and VMM
cache when writing data As a result, it is hard to allocate the credits amount for \(Mimg the coarse-grained credit

2|n the case of write application, the write request writesdhta into cache of VM and then returns, so the latency obwagiieration is only
the caching time. Whepdflushprocesses of operating system of VM and VMM scan the cach&¥/odnd VMM (every 30s), the data will be
written into disk. The aim of cache is to avoid write disk fueqtly and improve/D eficient by bufering data block. To get accurate throughput
and latency measurements by avoiding the caching time, wéswscfunction for write applications in VM. Thésyncis used for file operation
and forces write request to return after transferring tha @facache into physical disk.
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Figure 4: The achieved throughput and latency urkdebber, base CFQ, CFQ with priority settings, and EDF with
credit controlling, when running two-classes of Write apgtion

assignment which is based on the proportion of credits djeand the interval factop(= 32). Accordingly, we first
zoom on the feedback-based credit adjustment policy and bbav it can achieve the appropriate QoS requirement,
and then similar to read applications we comgadberwith three state-of-art schedulers: CFQ, CFQ with priority
settings and EDF with credit controlling.

Zoom on the feedback-based credit adjustment policy. Fig. 4a and Fig. 4b zoom on the changes of throughput
and latency oSeqWandRndWVMs during the first 10s. The coarse-grained credit allarabiased on the propor-
tion of throughput target of VMs canot achieve the expediedughput requirement of VMsSeqWVM with high
throughput requirement gets lower than 100010PS; indRratiVVM with low throughput requirement obtains more
than 1000I10PS. This situation triggers the feedback-basadit adjustment policy oflubber to adjust the credit
assignment. As shown within 5s, both VMs get expected thipugiand steady latency. After adjusting credits with-
in 2s, the throughput dbegWVM is more than 120010PS while the throughputRfidWVM is much lower than
600I0PS (almost 400I0PS), thus many random request RodWVM are backlogged. At 4s, after several adjust-
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Table 4: Execution Time and Average Throughput in Mixed Case

Scheduling Sequential Read Sequential Write] Random Read&Writg Average IOPS
Base CFQ 56.68s 134.52s 133.96s 2165.1
CFQ with Priority settings | 115.84s 116.94s 107.5s 2557.1
EDF with credit controlling| 142.27s 146.94s 128.55s 2026.9
Flubber 92.34s 103.57s 94.08s 2906.8

ments, the previous backlogged pending requests RodRVM gets credits by increasing the proportion of credit of
RndWVM, but this causes that many random requests write in diskisaneously, and the latency of these request
increase due to disk frequent seek. Finally at 5s, both VMexgected throughput and steady latency. However, the
feedback-based credit adjustment policy introducesla tiitk seek overhead during readjusting credits but itkdyic
allocates appropriate credits to meet the SLO requirentditigo write workloads.

QoS of write applications As described in Fig. 4Flubber still ensures quite stable throughput of VMs’ write-
dominated workloads, in contrast with other three scheduf@n the other hand, undelubberthe change of latency

of RndW VM is in the range of 100ms and the average latencyrafoe write application is 86.16ms. But under the
other scheduling algorithms, the latencies of two applicetare often beyond the range of promised latencies and
fluctuate seriously. For instance, Fig. 4b describes treaatihieved latency of random write application is largentha
100ms and its average latency is 118.54ms under base CFQdsS=qWVM grabs disk resource dRndWVM.

Fig. 4d shows that th8eqWVM with best-efort priority, which is not starved eé8egRVM in scene of read operation,
exhibits a higher latency jitter because of interferencRiod\WVM with real-time priority. This phenomenon never
appears irFlubber becausd-lubber with throughput control has better performance isolatleemt CFQ with best-
effort priority. Besides, neglecting disk seek overhead nachieves stable performance of VM, even if controlling
throughput and latency. AlthoudgRndWVM with real time priority meets the latency requirement ahdom write
application, the average latency of random write applicais 96.93ms. As shown in Fig. 4e and Fig. 4f, the per-
formance of two write workloads undBtubberis more stable than under EDF with credit controlling, altflo both
schedulers control the throughput of two VMs to ensure perémce isolation. The average latency of random write
application under EDF with credit controlling is 97.35mthaligh meeting the latency requirement. So the average
latency of random write application undelubberis much lower than under other three schedulers. In additioe

to maximizing disk [O efficiency with BD-EDF mechanisnflubberoutperforms base CFQ with 11% and 24% for
both the sequential and random write respectively as showable 3.

4.3.3. Mixed Applications

To evaluate the performance Blubberfurther, we test VMs with mixed applications under the focinedulers:
three diferent workloads run on three VMs deployed on a server. Theeseial read application runs @egqRVM,
the sequential write application runs 8eqWVM and the random read and write application runsRoTdRWVM.
Fig. 5 shows that the achieved throughput and latency oéttifferent workloads unde¥lubber, base CFQ, CFQ
with priority setting, and EDF with credit controlling, resctively. Table 4 indicates the execution times of theghre
workloads and the average throughput of the server. Althdwgge CFQ fiers each VM an equal® time slice in
block device SeqRVM grabs bandwidth of other VMs, especially digldlresource o5eqW VMThis is because the
hard disk prefers to handle sequential read for avoidinig sieking and rotational overheads and the sequential read
requests invoke highfigcient prefetching. Base CFQ can neither meet the high thmouwigrequirement ceqVWM
nor ensure the latency requiremen®sfdRVWM when SeqR/M runs with SeqyWM and RndRWVM. To alleviate
the interference 06egRVM and meet QoS of VMs, CFQ with priority setting assigns +&ale priority to RndRW
VM, first best-dfort priority to SeqWVM, and second bestf®rt priority to SeqWVM. As shown in Fig. 5c, the
throughput of sequential read application fluctuates sshjoand hardly maintains 100010PS when three workloads
run simultaneously. BesideRndRWVM with the highest-priority achieves latency requirementtile the achieved
latency of the sequential write application exceeds iwney bound. Fig. 5e and Fig. 5f illustrates that EDF with
credit controlling hardly meets the requirements of VMs jiites of supporting performance isolation among VMs.
As shown in Fig. 5g and Fig. 5h, in contrast with above thréeedalersFlubberguarantees throughput and latency
requirements of the threeftirent applications via the successful collaboration betw¢BL and VLC.Flubberalso
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Figure 5: The achieved throughput and latency urkdebber, base CFQ, CFQ with priority settings, and EDF with
credit controlling, when running three VMs withftBrent applications
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Table 5: Execution Time with Background Process for bothdRerad Write applications

Workload CFQ with Priority settings| EDF with credit controlling| Flubber
Sequential Read 138.639s 330.55s 117.955s
Read | Random Read | 105.838s 84.05s 77.496s
Backup Process| 368.627s 583.464s 399.129s
Sequential Write| 112.73s 141.95s 73.11s
write Random Write | 62.64s 109.06s 57.18s
Backup Process| 1523.13s 328.018s 329.076s

keeps steady performance of applications. In addifituybermakes use of the BD-EDF mechanism to improve disk
I/O dfficiency of the server. For example, as described in Table #ipaoed with base CF@lubberimproves the
sequential write application and the random read and wpipdi@ation by 22% and 29%, respectively. The execution
time of sequential read applications under base CFQ isehtivan undeFlubber, but the average throughput of
server undeFlubber outperforms under base CFQ with 34%. Therefore, the abose&ion shows thatlubber
undertakes the promised QoS, scalability and overall pediace of the virtualized environment.

4.4, Diferent Service Requirement with Background Process

Having shown the fectiveness oFlubberin achieving both latency and throughput guarantees winigdving
the physical disk/ efficiency in normal case, here we show hBlubber can maintain dferent requirements of
VMs and disk JO efficiency when background process is introduced. Accordjwglyhave deployed two classes of
VMs, and run background process — backup a VM image with agfii@GB — in the VMM.
Read Applications. Two VMs, SeqR/M and RndRVM, are running on the server while a backup process is rignnin
in the VMM. The latency and throughput of both VMs under theethschedulers are presented in Fig. 6 and the
response time of the workloads within the two VMs and the baglkrocess are presented in Table 5. As shown in
Fig. 6, Flubber stabilizes the latency of both workloads while improving throughput of two VMs. In contrast
with the CFQ with priority settings, both the latency andotighput of both VMs are seriously fluctuating, because
the background process, at some points, grabs most of tlidth. Under EDF with credit controlling, the VM
with sequential read $iers seriously from throughput fluctuation because of digidrseek overhead. Moreover, in
contrast with CFQ with priority settings, the overall reape time of the VMs is improved, for example 15% and
26% for both sequential and random read, while the backgtpoocess performance is slightly degrading, less than
8%. Flubberalso outperforms EDF with 64%, 8%, and 31% for the sequerasad, random read and the background
process, respectively, due to maximizing digR Utilization.
Write Applications. Similar to read applications, we also evaluBbebberwith write applications when background
process runs in the VMM. We run the same two VMs with write wogkls, SeqWwVM and RndWVM, on the
same server while backup process runs in VMM. Fig. 7 showathéved throughput and latency of the two write
applications undeFlubber, CFQ with priority setting, and EDF with credit controllingnd Table 5 demonstrates
execution time of two write applications in VMs and backgrdyrocess under these schedulers. As shown in Fig. 7,
Flubberguarantees not only the average SLO of two write applicatiniYMs but also guarantees stable throughput
although backup process runs on VMM. The results are the santiee performance of read operatiorFinbber.
As shown in Table 5Flubberimproves the performance of the sequential write, the randoite and the backup
process by 35%, 9%, 78%, respectively, in contrast to CF@ priority setting. The reason is thalubbernot only
provides good bandwidth allocation but also lowering thek diead seek by BD-EDF mechanism. Due to neglecting
disk seek overheads, EDF with credit controlling neverdsdhe two classes of write workloads from the impact of
backup process although setting the deadline of the pree&ms. As shown in Table BJubberalso outperforms
EDF with 48.5%, 47.5% for the sequential write and randonteyrespectively, due to maximize digfol utilization.

4.5. Disk Head Seek and Rotational Overheads

In order to evaluate goodness of BD-EDF mechanisialobber, we useblktraceto trace the physical disk head
seek and then return the success ratio of the waits intradbgehe BD-EDF algorithm in leading to dispatched
requests of a small distance of disk head seeking (mosth) méthout violating the latency requirements of the VMs.
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Figure 6: The achieved throughput and latency uridebber, CFQ, and EDF with credit controlling, when running
two-classes of Read applications and backup runs in VMM

Read applications. Fig. 8 presents the physical disk head seek distance @halger, base CFQ, CFQ with priority
settings, and EDF with credit controlling, wh&eqRVM and RndRVM run on the server. The disk head seek
distance is dterent between the end address of the previous dispatchedsteand the start of the new dispatched
request. Table 6 describes the distribution of disk seeti®, wher® is disk seek distance ( the seek is bountied
from 5x 107 to -5 x 107 which is the space taken by the imageSefgRRNdRVM).

As shown in Fig. 8, in comparison with base CFQ and EDF wittditiry controlling, Flubber reduces disk
head seeking by delaying the read request to improve @Blefficiency without any QoS violation. For instance,

3TheD can be outside the boundaries of the virtual disk (largem tha 107 or smaller than -5 107) when: (1) The previous dispatchet®I
request and the currently dispatch¢@ tequest are not from the same VM. (2) The second is that VMga®accesses tirodeof VM image
when updating the meta of image, such as the access timezéhefsmage, the changes of file content. The positiomofielocates at the head
of disk layout generally. (3) The third is the writing of lode§ (logs process of file system and operating system) whacmailly layouts at the
start of the disk.
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Figure 7: The achieved throughput and latency uridebber, CFQ, and EDF with credit controlling, when running
two-classes of write applications and backup runs in VMM

the proportion of seek distance at zero point uniélebber is higher than the other two base CFQ and EDF with
credit controlling. This means BD-EDF mechanism batchesasy requests from the same VMs as possible without
exceeding their deadline, especially requests with closkesses, for reducing the disk seek overhead. However,
the proportion of seek distance at zero point urfelabberis a bit lower than under CFQ with priority setting. This
can be explained becauSeqRVM with best-dfort priority does not execute the sequential read apptinaintil the
random read running within thRndRVM with real-time priority has finished. Unfortunately, htomes at the cost
of QoS requirement of VMs (as explained earlier in sectid).4lt worths to mention that the proportion of seek
distance of EDF with credit controlling outside the aforemiened boundaries is more than 40% in read case which
is due to that EDF with credit controlling only focuses ondla®e of VM requests and ignores the access locality of
VMs, leading to high disk seek overheads when frequentlychivig between request from the two VMs.

In addition, we find thaFlubberachieves 96% success ratio on waiting for a suitable fuegaest in the normal
read case by tracing requests of VMs.
Write applications. Fig. 9 shows the physical disk head seek distance under thesdbedulers in the normal write
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Table 6: Disk Seek Distance Distribution in Thre@elient Cases

19

Disk I/O scheduler d=0 [d#0n-5x10"< | -5x 10" < d < | -5x10" > dud >
d<5x 10’ 5x 107 5x 10
Base CFQ 79.5% | 18.41% 97.91% 2.19%
Read CFQ with priority setting | 81.8% | 18.12% 99.92% 0.08%
EDF with credit controlling| 47.33%| 12.13% 59.46% 40.54%
Flubber 81.4% | 18.56% 99.96% 0.04%
Base CFQ 31.75% | 53.55% 85.3% 14.7%
Write CFQ with priority setting | 36.78% | 54.12% 90.9% 9.1%
EDF with credit controlling| 12.83%| 18.97% 31.8% 68.2%
Flubber 46.02% | 48.74% 94.76% 5.24%
Base CFQ 61.75%| 34.24% 95.99% 4.01%
Mixed CFQ with priority setting | 62.02% | 34.75% 96.77% 3.23%
EDF with credit controlling| 21.87%| 20.08% 41.95% 50.05%
Flubber 75.02% | 22.57% 97.59% 2.41%
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Figure 8: Disk head seek distance unBRibber, base CFQ, CFQ with priority settings, and EDF with credittcol-
ling, when running two-classes of Read applications

case: BD-EDF mechanism also improves the di€kéfficiency by reducing disk head seeking in contrast with the

three other schedulers: the proportion of seek distancerataoint undeFlubberis 46% while it is 31.75%, 36.78%,

and 12.83% under base CFQ, CFQ with priority settings and &iit-credit controlling, respectively. In general, the

disk head seeking for write application is worse than thatéad application, because tfsgncfunction (which we

use to avoid the impact of caches in the write case) redueasndénging of close write requests. Also, we note that the
disk head seek distance is more often outside the rangedétebly the VM space) for write application than in the

case of read application. This can be explained becausedtpeet access @fiodeand frequent writing of log files.

19



/ Future Generation Computer Systems 00 (2013) 1-23 20

9
ox 10" ‘ : : : x 10°

¥

Disk Head Seek Distance
o

Disk head seek distance
o

*

N
v
@]
Bl
O
2 ]
=
=y
©
o =4
1o
=.
1<
w0
vl D |
=
v| 3
«Q

® 10 20 30 40 50 60 70 ® 10 20 30 40 50 60 70
Time(s) Time(s)
(a) Base CFQ (b) CFQ with priority settings

8 2X 10 8
B R T . G
S - EDF&Credit S
9] — o
g T %
© ©
®© ®©
o-1 - . o o
¥ = XS e @ B R T ——
O°% 10 20 30 40 50 60 70 539 30 40 50 60
Time(s) Time(s)
(c) EDF with credit controlling (d) Flubber

Figure 9: Disk head seek distance unBlibber, base CFQ, CFQ with priority settings, and EDF with credittcol-
ling, when running two-classes of Write applications

Besides, compared with in normal read c&dapberonly achieves 83% success ratio on waiting a suitable future
request in the normal write case.
Mixed applications. Fig. 10 shows the physical disk head seek distance undeothec¢hedulers in the mixed read
and write case. Although the number of VMs withfdrent JO characters is increased, disk head seek overheads
underFlubberis lower than under other schedulers. For instance, Tablesepts that the proportion of seek distance
at zero point undeFlubberis 75.02%, but it is 61.75%, 62.02%, and 21.87% under base, CIFQ with priority
settings and EDF with credit controlling, respectively.eTieason is that the BD-EDF mechanism batches as much
requests with close LBAs as possible while guaranteeingloiess of requests. Moreover, because of write request,
the proportion of disk head seek distance is also outsideatinge (decided by the VM spacéjlubberalso achieves
91% success ratio on waiting a suitable future request imilked applications case.

5. Conclusions and Future Work

Virtualization has become the fundamental technique foudlcomputing [34]: it enables multiple VMs with
diverse applications to run within the same physical serfére current emergence of cloud computing has led to
an increasing importance of QoS in virtualized environrae@ioud providers must deliver and maintain reasonable
(expected) quality of services in order to attfeep their users.

In this paper, we target the problem of ensuring the QoSfédidint VMs deployed on the same Xen-based hosted
platform, in respect to their desired throughput and lateiie present a two-level scheduling framework, named
Flubber, in a Xen-based hosting platform that decouples latencytaodighput allocation. The high-level throughput
control provides fine-grained regulation of the pendingiesxis from the VMs with a feedback-based policy to meet
the throughput requirements offiirent VMs and ensure performance isolation. Meanwhile]Jdahelevel latency
control, by the virtue of the batch and delay EDF mechanisuarders all pending requests from VMs based on
their deadlines. In addition, it batches them to the diskicketaking into account the spatial locality of accesses
across VMs. We implement a prototypekfibberin a Xen-based host. We demonstrate thiiency and benefits
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Figure 10: Disk head seek distance uné&&rbber, base CFQ, CFQ with priority settings, and EDF with credit
controlling, when running mixed applications

of Flubberthrough experiments that involveftirent classes of applications including read and writeiegibns.
Our experiment demonstrates that our solution is pracéindlfeasible. For instance, the disk head seeking time is
significantly reduced because of the adopted BD-EDF meshare.g., in the case of read applications, 96% of the
request waits introduced by the BD-EDF algorithm have ledispatched requests of a small distance of disk head
seeking (mostly zero) without violating the latency reguients of the VMsFlubberalso shows improvement of up
25% in the VM performance over state-of-art approaches,ia.gontrast to the Xen default diskad scheduler (CFQ
scheduler) [9], beside achieving the desired QoS of eachMihber speeds up the sequential and random read by
17% and 25%, respectively.

In the future, we will explore dferent delay mechanisms to improve our system. Moreover, avd t@ explore
the opportunities when usirfgubberin the hybrid environment consisting of hard disk drives (pH) and solid state
disks (SSDs) in virtualized environments: whiéubber can ensure the quality of service of the applications and
ensure high disk utilization, SSDs can be used to resposs&faome requests with critical latency requirements by
re-directing the requests to them taking into account theetary cost.
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