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We propose an information-theoretic variational filter for image denoising. It is a result of minimizing a functional subject to
some noise constraints, and takes a hybrid form of a negentropy variational integral for small gradient magnitudes and a total
variational integral for large gradient magnitudes. The core idea behind this approach is to use geometric insight in helping to
construct regularizing functionals and avoiding a subjective choice of a prior in maximum a posteriori estimation. Illustrative
experimental results demonstrate a much improved performance of the approach in the presence of Gaussian and heavy-tailed
noise.
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1. INTRODUCTION

In recent years, variational methods and partial differential
equations-(PDE) based methods [1, 2, 3, 4, 5, 6] have been
introduced to explicitly account for intrinsic geometry to ad-
dress a variety of problems including image segmentation,
mathematical morphology, motion estimation, image classi-
fication, and image denoising [7, 8, 9, 10, 11, 12]. The latter
will be the focus of the present paper. The problem of sig-
nal/image denoising has been addressed using a number of
different techniques including wavelets [13], order statistics-
based filters [14], PDE-based algorithms [9, 15], and vari-
ational approaches [16, 17, 18]. In particular, a large num-
ber of PDE-based methods have particularly been proposed
to tackle the problem of image denoising [12, 19, 20] with a
good preservation of edges. Much of the appeal of PDE-based
methods lies in the availability of a vast arsenal of mathemat-
ical tools which at the very least act as a key guide in achiev-
ing numerical accuracy as well as stability. PDEs or gradi-
ent descent flows are generally a result of variational prob-
lems using the Euler-Lagrange principle [21]. One popular

variational technique used in image denoising is the total
variation-based approach. It was developed in [4] to over-
come the basic limitations of all smooth regularization al-
gorithms, and a variety of numerical methods have also re-
cently been developed for solving total variation minimiza-
tion problems [22, 23].

In this paper, we present a variational approach to max-
imum a posteriori (MAP) estimation. The core idea behind
this approach is to use geometric insight in helping construct
regularizing functionals and avoiding a subjective choice of
a prior in MAP estimation. Using tools from robust statis-
tics and information theory, we show that we can extend this
strategy and develop two gradient descent flows for image
denoising with a demonstrated performance.

In Section 3, a general formulation of signal/image de-
noising problem is stated. In Section 3, we briefly recall the
MAP estimation technique, and in Section 4 we formulate
the problem of MAP estimation in the calculus of varia-
tions setting. Section 5 is devoted to a robust variational for-
mulation using concepts borrowed from robust estimation,
followed by a probabilistic interpretation of the nonlinear
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Figure 1: Block diagram of image denoising process.

anisotropic diffusion in the order statistics framework. In
Section 6, information-theoretic variational flows based on
the differential entropy are proposed. In Section 7, we pro-
vide experimental results to demonstrate a much improved
performance of the proposed gradient descent flows in im-
age denoising. Finally, some conclusions and discussions are
included in Section 8.

2. PROBLEM STATEMENT

In all real applications, measurements are perturbed by
noise. In the course of acquiring, transmitting, or process-
ing a digital image for example, the noise-induced degra-
dation may be dependent on or independent of data. The
noise is usually described by its probabilistic model, for ex-
ample, Gaussian noise is characterized by two moments.
Application-dependent, a degradation often yields a result-
ing signal/image observation model, and the most com-
monly used is the additive one

u0 = u + η, (1)

where the observed image u0 includes the original signal u
and the independent and identically distributed (i.i.d) noise
process η.

Image denoising refers to the process of recovering an im-
age contaminated by noise (see Figure 1). The challenge of
the problem of interest lies in faithfully recovering the under-
lying signal/image u from u0, and furthering the estimation
by making use of any prior knowledge/assumptions about
the noise process η. This goal is graphically and succinctly
described in Figure 1.

3. MAP ESTIMATION: MODEL-BASED APPROACH

In a probabilistic setting, the image denoising problem is
usually solved in a discrete domain, and in this case, an image
is expressed by a random matrix u = (ui j) of gray levels. To
account for prior probabilistic information we may have for
u, a technique of choice is that of a MAP estimation. Denot-
ing by p(u) the prior distribution for the unknown image u,

the MAP estimator is given by

û = arg max
u

{
log p

(
u0|u

)
+ log p(u)

}
, (2)

where p(u0|u) denotes the conditional probability of u0

given u.
A general model for the prior distribution p(u) is that of

a Markov random field (MRF) which is characterized by its
Gibbs distribution given by [24]

p(u) = 1

Z
exp

{
− F (u)

λ

}
, (3)

where Z is a partition function and λ is a constant known
as the temperature in the terminology of physical systems.
F is called the energy function and has the form F (u) =∑

c∈C Vc(u), where C denotes a set of cliques (i.e., a set of
connected pixels) for the MRF, and Vc is a potential function
defined on a clique. We may define the cliques to be adjacent
pairs of horizontal and vertical pixels. Note that for large λ,
the prior probability becomes flat, and for small λ, the prior
probability exhibits sharp modes.

MRFs have been extensively used in computer vision par-
ticularly for image restoration, and it has been established
that the Gibbs distributions and MRFs are equivalent (see
e.g., [24]). In other words, if a problem is defined in terms
of local potentials, then there is a simple way of formulating
the problem in terms of MRFs. If the noise process η is i.i.d.
Gaussian, then we have

p
(
u0|u

)
= K exp

(
−
∣∣u− u0

∣∣2

2σ2

)
, (4)

where K is a normalizing positive constant, σ2 is the noise
variance, and | · | stands for the Euclidean norm or for the
absolute value in the case of a scalar. Thus, the MAP estima-
tor in (2) yields

û = arg min
u

{
F (u) +

λ

2

∣∣u− u0

∣∣2
}
. (5)

Image estimation using MRF priors has proven to be a pow-
erful approach to restoration and reconstruction of high-
quality images. Its major drawback, besides its computa-
tional load, is the difficulty in systematically selecting a prac-
tical and reliable prior distribution. The Gibbs prior param-
eter λ is also of particular importance since it controls the
balance of influence of the Gibbs prior and that of the like-
lihood. If λ is too small, the prior will tend to have an over-
smoothing effect on the solution. Conversely, if it is too large,
the MAP estimator may be unstable and it reduces to the
maximum likelihood solution as λ goes to infinity. Another
difficulty in using a MAP estimator is the nonuniqueness of
the solution when the energy function F is not convex.

4. A VARIATIONAL APPROACH TO MAP ESTIMATION

Unknown prevailing statistics or underlying signal/im-
age/noise models often make a “target” desired performance



2410 EURASIP Journal on Applied Signal Processing

quantitatively less well defined. Specifically, it may be qual-
itative in nature (e.g., preserve high gradients in a geo-
metric setting, or determine a worst-case noise distribu-
tion in a statistical estimation setting with a number of
interpretations), and may not necessarily be tractably as-
sessed by an objective and optimal performance measure.
The formulation of such qualitative goals is typically car-
ried out by way of adapted functionals which upon being
optimized achieve the stated goal, for example, a mono-
tonically decreasing functional of gradient modifying a dif-
fusion [2]. This approach is the so-called variational ap-
proach. It is commonly formulated in a continuous domain
which enjoys a large arsenal of analytical tools, and hence
offers a greater flexibility. An image is therefore defined as
a real-valued function u : Ω → R, and Ω is a nonempty,
bounded, open set in R2 (usually Ω is a rectangle in R2).
Throughout, x = (x1, x2) denotes a pixel location in Ω,
and ‖ · ‖ denotes the L2-norm. While the ultimate over-
all objective in the aforementioned formulation may coin-
cide with that of a probabilistic formulation, namely, the
recovery of an underlying desired signal u, it is herein of-
ten implicit and embedded in an energy functional to be
optimized. Generally, the construction of an energy func-
tional is based on some characteristic quantity specified by
the task at hand (gradient for segmentation, Laplacian for
smoothing, etc.). This energy functional is oftentimes cou-
pled to a regularizing force/energy in order to rule out a great
number of solutions and to also avoid any degenerate solu-
tion.

When considering the signal model (1), our goal may be
succinctly stated as one of estimating the underlying image u
based on an observation u0 and/or any potential knowledge
of the noise statistics to further regularize the solution. This
yields the fidelity-constrained optimization problem

min
u

F (u)

s.t.
∥∥u− u0

∥∥2 = σ2,
(6)

where F is a given functional which often defines, as noted
above, the particular emphasis on the features of the achiev-
able solution. In other words, we want to find an optimal
solution that yields the smallest value of the objective func-
tional among all solutions that satisfy the constraints. Using
Lagrange’s theorem, the minimizer of (6) is given by

û = arg min
u

{
F (u) +

λ

2

∥∥u− u0

∥∥2
}

, (7)

where λ is a nonnegative parameter chosen so that the con-
straint ‖u0 − u‖2 = σ2 is satisfied. In practice, the parameter
λ is often estimated or chosen a priori.

Equations (5) and (7) show a close connection between
image recovery via MAP estimation and image recovery via
optimization of variational integrals. One may in fact reex-
press (5) in an integral form similar to that of (7).

A critical issue, however, is the choice of the variational
integral F , which as discussed later, is often driven by ge-
ometric arguments. Among the better known functionals
(also called variational integrals) in image denoising are the
Dirichlet and the total variation integrals defined, respec-
tively, as

D(u) = 1

2

∫

Ω

|∇u|2dx, TV(u) =
∫

Ω

|∇u|dx, (8)

where∇u denotes the gradient of the image u. The total vari-
ation method basically consists in finding an estimate û for
the original image u with the smallest total variation among
all the images satisfying the noise constraint ‖u− u0‖2 = σ2,
where σ is assumed known. Note that the parameter λ con-
trols the tradeoff between noise removal and detail preserva-
tion.

The intuition for the use of this variational integral is that
it incorporates the fact that discontinuities are present in the
original image u (it measures the jumps of u even if it is dis-
continuous). The total variation method has been used with
success in image denoising, especially for denoising images
with piecewise constant features while preserving the loca-
tion of the edges exactly [19].

A generalization of the Dirichlet and total variation func-
tionals is the variational integral given by

F (u) =
∫

Ω

F
(
|∇u|

)
dx, (9)

where F : R+ → R is a given smooth function called a varia-
tional integrand or Lagrangian [21]. Using (9), we hence de-
fine a functional

L(u) = F (u) +
λ

2

∥∥u− u0

∥∥2

=
∫

Ω

(
F
(
|∇u|

)
+
λ

2

∥∥u− u0

∥∥2
)
dx,

(10)

which by the formulation in (7) becomes

û = arg min
u∈X

L(u), (11)

where X is an appropriate image space of smooth functions
like C1(Ω), or the space BV(Ω) of image functions with
bounded variation, or the Sobolev space H1(Ω) = W1,2(Ω).
Note that BV(Ω) is a Banach space with the norm ‖u‖BV =
‖u‖L1(Ω) + TV(u), while H1(Ω) is a Hilbert space with the
norm ‖u‖2

H1(Ω) = ‖u‖2 + ‖∇u‖2.

4.1. Properties of the optimization problem

A problem is said to be well posed in the sense of Hadamard if
(i) a solution of the problem exists, (ii) the solution is unique,
and (iii) the solution is stable, that is, depends continuously
on the problem data. It is ill-posed when it fails to satisfy at
least one of these criteria. To guarantee the well-posedness
of our minimization problem (11), the following result pro-
vides some conditions.
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Proposition 1. Let the image space X be a reflexive Banach
space, and let F be

(i) weakly lower semicontinuous, that is, if for any se-
quence (uk) in X converging weakly to u, F (u) ≤
lim infk→∞F (uk);

(ii) coercive, that is, F (u) →∞ as ‖u‖ → ∞.

Then the functional L is bounded from below and possesses a
minimizer; that is, there exists û ∈ X such that L(û) = infX L.
Moreover, if F is convex and λ > 0, then the optimization prob-
lem (11) has a unique solution, and therefore it is stable.

Proof. From (i) and (ii) and the weak lower semicontinuity
of the L2-norm, the functional L is weak lower semicontin-
uous, and coercive, that is, L(u) →∞ as ‖u‖ → ∞.

Let un be a minimizing sequence of L, that is, L(un) →
infX L. An immediate consequence of the coercivity of L

is that un must be bounded. As X is reflexive, thus un con-
verges weakly to û in X , that is, un ⇀ û. Thus L(û) ≤
lim infn→∞L(un) = infX L. This proves that L(û) = infX L.

It is easy to check that convexity implies weakly lower
semicontinuity. Thus the solution of the optimization prob-
lem (11) exists and it is unique because the L2-norm is strictly
convex. The stability follows using the semicontinuity of L

and the fact that un is bounded.

4.2. Numerical solution: gradient descent flows

To solve the optimization problem (11), a variety of iterative
methods such as gradient descent [4] or fixed point method
[22, 23] may be applied.

The first-order necessary condition to be satisfied by any
minimizer of the functional L given by (10) is that its first
variation δL(u; v) vanishes at u in direction of v, that is,

δL(u; v) = d

dǫ
L(u + ǫv)

∣∣∣∣
ǫ=0

= 0, (12)

and a solution u of (12) is called a weak extremal of L [21].
Using (10) and (12), we obtain the first variation

δL(u; v) (see Appendix A for a proof):

δL(u; v) =
∫

Ω

{(
F′
(
|∇u|

)

|∇u| ∇u · ∇v
)

+ λ
(
u− u0

)
v

}
dx

= −
∫

Ω

{
div

(
F′
(
|∇u|

)

|∇u| ∇u
)

+ λ
(
u− u0

)}
vdx

(13)

for all v ∈ X .
Using the fundamental lemma of the calculus of varia-

tions, this vanishing first variation yields an Euler-Lagrange
equation as a necessary condition to be satisfied by minimiz-
ers of L. In mathematical terms, the Euler-Lagrange equa-
tion is given by

−div

(
F′
(
|∇u|

)

|∇u| ∇u
)

+ λ
(
u− u0

)
= 0 in Ω, (14)

where “div” stands for the divergence operator. An image u
satisfying (14) is called an extremal of L.

Note that |∇u| is not differentiable when ∇u = 0 (e.g.,
flat regions in the image u). To overcome the resulting nu-
merical difficulties, we use the slight modification

|∇u|ǫ =
√
|∇u|2 + ǫ, (15)

where ǫ is positive sufficiently small.

Proposition 2. Let λ = 0 and let S be a convex set of an image
space X . If the Lagrangian F is nonnegative convex and of class
C1, then every weak extremal of L is a minimizer of L on S.

Proof. The convexity of F yields

F(y) ≥ F(x) + F′(x)(y − x) ∀x, y ∈ R+. (16)

By assumption, u is a weak extremal of L, that is, δL(u; v) =
0 for all v ∈ S. This implies that F′(|∇u|) = 0. Therefore,
using (16), we obtain

∫

Ω

F
(
|∇v|

)
dx ≥

∫

Ω

F
(
|∇u|

)
dx. (17)

This concludes the proof.

By further constraining λ, we may be in a position to
sharpen the properties of the minimizer, as given in the fol-
lowing.

Proposition 3. Let λ = 0 and let S be a convex set of an image
space X . If the Lagrangian F is nonnegative convex and of class
C1 such that F′(0) ≥ 0, then the global minimizer of L is a
constant image.

Proof. Using (16), it follows that F(|∇u|) ≥ F(0). Thus the
constant image is a minimizer of L. Since S is convex, it fol-
lows that this minimizer is global.

Proposition 4. Let λ > 0 and let S be a convex set of image
spaceX . If the Lagrangian F is nonnegative, strictly convex, and
of class C1, then an extremal u of L is the unique minimizer of
L on S.

Proof. Since u 
→ (λ/2)|u−u0|2 is strictly convex when λ > 0,
then the functional L(u) is strictly convex on S, that is,

L(v) > L(u) +∇L(u) · (v − u). (18)

By assumption, u is an extremal of L, thus L(v) > L(u) for
all v �= u.

Using the Euler-Lagrange variational principle, the mini-
mizer of (11) may be interpreted as the steady-state solution
to the following nonlinear elliptic PDE called gradient descent
flow:

ut = div
(
g
(
|∇u|

)
∇u

)
− λ

(
u− u0

)
in Ω×R+, (19)

where g(z) = F′(z)/z, with z > 0 and assumed homogeneous
Neumann boundary conditions. A numerical implementa-
tion of this PDE is discussed in Appendix B.
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Figure 2: Image evolution of (a) the original image under (b) the heat flow, (c) Perona-Malik flow, and (d) the total variation flow.

4.3. Illustrative cases

The following examples illustrate the close connection be-
tween optimization problems of variational integrals and
boundary value problems for PDEs in a no-noise constraint
case (i.e., setting λ = 0).

Heat equation

ut = ∆u is the gradient descent flow for the Dirichlet varia-
tional integral D(u).

It is important to point out that the Dirichlet functional
tends to smooth out sharp jumps because it controls the
second derivative of image intensity, that is, its “spatial ac-
celeration,” and it diffuses the intensity values isotropically.
Figure 2b shows this blurring effect on a clean image depicted
in Figure 2a.

Perona-Malik (PM) equation

It has been shown in [25] that the PM diffusion ut =
div(g(|∇u|)∇u) is the gradient descent flow for the varia-
tional integral

Fc(u) =
∫

Ω

Fc
(
|∇u|

)
dx, (20)

with sample Lagrangians F1
c (z) = c2 log(1 +z2/c2) or F2

c (z) =
c2(1− exp(−z2/c2)), where z ∈ R+ and c is a tuning positive
constant. These Lagrangians are depicted in Figure 3.

A minimization of such functionals encourages the
smoothing of homogenuous/small gradient regions and the
preservation of edges/high-gradient regions. Note that ill-
posedness of this formulation was addressed in a number
of papers (e.g., see [25]). A result of applying the PM flow

with F1
c to the original image in Figure 2a is illustrated in

Figure 2c. It is worth noting how the diffusion takes place
throughout the homogeneous regions and not across the
edges.

Curvature flow

ut = div(∇u/|∇u|) corresponds to the total variation inte-
gral.

While limiting spurious oscillations, total variation op-
timization preserves sharp jumps as is often encountered in
“blocky” signals/images. Figure 2d illustrates the output of
the total variation flow.

5. ROBUST VARIATIONAL APPROACH

5.1. Robustness for unknown statistics

In robust estimation, for example, a case where even the
noise statistics are not precisely known [13, 26] arises. In this
case, a reasonable strategy would be to assume that the noise
is a member of some set, or of some class of parametric fam-
ilies, and to pick the worst-case density (least favorable in
some sense) member of that set, and obtain the best signal
reconstruction for it. Huber’s ǫ-contaminated normal set Pǫ

is defined as [26]

Pǫ =
{

(1− ǫ)Φ + ǫH : H ∈ S
}

, (21)

where Φ is the standard normal distribution, S is the set of
all probability distributions symmetric with respect to the
origin, and ǫ ∈ [0, 1] is the known fraction of “contamina-
tion.” Huber found that the least favorable distribution in Pǫ

which maximizes the asymptotic variance (or, equivalently,
minimizes the Fisher information) is Gaussian in the center
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Figure 3: Anisotropic Lagrangians.

and Laplacian in the tails. The transition between the two de-
pends on the fraction of contamination ǫ, that is, larger frac-
tions correspond to smaller switching points and vice versa.

For the set Pǫ of ǫ-contaminated normal distributions,
the least favorable distribution has a density function

fH(z) =
(

1− ǫ√
2π

)
exp

(
− ρk(z)

)
, (22)

where ρk is the Huber M-estimator cost function (see
Figure 4) given by

ρk(z) =




z2

2
if |z| ≤ k,

k|z| − k2

2
otherwise.

(23)

Here k is a positive constant determined by the fraction of
contamination ǫ by the equation

2

(
φ(k)

k
−Φ(−k)

)
= ǫ

1− ǫ , (24)

where Φ is the standard normal distribution function and
φ is its probability density function. It is clear that ρk is a
convex function, quadratic in the center and linear in the tails
as illustrated in Figure 4.

Motivated by the robustness of the Huber M-filter in a
probabilistic setting and its resilience to impulsive noise, we
propose a variational filter which, when accounting for these
properties, leads to the energy functional

Rk(u) =
∫

Ω

ρk
(
|∇u|

)
dx. (25)

Note that the Huber variational integral is a hybrid of the
Dirichlet variational integral (ρk(|∇u|) ∝ |∇u|2/2 as k →
∞) and of the total variation integral (ρk(|∇u|) ∝ |∇u| as
k → 0). One may check that the Huber variational integral

−k

z

k

ρ k
(z

)

Figure 4: Huber function.

Rk : H1(Ω) → R
+ is well defined, convex, and coercive. It

follows from Proposition 1 that the minimization problem

û = arg min
u∈H1(Ω)

{
Rk(u) +

λ

2

∥∥u− u0

∥∥2
}

= arg min
u∈H1(Ω)

∫

Ω

(
ρk
(
|∇u|

)
+
λ

2

∣∣u− u0

∣∣2
)
dx

(26)

has a solution. This solution is unique when λ > 0.

Proposition 5. The optimization problem (26) is equivalent to

û = arg min
(u,θ)∈H1(Ω)×R

{
θ2

2
+

∫

Ω

(
k
∣∣|∇u| − θ

∣∣

+
λ

2

∣∣u− u0

∣∣2
)
dx

}
.

(27)

Proof. For z fixed, define Ψ(θ) = (1/2)θ2 + k|z − θ| on R.
It is clear that Ψ is convex on R. It follows that Ψ attains its
minimum at θ0 such that Ψ′(θ0) = 0 and Ψ′′(θ0) > 0, that is,
θ0 = k sign(z − k). Thus we have

Ψ
(
θ0

)
=




kz − k2

2
if z > k,

z2

2
if z = k,

−kz − k2

2
if z < −k,

(28)

and therefore ρk(z) = arg minθ∈RΨ(θ). This concludes the
proof.

Using the Euler-Lagrange variational principle, a Huber
gradient descent flow is obtained as

ut = div
(
gk
(
|∇u|

)
∇u

)
− λ

(
u− u0

)
in Ω×R+, (29)
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Smooth Huber

Huber

t

ϕ
′ (
t)

Figure 5: Huber influence function and its smooth version.

where gk is the Huber M-estimator weight function

gk(z) = ρ′k(z)

z
=




1 if |z| ≤ k,
k

|z| otherwise.
(30)

For large k, this flow yields an isotropic diffusion (heat
equation when λ = 0), and for small k, it corresponds to the
total variation gradient descent flow (curvature flow when
λ = 0).

It is worth pointing out that in the case of no-noise con-
straint (i.e., setting λ = 0), the Huber gradient descent flow
yields a robust anisotropic diffusion [27] obtained by replac-
ing the diffusion functions proposed in [2] with robust M-
estimator weight functions [26].

Recently, we proposed a smooth Huber variational inte-
gral [28] given by

Φ(u) =
∫

Ω

ϕ
(
|∇u|

)
dx, (31)

where the Lagrangian ϕ is defined as

ϕ(t) =




−ct if t ≤ −a,
(t + a)3

3
− ct if − a < t < −b,

t2 − b2

2
+

(a− b)3 + 3bc

3
if − b ≤ t ≤ b,

−(t − a)3

3
+ ct if b < t < a,

ct otherwise,

(32)

with a = 3/2, b = 1, and c = 5/4. Its derivative ϕ′ (also
referred to as an influence function in robust statistics) is de-
picted in Figure 5. The Huber influence function, however,
is not differentiable as shown in Figure 5. The differentiabil-
ity of the influence function is of great importance since it
implies the continuity of its first derivative which in turn im-
plies the continuity of the confidence intervals in the data
points. A more detailed description of the smooth Huber
gradient descent flow will be reported elsewhere.

(a)

(b)

Figure 6: Log-Cauchy filtering: (a) contaminated image with im-
pulsive noise; (b) filtered image.

5.2. Perona-Malik equation: an estimation-theoretic
perspective

In a similar spirit as above, one may proceed to justify the
PM equation from a specific statistical model. Assuming an
image u = (ui j) as a random matrix with i.i.d. elements,
the output of the log-Cauchy filter [14] is defined as a solu-
tion to the maximum log-likelihood estimation problem for
a Cauchy distribution with dispersion c and estimation pa-
rameter θ. In other words, the output of a log-Cauchy filter
is the solution to the robust estimation problem [14]

min
θ

∑

i, j

log
(
c2 +

(
ui j − θ

)2
)
= min

θ

∑

i, j

Fc
(
ui j − θ

)
, (33)

where the cost function Fc coincides with the Lagrangian
function which yields the PM equation. Hence, in the prob-
abilistic setting, the PM flow corresponds to the log-Cauchy
filter. Figure 6 illustrates the performance of the log-Cauchy
filter in removing heavy-tailed (impulsive) noise.

6. INFORMATION-BASED FUNCTIONALS

6.1. Information-theoretic approach

In the previous section, we proposed a least favorable distri-
bution as a result of exercising our ignorance in describing
that of an image gradient within a domain. Another effec-
tive way is to adopt a criterion which bounds such a case,
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namely, that of entropy [29]. The maximum entropy crite-
rion is indeed an important principle in statistics for model-
ing the prior probability p(u) of a process u, and has been
used with success in numerous image processing applica-
tions. The term is often associated with qualifying the selec-
tion of a distribution subject to some moments constraints
(e.g., mean, variance, etc.), that is, the available information
is described by way of moments of some known functions
mr(u) with r = 1, . . . , s. Indeed, coupling the finiteness of
mr(u) for example with the maximum entropy condition of
the data suggests a most random model p(u) with the cor-
responding moments constraints as a most adapted model
(equivalently minimizing; negentropy, see, e.g., [30]):

min
u

∫
p(u) log p(u)du

s.t.

∫
p(u)du = 1,

∫
mr(u)p(u)du = µr , r = 1, . . . , s.

(34)

Using Lagrange’s theorem, the solution of (34) is given by

p(u) = 1

Z
exp

{
−

s∑
r=1

λrmr(u)

}
, (35)

where λr ’s are the Lagrange multipliers, and Z is a partition
function. The resulting model p(u) given by (35) may hence
be used as a prior in a MAP estimation formulation.

6.2. Entropic gradient descent flow

Motivated by the good performance of the maximum en-
tropy principle in image/signal analysis applications and in-
spired by its rationale, we may naturally adapt it to describe
the distribution of a gradient throughout an image. Specif-
ically, the large gradients should coincide with tail events of
this distribution, while the small and medium ones repre-
senting the smooth regions form the mass of the distribution.
Towards that end, we write

H(u) =
∫

Ω

H
(
|∇u|

)
dx =

∫

Ω

|∇u| log |∇u|dx, (36)

where H(z) = z log(z), z ≥ 0. Note that −H(z) → 0 as z → 0.
It follows from the inequality z log(z) ≤ z2/2 that

∣∣H(u)
∣∣ ≤

∫

Ω

|∇u|2dx ≤ ‖u‖2
H1(Ω) <∞ ∀u ∈ H1(Ω),

(37)

where ‖ · ‖H1(Ω) denotes the H1-norm. Thus the negentropy
variational integral H : H1(Ω) → R is well defined. Note also
that the inequality z log(z) ≤ z2/2 implies H(u) ≤ D(u),
where D(u) is the Dirichlet integral. One may check that
the Lagrangian H is strictly convex, and coercive, that is,
H(z) → ∞ as |z| → ∞. The following result follows from
Proposition 1.

Proposition 6. Let λ > 0. The minimization problem

û = arg min
u∈H1(Ω)

{
H(u) +

λ

2

∥∥u− u0

∥∥2
}

= arg min
u∈H1(Ω)

∫

Ω

(
|∇u| log |∇u| +

λ

2

∣∣u− u0

∣∣2
)
dx

(38)

has a unique solution provided that |∇u| ≥ 1.

Calling upon the Euler-Lagrange variational principle
again, the entropic gradient descent flow is given by

ut = div

(
1 + log |∇u|

|∇u| ∇u
)
− λ

(
u− u0

)
, in Ω×R+,

(39)

with homogeneous Neumann boundary conditions. In addi-
tion, this energy spread of the gradient energy may be related
to that sought by the total variation method, which in con-
trast allows for additional higher gradients.

Proposition 7. Let u be an image. The negentropy variational
integral and the total variation satisfy the following inequality:

H(u) ≥ TV(u)− 1. (40)

Proof. Since the negentropy H is a convex function, the
Jensen inequality yields

∫

Ω

H
(
|∇u|

)
dx ≥ H

(∫

Ω

|∇u|dx

)

= H
(
TV(u)

)

= TV(u) logTV(u),

(41)

and using the inequality z log(z) ≥ z − 1 for z ≥ 0, we con-
clude the proof.

Remark 1 (see Figure 7). The following inequalities between
Huber variational, integral, total variation, and negentropy
integral hold:

(i) if |∇u| ∈ [0, e], then H(u) ≤ TV(u);

(ii) if |∇u| ∈ (e,∞), then H(u) > TV(u);

(iii) if |∇u| ∈ (ek−1,∞) and k ≥ 2, then H(u) ≤Rk(u),

where e is the Euler number (e = limn→∞(1 + 1/n)n ≈ 2.71).

6.3. Improved entropic gradient descent flow

To summarize and for a comparison sake, we show in
Figure 7 the behavior of the variational integrands we have
discussed in this paper. It can be readily shown [18] that a dif-
ferentiable hybrid functional between the negentropy varia-
tional integral and the total variation may be defined as

HTV (u) =



H(u) if |∇u| ≤ e,

2TV(u)−meas(Ω)e otherwise,
(42)

yielding an improved gradient descent flow. The quan-
tity meas(Ω) denotes the Lebesgue measure of the image
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Figure 7: Visual comparison of some variational integrands.

domain Ω. Note that HTV : H1(Ω) → R is well de-
fined, differentiable, convex, and coercive. It follows from
Proposition 1 that the minimization problem

û = arg min
u∈H1(Ω)

{
HTV (u) +

λ

2

∥∥u− u0

∥∥2
}

(43)

has a unique solution provided that λ > 0.
Figure 8 depicts the improved entropic Lagrangian HTV :

R
+ → R defined as

HTV (z) =


z log(z) if z ≤ e,

2z − e otherwise
(44)

Using the Euler-Lagrange variational principle, it follows
that the improved entropic gradient descent flow is given by

ut = ∇ ·
(
H′

TV

(
|∇u|

)

|∇u| ∇u
)
− λ

(
u− u0

)
in Ω×R+, (45)

with homogeneous Neumann boundary conditions.

7. EXPERIMENTAL RESULTS

This section presents simulation results where Huber, en-
tropic, total variation, and improved entropic gradient de-
scent flows are applied to enhance images corrupted by Gaus-
sian and Laplacian noise.

The performance of a filter clearly depends on the filter
type, the properties of signals/images, and the characteris-
tics of the noise. The choice of criteria by which to measure

0 1 2 3 4 5 6

|∇u|

−2

0

2

4

6

8

10

H
T
V

(|∇
u
|)

Figure 8: Improved entropic Lagrangian.

the performance of a filter presents certain difficulties, and
only gives a partial picture of reality. To assess the perfor-
mance of the proposed denoising methods, a mean square
error (MSE) between the filtered and the original image is
evaluated and used as a quantitative measure of performance
of the proposed techniques. The regularization parameter
(or Lagrange multiplier) λ for the proposed gradient descent
flows is chosen to be proportional to signal-to-noise ratio
(SNR) in all the experiments.

In order to evaluate the performance of the proposed gra-
dient descent flows in the presence of Gaussian noise, the im-
age shown in Figure 9a has been corrupted by Gaussian white
noise with SNR = 4.79 dB. Figure 9 displays the results of fil-
tering the noisy image shown in Figure 9b by Huber with op-
timal k = 1.345, entropic, total variation, and improved en-
tropic gradient descent flows. Qualitatively, we observe that
the proposed techniques are able to suppress Gaussian noise
while preserving important features in the image. The re-
sulting MSE computations are depicted in Table 1. Figure 10
depicts another numerical example, and it clearly illustrates
that the improved entropic flow performs the best. This fact
is consistent with a variety of images used for experimenta-
tion.

The Laplacian noise is somewhat heavier than the Gaus-
sian noise. Moreover, the Laplace distribution is similar to
Huber’s least favorable distribution [26] at least in the tails.
To demonstrate the application of the proposed gradient
descent flows to image denoising, qualitative and quantita-
tive comparisons are performed to show a much improved
performance of these techniques. Figure 11b shows a noisy
image contaminated by Laplacian white noise with SNR =
3.91 dB. The MSE’s results obtained by applying the pro-
posed techniques to the noisy image are shown in Table 2.
Note that from Figure 11, it is clear that the improved en-
tropic gradient descent flow outperforms the other flows
in removing Laplacian noise. Comparison of these images
clearly indicates that the improved entropic gradient de-
scent flow preserves well the image structures while removing
heavy-tailed noise.
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(a) (b)

(c) (d)

(e) (f)

Figure 9: Filtering results for Gaussian noise (Lena image): (a) original image, (b) noisy image, (c) Huber, (d) entropic, (e) total variation,
and (f) improved entropic.

Table 1: MSE’s computations for Gaussian noise.

PDE
MSE

SNR = 4.79 SNR = 3.52 SNR = 2.34

Huber 234.1499 233.7337 230.0263

Entropic 205.0146 207.1040 205.3454

Total variation 247.4875 263.0437 402.0660

Improved entropic 121.2550 137.9356 166.4490

The relative error versus the iteration number is illus-
trated in Figure 12, where the convergence of the improved
entropic flow is clearly demonstrated. The stopping criterion
for the proposed flow is ‖u(n+1) − u(n)‖2/‖u(n)‖2 < ǫ, where
ǫ is sufficiently small and n denotes the nth iteration.

8. DISCUSSIONS AND CONCLUSIONS

In this paper, we have explored a connection between max-
imum a posteriori estimation and the variational formula-
tion based on the minimization of a given variational inte-
gral subject to some noise constraints. Huber gradient de-
scent flow minimizes the Huber variational integral subject
to some noise constraints. This filter behaves as the total
variation anisotropic diffusion for small gradient magnitudes
and as the isotropic diffusion for large gradient magnitudes.
On the other hand, an improved entropic gradient descent
flow which is derived from the maximum entropy princi-
ple was proposed. It minimizes a hybrid functional between
the negentropy variational integral and Huber integral, sub-
ject to some noise constraints. The proposed gradient de-
scent flows have been applied to enhance images corrupted
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(a) (b)

(c) (d)

(e) (f)

Figure 10: Filtering results for Gaussian noise (Cameraman image): (a) original image, (b) noisy image, (c) Huber, (d) entropic, (e) total
variation, and (f) improved entropic.

by Gaussian as well as Laplacian noise, and it has been shown
that these proposed techniques preserve details well while re-
moving noise.

APPENDICES

A. DERIVATION OF GRADIENT FLOWS

The first variation of the functional F (u) =
∫
Ω F(|∇u|)dx in

the direction of v is given by

δF (u; v) = d

dǫ
F (u + ǫv)

∣∣∣∣
ǫ=0

=
∫

Ω

(
F′
(
|∇u|

)

|∇u| ∇u · ∇v
)
dx.

(A.1)

The identity

div(v∇u) = div(∇u)v +∇u · ∇v (A.2)

yields

∫

Ω

F′
(
|∇u|

)

|∇u| ∇u · ∇vdx

= −
∫

Ω

div

(
F′
(
|∇u|

)

|∇u| ∇u
)
v dx

+

∫

Ω

div

(
v
F′
(
|∇u|

)

|∇u| ∇u
)
dx.

(A.3)

Using the divergence theorem for a vector field w,

∫

Ω

div(w)dx =
∫

∂Ω
w · ν ds, (A.4)
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(a) (b)

(c) (d)

(e) (f)

Figure 11: Filtering results for Laplacian noise: (a) original image, (b) noisy image, (c) Huber, (d) entropic, (e) total variation, and (f)
improved entropic.

Table 2: MSE computations for Laplacian noise.

PDE
MSE

SNR = 6.33 SNR = 3.91 SNR = 3.05

Huber 237.7012 244.4348 248.4833

Entropic 200.5266 211.4027 217.3592

Total variation 138.4717 176.1719 213.1221

Improved entropic 104.4591 170.2140 208.8639

where ν is the outward unit normal vector (field) on ∂Ω (the
boundary of Ω) and ds is an area element. Therefore,

∫

Ω

div

(
v
F′
(
|∇u|

)

|∇u| ∇u
)
dx =

∫

∂Ω
v
F′
(
|∇u|

)

|∇u| ∇u · ν ds.

(A.5)

If we assume homogenuous Neumann boundary conditions

∇u · ν = uν =
∂u

∂ν

= 0, (A.6)

then the first variation of F is reduced to

δF (u; v) = −
∫

Ω

div

(
F′
(
|∇u|

)

|∇u| ∇u
)
vdx ∀v ∈ X (A.7)

which concludes the proof.

B. NUMERICAL IMPLEMENTATION OF
GRADIENT FLOWS

A numerical implementation of the PDE given by (19) is
performed using an explicit scheme in time and location as
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Figure 12: Improved entropic flow: relative error versus iteration
number.

follows. Let uni, j be the approximation of u(x, y, t) on a grid
(i∆x, j∆y,n∆t). For simplicity, we assume that ∆x = ∆y = h.
Denote by

Dx
±u = ±

uni±1, j − uni, j

h
, D

y
±u = ±

uni, j±1 − uni, j

h
(B.1)

the matrices of column differences and row differences, re-
spectively (i.e., backward and forward differences).

Similarly, the central differences are given by

Dx
cu =

uni+1, j − uni−1, j

2h
, D

y
c u =

uni, j+1 − uni, j−1

2h
. (B.2)

The operator div(g(|∇u|)∇u) on the right-hand side of (19)
is discretized using an upwind scheme as follows:

div
(
g
(
|∇u|

)
∇u

)

= 1

h


D

x
−


g


((

Dx
+u

h

)2

+

(
minmod

(
D

y
+u

h
,
D

y
−u
h

))2)1/2


(
Dx

+u

h

)




+
1

h


D

y
−


g


((
D

y
+u

h

)2

+

(
minmod

(
Dx

+u

h
,
Dx
−u
h

))2
)1/2



(
D

y
+u

h

)


,

(B.3)

where minmod is a function that returns the argument with
the smallest absolute value when all the arguments are of the
same sign and zero otherwise. The minmod function is a lim-
iter whose goal is to prevent oscillations while maintaining

a b

m
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m
o

d
(a

,b
)

(a)

(b)

Figure 13: Illustration of minmod function: (a) 3D plot of the
minmod function, (b) level curves.

the order of accuracy of the method, and it is defined as

minmod(a, b) =
(

sign(a) + sign(b)

2

)
min

(
|a|, |b|

)

= min
(

max(a, 0), max(b, 0)
)

+ max
(

min(a, 0), min(b, 0)
)

=




0 if ab ≤ 0,

a if |a| ≤ |b|, ab > 0,

b if |a| > |b|, ab > 0.

(B.4)

Figure 13a depicts the gradient vector field of the minmod
function (the background color indicates the value of
the minmod function), and Figure 13b illustrates its con-
tours.
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