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Bernoulli text model. Probability to find multiple occurrences of a single motif

Here the problem is to calculate the p-value of finding of at least k possibly overlapping occurrences of a

motif H in the random text Tn generated as a Bernoulli random model over Σ.

Again, all texts Ti are divided into classes containing different number of occurrences of H.

Definition 1 A text Ti belongs to the class Ci(l, q), 0 ≤ l ≤ k − 1 iff

1. Length of Ti equals i,

2. Ti contains exactly l possibly overlapping words from H;

3. A traversal AC (T (H), Ti) ends in node q.

A text Ti belongs to the class Gi(k) if and only if the length of Ti equals i and Ti contains at least k

possibly overlapping occurrences of words from H.

The idea of the algorithm in this case is based on two following observations. First, let a traversal

AC (T (H), Ti) end at node q; Ti ∈ Ci(l, q), where 0 ≤ l ≤ k − 1 and δ(q, a) /∈ H. Then the number of

occurrences does not change after the transition from Ti to Tia. Second, if text Ti, of length j has a prefix
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from Gi(k), j > i, then Ti belongs to Gj(k). Similarly to the previous sections, one can consider

probabilities P (Ci(l, q)) and P (Gi(k)); the desired p-value P (Ln(k,H)) is equal to P (Gn(k)).

The initial values are: P (C0(0, ε)) = 1; P (C0(l, q)) = 0 for any q 6= ε, and any l: 0 ≤ l ≤ k − 1;

P (G0(k)) = 0.

Expression for languages (5, from the main text) becomes transformed to:

Gi+1(k) = {
⋃
a∈Σ

Gi(k) · a} ∪ {
⋃

(q,a):δ(q,a)∈H

Ci(k − 1, q) · a} . (1)

It is complemented by a series of equations for different l, 1 ≤ l ≤ k − 1:

Ci+1(l, q′) =
{

∪(q,a):δ(q,a)=q′Ci(l, q) · a if q′ /∈ H
∪(q,a):δ(q,a)=q′Ci(l − 1, q) · a if q′ ∈ H (2)

for l = 0 we have:

∀q′ ∈ QH \ H : Ci+1(0, q′) =
⋃

(q,a):δ(q,a)=q′

Ci(0, q) · a . (3)

Remark that in contrast to (6, from the main text), q and q′ may here belong to H.

The series of equations for probabilities below steadily follow from Equations (1), (2) and (3).

P (Gi+1(k)) = P (Gi(k)) +
∑

(q,a):δ(q,a)∈H

P (Ci(k − 1, q)) · p(a), (4)

P (Ci+1(l, q′)) =
{ ∑

(q,a):δ(q,a)=q′ P (Ci(l, q)) · p(a) if q′ /∈ H∑
(q,a):δ(q,a)=q′ P (Ci(l − 1, q)) · p(a) if q′ ∈ H (5)

∀q′ 6∈ H : P (Ci+1(0, q′)) =
∑

(q,a):δ(q,a)=q′

P (Ci(0, q)) · p(a) . (6)

The running time of the computation of Gi(k) and Ci+1(l, q) for any l, 0 ≤ l ≤ k − 1, is O (|QH| · |Σ|);

therefore the total time of all n stages of p-value computation is O (|QH| · |Σ| · nk).
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