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Abstract — In this paper, we present a specific ontologiased
on the extraction of semantic information in texbcdments.
Document here concerns the context of the valédmatf Tunisian
patrimony. As approach, we propose to represenastc properties
in document contents from heterogeneous informatialtimedia)
concerning by the patrimony objects. For indexing &nformation
retrieval (IR), we develop processes based on tlm phrase (NP)
properties and their semantic representations. eTlpescesses use
natural language processing (NLP) to take into astdhe NP
syntactic and semantic structures. In view of gtigly, the specific
ontology designed has the encapsulation principledpitalize the
concept and knowledge as NP and its semanticoekati

Index Terms — ontology, indexing process, information retrieval
(IR), noun phrase (NP), natural language proceg®ihd), semantic
relations, NP parseNooJ platform.

I INTRODUCTION

I he goal of IR process is to find relevant inforraatin
document collections. Then, the most
documents are those in the information needs ofisee.
IR process differs in approache by: the formulatafnthe
request, the indexing process, the indexing tewnshfe user
qguery and the matching process between the quetytten
indexing terms in documents.
By the digitizing industry, document can be repn¢sé in
several formats: text, image, audio or video, irxedi or
separate granularity (proper format, audio-visuat
multimedia). Particularly, the multimedia documerdse
omnipresent for the public access in Internet @iaddNeb in
order to disseminate information and share ideaswiedge
and expertise.

To facilitate analysis among the various formatdaduments,
we have unified the processing throughout text emint
representations related to document sources [@Jaitim in this
part is to extract, from text contents, the conseid their
informative properties.

In the research area of Sidhom (2002) [7], the eptc
identified for indexing, for IR process and for kvledge
organization was the NP (noun phrase or nominakgyna in
French) and its semantic properties in the speédodrses:
from writing production to knowledge management (KM

In the context of this study, the use of the seimgbperties
and the NP relations in text structures is impdrtdre NP

refers to the minimal unit of speech that allows naming a
person, an object, an idea, étfl1].

This processthat allows naming person, object, idea, ‘ets.
important and specifically concerns the patrimorbjeots:
paintings, textiles, manuscripts, ceramics, glagssaics, etc.

For valuing the patrimony objects, we need textcdpsons
associated to sources, with the point of views atfimony
experts: historians, restorers of patrimony objestis.

Thus, text descriptions about patrimony objects tatiate

jprocesses such as indexing, annotation, informatidtering,

IR, KM on users or experts, etc.

In this paper, our problematic is defined oHoWw to represent
the NPs and its semantic properties in the indexdng IR
processes to enhance patrimony objects?

This problematic includes the following challengas case

relevaritudies about:

- How to index the patrimony objects?
- How to valorize the NP properties in a search mwbto
improve relevant information for user?

- How to generalize the process on descriptions and

patrimony objects? In this case, ontologies areleede

This paper is presented: in section 2, we presedtdiscuss
related works as a state of the art on the resehmetain, with
a specific proposition on morpho-syntactic parsiith NooJ
platform [9] in section 3. In section 4, we prestrd semantic
of NPs and properties to formalize the IR procésasally, we
propose specific ontologies based on the inhermanfcthe
natural properties the NPs and associated to kmmpsle
management (KM) process.

Il.RELATED WORKS

Many research studies tried to extract NP and poesent the
content of a document. The complex representali@asNP

structures are different from single words représ@ms:

mono-terms/terms linked with artificial relatioresdthers.

In the case of NP as term, it takes into accows#taf words
from their production contexts (ie. the naturaldaage). As
state of the art on this research domain, we camtiorea set
of research works, in semantic complexity ordée:li



- Le and Chevallet (2006) [1] usadchybiid method that mixe
associations between pairs of terms actedby a statistical
approach with semantic relations usiadinguistic approact
The NP extraction is processed symtacic patterns which at
a set of rules, in order to concatengteammatical categorie
and build NP structures. In this caddls are organized into
syntactic dependency netwarkhead ar expansion/modifier)
by adding the statistical and semic associations. LI
combines different informatiorsources to get a gener

(KM) system with the NP concepl and its semantic

properties The NP semantiproperties are
- class relation: NPLIN,

fitting relation: NP, L1 NP, J ... NP,, and
- arborescence relation: NPs/g [ NP U NPyight/a)

With appropriate toolsNLP analysis, morpho-syntactic tree
parsing, automatiégndexing using NP filtering,IR and KM

overview of the NP and its contexthis approach combines based on NRoncepts are cveloped under the platfor
statistical information based drequenty measurements and
syntactic information on the NBtrucures in dependency In the expectations of thisark, theNP conceptualization and

networks. The semantic informatida defined through the
study on relations osynonymy, hyperoymy and causalit

- Haddad (2003) [2] hgsroposed a hybi approach to use tt
NP in IR process. He used monhc-syntactic parser
integrated in the IOTA system [13]. NBse represented with
dependency networks in the rmat thead and
expansion/modifietike in LE and CHEALLET [1]). NPs as
terms are represented in vectors withir respectiv weights
calculated using a statistical pondern (i.e. tf-idf mode).
The weight of an index term is calculd by multiplying the
statistical weight with the syntactiweight The syntactic
weight of NP is determined by the suof the syntactic term
weights that compose it:

1 if ¢, is a substantiv
{ 0 ift, is a stop word
0.5 for other categories

e =
with:
e, the empirical value of theyntactic elemert,.

The author experiments hégen underhe vector mod. He
did not taking into consideration theiaracterisics and the
dependency relations between the NPs.

- Kuramoto (1999)[3] proposed an idexing [4] and IR

models with NP structures proposeoy users. His study
showed the relevance of NPropertixs and its semantic
identified by users, such adefined Ly the research tea

SYDO (Research group on “SYsténi2Ocumentaire” in

Lyon, France). In this study, the NPdsfinedas descriptor of
the document [5, 6]. The NRecogniton model has ken

tested on Portuguese corpora. NiPs sored in stacks linke

by pointers. Thejuery can be a set ofords ora set of NPs.
The IR process looks for NPsfast level and browses the NP
stack to display the maximal NPs with libsver levels. The IR
process proposed auery formulation -estrictior: it has an

impact on the relevant answers.

- Sidhom (2002) [7] presented raorpic-syntactic analysis
platformfor automatic indexing and intmation retrieval. Hi:
approach was based on the NBrmalization and th
extractionusing NLP formalism: C'AN (Cascaded ATN
Augmented Transition NetworksHe defined he semantic
properties of the NP to index documeatsldeveloped the IR
process applied to INA resources (INAnstitut National de
I’Audiovisuel” in Paris). Theoric andappliec proposals in
Sidhom researches were to build #trowledge manageme

its semantic properties caefer us to design ontolo model
for indexing contents and iormation retrieva

In follows, we present our research work on the
implementation of NPsfnd its properties [7], to build o
parser with a new approach.

[11. MORPHO-SYNTACTIC PARSER

Morpho-syntactic analysis(for French language) is a
fundanental step which nables thetextual analysis of
contents, orepresentationassociated documents, in order
to generate thsyntactic tree

After this step, a set dfyntactic structure are extracted to
supply concepts inindexing and information trieval
processes.

In the aim of our researchve chose a linguistic approach
analyze text representatis in multimedia corpora about
patrimony objects. Thenain goal in this aspe is to extract
NPsand their semantic relions from syntactic treein order
to index thepatrimony objecs.

The NPprocessing chain iillustrated in the following figur
(cf. Fig. 1).

Multimédia documents of
tunisian patrimony

L @ W)
W

Textual documents associated
to : bibliographic notes,
annotations, social tags.

Mophosyntactic parsing of
textual documents,

Dictionaries

Syntactic trees

Knowledge Database
(NP relations, indexed
documents}

Figure 1. NP processg to index patrimony objec.



In a previous work [8], we built a corpus of Tumisi B. MORPHOLOGICAL ANALYSIS

patrimony images. Documents are composed by bitalggc

notes and user annotations to describe each patyimioject. Morphological analysis is used to segment the seetefrom

In a first work, the manipulated concepts were maims the pretreatment step in words. Each word is censdl
obtained by filtering semantic words after removistpp isolated through the inflection (gender, number,
words in the text representation. conjugation...), derivation and composition anaysrhese
As an improvement of this work, we had introduckd NP analysis processes allows to classify each prodessed by
analysis and its semantic properties to enrichkih@vledge assigning a lexical nature. The analysis is donenbyching

databasedf. Fig.1). the word extracted from a sentence and the diatjodatabase
in order to recognize and classify it (lexically).
A. PRETREATMENTS In this analysis phase, we use NooJ linguisticfpiat as

processing environment [9]. It was created by MalieBztein
To analyze textual data that represents each mediem in 2005 at the Franche-Comté University (France).
document, a pretreatment phase is needed to preapare NooJ can treat different forms of a word using & ek
sentence analysis. This stage involves removingtpation dictionaries: simple words (_delaf.nod), compoundrds:
marks and substitute hyphens and elided formsdrotiginal words formed by joining two or more simple words

form in the text. (_delacfn.nod) and proper names (_Prenoms.nod)...
Morphological analysis prepares the next stage talbog
- Punctuation: morpho-syntactic parsing.

Strong punctuations (full stop, question mark, awwhtion
mark and the semi-colon) allow us to cut the oagiext into C. MORPHO-SYNTACTIC PARSING

sentences. The full stop is considered an ambiguok%sor . . . o .

. . . L pho-syntactic parsing allows identifying the tatic
punctuation. In. some cases, It Is _used in abbrievst float structure of a given text and explaining the dependelations
numbers, email addresses, website addresses aeddasf popween words that compose it. These dependencies a
sentence marker. This process was necessary to thark represented by syntax trees. Parsing is basedsenaf syntax
abbreviations in the text and allow the cuttingttod original rules that builds the formal grammar.
text into sentences. NooJ creates a set of grammars (in finite autometd) uses
Some sentences are too long for automatic analyids. hierarchic_al graphs. The root graph called the gnamthat
segment sentences into short sentences, we usesl \geak refers to its components as subgraphs. These gremmsas

. o the transducer formalism to analyze the text ofudoent
punctuation to extract sub-sentences nested imtie. After collections

removal of strong punctuation, we process to afitesces. To allow this process, we had created a formal granbased
Also, we extract sentences in brackets, taking #toount on NP descriptionscf. Figs. 2 and 3) and a set of cascaded
different levels of possible nesting. When the textlean of graphs. Knowing that, NooJ grammars are definetyas-2
any punctuation mark, we continue process to rencovema 9rammar (or regular grammar) according to the Chkyms

and colon, since they are considered as weak pati@iuand classification for formal grammars. -
y To construct the grammar of NP descriptions we wsedt of

not useful into sentence analysis. formal rules proposed by Sahbi SIDHOM [7]. Theséesu
were requested to construct all NP graphs and toel®&P
- Contracted forms: grammar in NooJ linguistic environment.

The contracted forms are composed by prepositiod an
determiner. These forms are substituted into tle using a

set of rules. For example, the contracted formrenEh "au" ) )
is replaced in the text by "a + le". — ) .
~ Elided forms e ( )

There are two types of elided forms:
= Unambiguous elided forms: they are replaced by

applying a set of rules. For example in French! "d’

and "m™ are replaced by "de" and "me" in the g) <Sexe, pre>
original text.
= Ambiguous elided forms: "I form is ambiguous
because it replaces the article "le" or "la" defeqd Figure 2: Simple NP graph in NooJ.
on the context. This form is processed by the parse
- Hyphens:

Some hyphens are deleted according to their cantdsdr
example, the forms in French "-je" and "-il" ar@leeed with
"je" and "il".



—

Figure 3: Complex NP graph in NooJ.

The NP definition is'the minimum unit of speech that allows
referring to an object, a person, an idea, efd.1]. Each NP

has a head which is a noun.

The grammar covers the possible combinations ttd P

structures. Knowing that NP can be:
- Simple NP (or SN), like SN—N"

- Complex NP, like:SN— N" +EP’ | N" + SP’' |

N'""+ EP' +SP’ | etc.

- EP’: One or more prepositional expansions
- SP’: One or more prepositional phragRst SN).

In Example, a set of formal rules in Nded Tab.):

Description of graphs (A.) in NooJ

Set of NP::- N”
Rules Examples
N'-> D'+ N' une + mosaique
N ->N+A mosaique + ancienne
N - A +N splendide + mosaique
N - N+ EP vase + en christal

N" - NOM-PRP

Hannibal Barca

N" = D'+ N + NOM-PRP

le + gerrier + Hannibal
Barca

D' > D |ADV + P-de | ...

un | beaucoup de | ...

N' - N

mosaique | gerrier | ...

EP— P + N | (EP)

en + christal |
(en christal) a + téte +
ronde

SP> P + N” | (SPJ

(pendentif) dans une
jarrede Carthagd +
dans + une + fouille
archéologique a Birsa)

with:

Symbols Descriptions
N” (or NP) Noun phrase
D’ Determiner
N Noun
A Adjectival group
NOM-PRP Proper noun
P Preposition

TAB.1:SET OFNP RULES

The morpho-syntactic analysis results are a setyafactic
trees. Trees are treated in order to filter NPsh wteir
semantic properties and store them in the knowleldgezbase.

IV.SEMANTIC MODEL: NP-Ontology proposed

Morpho-syntactic parsing should filter the NP staues and
construct relations between its components [12].0NNo
platform produces data that contains the NPs acatitms in
the parsed text, annotated with the grammaticagoates of
each word.

In related works, several researchers used formtalagies to
represent, organize and access to the domain cdsncep
ANDREASEN et al. [14, 15] proposed a new approduit t
uses "generative ontologies" [16] (SIABO projectyr f
mapping the NPs extracted from documents and quddEs
are transformed into nodes in the generative ogjold heir
approach can measure distances between key congepts
texts.

ZHENG et al. [17] use NPs and semantic relationstéat
document clustering. The WordNet ontology has hesd to
improve clustering results.

BANEYX and CHARLET [18] proposed a methodology
allows to build an ontology based on texts usingatural
language processing (NLP) tools. Their method useiso-
syntactic patterns to identify semantic relatiolmgperonymy,
synonymy...) between candidate terms (NP composed by
head and an expansion).

LASSEN and VESTSKOV TERNEY [19] proposed a method
to analyze semantic relations between noun phthsg¢have

a preposition relations using a training corpuscaated. NPs
are used to construct an ontology-based hierarchica
subsumption. The aim of their study is to show trefes
between NPs heads in the ontology by studying ¢fegtions

of prepositions.

Our goal is this study is filter NP from documestdescriptor
and its semantic properties to supply the indexamgl IR
processes. Rightly, the NP has a natural organizasind
semantic richness through its own relations likénfy and
arborescence relations in the morpho-syntactiama{g].

In follows, we explain different semantic relatiansNP using
morpho-syntactic parsing and how to direct thenmaexing
and IR processes.

A. NP SEMANTIC PROPERTIES

- Classrédation :

The head of the NFNj is always represented by a noun. It is
used to identify the parts of speech built aroumal noun: it
represents a class of objects having the sameréeatucf.
Fig. 4).

The class relation is represented Nye SN.
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Figure4: Class relation € SN ).

- Fittingreation :

The NP has fitting relations, where NBn be embedded otl
NPs €f. Fig. 5).

The fitting relation is represented bgN; < SN,.

Si1- Hannibal ©
<N7T. Hannib -

HOS LIRS

Figure5: Fitting relation (SN; € SN,).

- Arborescencerelation:

The arborescence relation is marked ksemantiupsetting in
the maximal NP and the resultasdoulle fitting relation €f.
Fig. 6).

The arborescence relation is represe by. SN; € SNpq, 2
SN,.

SNO: La belle mosaique historique au musée de Bardo

SN1: La belle mosaique SN2: le musée de Bardo

historique

SN3: Bardo
Figure 6: Arborescence relationSN; < SN, 2 SN, ).

B. INDEXING PROCESS

The indexing process consists c(creating a forme
representation to alNe quick access to e informationln this
step, we used the NP concepts andperties to create tt
index database (formal concep#s)d the knowledge databa:
that will be used in the IR process.

We illustrate our indexing jpcess with an examp

- Example:
Sentence= « La belle moaique d’Hannibal au musée
Carthage ».

i) Sentence analysis :

QN1 [N Nk} QN4

{{La DElIE MosalGue d'(Hainiiivai)) au (musées de (Caithage)))
onn N1 — - .
iV S N7 NA N4

NU

ii) sentence in NP representation:

1D N SN g SNt SNy,
i-007 mosaique La belle La belle le
mosaique mosaique musée de
d’Hannibal d’'Hannibal au | Carthage
musée de
Carthage
i-007 mosaique Hanniba La belle -
mosaique
d’Hannibal
i-007 Hannibal - Hannibal -
i-007 musée Carthag le musée de -
Carthage
i-007 Carthage - Carthage -

iii) NP as formal representation [7]:

It is a linear representan of the NP and its seman
properties. An arborescere relatiol is a pair of linear
relations: more informatioro be store in this representation.

Level (i +1) SN+
Level) | SN |
Level(-1) | SN- |
N SN SN* SN~
No SN, - SN,
N, SN, - SN,
Nl SNl SNO SNZ
N, SN, SN, -
N, SN, SN, SN,
N4 SN4 SN3 -




iv) New representation of NP: NP semantic relations ha improved relevancin concepts
indexing and IR processinghese relatior can be inherit into

We propose an arborescergpresenttion of NP and its the paradigm of ontologyo enhance the knowledge dom:
semantic properties as new approdiee architecture has ti  This domain will be formall represented by concepts &

advantage of better representation omantic relations: les their relations. Thus, onlogy formalizes concepts wi
information to store. interpreted semantic relatins (like the NP concepts and

properties).

In our work, the atology is also thought to encapsulate

. different tool types: mrphc-syntactic parsing for the NP
Level (i) SN+ extraction, indexingand to letermine conceptrelations and

management throw theNPs. Thus, the conceptual
: formalization of knowlede domain is representecy the

Level (i-1) | SNg- | | SNd- | semantic richness of NP ccept; their semantic relations and

the new properties ifanguage,as synonyms of N and NPs’

similarities.With this new ripresentatiorwe can calculate the
semantic distance betweepncepts (N and N to classify the

N SN SN* SN, IR responses in relevanceler between concer.

N, SN, SN, SN,

The properties in this ontobical representatic O(NP) are:

xl SN, ixl - - SN[i] : or NP,
2 2 - N[i] : head of NP,
N3 SN4 SN3 -

- SNg4[i] et SNg[i] : semantic properties obtained by fittir
Ny - SN, - and arborescence relats

- Syn(N[i] , SNIi]) : synoryms of the noun phrase hi NJi]
and similar NPs t&N[i],
C. IR PROCESS - U(NTi], SN[i]) : N[i] and SNIJi] (as Tags) added by users
(annotations).
The IR process allows satisfying a useinformational needs -

by providing results (semantically) negs reques. Knowing Example: the noun phrassN[i] = « une galerie »
that the request maybe a word, sentence « a text - N[i] = «galerie»

representation (of need€)ueries are arlyzed agext content, gl . . . L. .
to extract NPs andheir semantic ration: In matching - SYN(N[i)={corridor, coiloir, loggia, [ristyle, portique,

process, the NFs query are comparecith stored in the KM vestibule}

database. - Syn(SN[i])={une galert d’art moderne, une bel
exposition dans une gaie d’art...]

The following algorithm describes thmatchingbetween a  _ y(N[i])= {exposition}

query (Q) and the collectiasf documens (ZD): - U(SN[i])={un musée, msée d'art moderr}

Algorithm: IR (Q, 2D) Each ontology O(NP) isepresente as a black box which

Begin includes the NPits semant relations andts new properties
Read(Q); : .
(cf. Fig. 8):
Parse(Q);
IF (NP(Q) € NP(ZD) ) Results — D’ € 5D; _
ELSE O(SN[i])
IF (N(Q)  N(D)) Results — 3D’ C3D; o
ELSE Natural semantic (i
IF (Synonym (N(Q)) € (D)) Results — SD’ C 3D; properties of SN[i] N[i] 4
ELSE { Q’= Reformulate(Q); - -
IR (Q’, ZD); <« SNd-[i] SNg-[i] +—>
} Increased semantic Syn{N[il, SN[Il) 94—
END properties of SN i] UINCL, SN 1.,

Transition from NP representation into O(NP) ontology:
The objective of buildingntology is tomodel knowledge i Figure8: Structure ofthe NP ontology.
our study field abouthe Tunisian patrimny object. Certainly,



Each Ontology can develop relationsith other ontology’
connections, othersoncepts and prope:s (cf. Fig. 9).

s .~ K3
4 N .
{ S
N P —
OI(SN2) OS] FoTEYEN
- T
7 v N 1 \
/ v N s A}
/ ' N\ AN
/ . ~ 3. A
{ O(SN4) 7 O(SN5) \ ~
\o S \ ™~
N~ / 1 N
T~ v N i \
- /s < | ]
K Y ¥ 4/
OI(SNG) O(SNn) v
v
. v
- L ~
< ~>

——> Class relation
rhorascence ralationg

, SNTIT)

Figure 9: Relations betweeontology concept:

V. CONCLUSION AND FUTURE WORK

In this paper, we presemin approachhat allows using th
semantic properties of the NP concepb automatic analysis
applied on patrimony object represitations (multimedi
documents).

In a first step, we built a morptsyntactic parser using the
NooJ linguistic platformThe analytical-esults havebrought,
at first, the indexingprocess to store ttNP concepts and its
semantic relations and, at secptite IR process for resear
relevant informationThis structure hasn part, to observe tt
reuse of the Niproperties in the formalation ofthe ontology.
In perspective, this formalization will bstudied in If System
in order to measure the user satistion degree and his
information needs.

About Tunisian patrimony domg, the ontology’'s
formalization can give a new exploitatiand experimentation
on: - user dnension in the indexingrocess ar - storing
information needs and responsestlie IR System to reuse
stored results.

We can consider thémportant role ha could play this
formalization using ontological concepiasel NP properties.
Closer to user needs in termspafnctud informatior we can
use the descriptive informati@nd its vaiants which are built
by the patrimony experts.
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