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The snapping out Brownian motion

Antoine Lejay1,2,3,4,5

January 26, 2013

Abstract

We give a probabilistic representation of a one-dimensional diffusion,
equation where the solution is discontinuous at 0 with a jump propor-
tional to its flux. This kind of interface condition is usually seen as a
semi-permeable barrier. For this, we use a process called here the snapping
out Brownian motion, whose properties are studied. As this construction is
motivated by applications, for example in brain imaging or in chemistry, a
simulation scheme is also provided.

Keywords: Interface condition, elastic Brownian motion, semi-permeable bar-
rier, thin layer, piecing out a Markov process.

1. Introduction

Many diffusion phenomena have to deal with interface conditions. Let D be
a diffusivity coefficient which is smooth away from a regular surface S, but
presents some discontinuity there. In this case, the solution to the diffusion
equation

∂tu(t,x) =
1
2
∇(D(x)∇u(t,x)) = 0 with u(0,x) = f (x) (1)
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Figure 1: The thin layer problem.

has to be understood as a weak solution. However, u is smooth away from S and
satisfies

u(t,x+) = u(t,x−) and D(x+)n+(x) ·∇u(t,x+) =D(x−)n−(x) ·∇u(t,x−), (2)

for x ∈ S, when S is assumed to separate locally R
d into a “+” and a “-” part

and where n± is a vector normal to S at x pointing to the “±” side. The second
condition is called the continuity of the flux.

Now, let us assume that D takes scalar values, and is constant away from a
thin layer of width 2` enclosed between two parallel surfaces S+ and S−. When
the width ` of the layer tends to 0, S++ and S− merge into a a single interface
located on a surface S.

When the diffusivity D0 decreases to 0 with ` and D0/`→ 2λ > 0, then the
solution to (1) converges to a function v satisfying (1) away from S with the
interface condition for x ∈ S:

∇v(t,x+) = ∇v(t,x−) and λ(v(t,x+)− v(t,x−)) =D(x±)∇v(t,x±). (3)

The solution has a continuous flux on S but is discontinuous on S (See for
example [36, Chap. 13]). A heuristic explanation is given Figure 1.

If D is smooth on R
d , it is well known that

u(t,x) = Ex[f (Xt)], (4)

where X is the diffusion process generated by 1
2∇(D∇) which is solution under Px

to the stochastic differential equation (SDE)

Xt = x+
∫ t

0
σ (Xs)dBt +

∫ t

0

1
2

d∑
i=1

Di, ·
∂xi

(Xs)ds with σσT =D (5)
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for a Brownian motion B.
WhenD presents some discontinuities, (5) is no longer a meaning. However, a

Feller processes (X, (Ft)t>0, (Px)x∈R) is associated to 1
2∇(D∇ · ) for which (4) holds.

In particular, the marginal distributions Xt have a density p(t,x, · ) under Px,
where p(t,x,y) is the fundamental solution to (1) (See [40] for example).

Let us now assume that the dimension of the space is equal to 1 and that D
is discontinuous at some separated points {xi} with left and right limit there,
and smooth elsewhere. The process X is solution to a SDE with local time.
The Itô-Tanaka formula is the key tool to manipulate it, and several simulation
algorithms have been proposed (See the references in [26] for example). The
process called the Skew Brownian motion is the basic brick of this construction
[24, 25].

Coming back to the thin layer problem, we assume that D is constant and
equal to D1 on (−∞,−`) and (`,∞), and to D0 on (−`,`), with D0/` → λ. The
associated stochastic process is solution to

Xt = x+Bt +
D1 −D0

D1 +D0
L`t (X) +

D0 −D1

D1 +D0
L−`t (X),

where L±`t (X) is the local time of X at ±` [25].
Letting D0/` converging to 2λ with `→ 0, one may expect that X converges

in distribution to some stochastic process Y such that the solution to (1) with
the interface condition (3) is given by v(t,x) = Ex[f (Yt)].

The article then aims at constructing and giving several properties related
to the process Y , which we call a snapping out Brownian motion. In particular,
this process is not a Feller process on R. Indeed, this is a Feller process living on
R = (−∞,0]∪ [0,+∞) where the union of the two intervals is seen as a disjoint
union and then 0 corresponds either to 0+ or 0−.

The behavior of this process is the following: Assume that its starting point
is x > 0. It behaves as a positively reflected Brownian motion until its local time
is greater than an independent exponential random variable of parameter 2λ.
Then its decides its sign with probability 1/2 and starts afresh as a new reflected
Brownian motion, until its local time is greater than a new exponential random
variable, and so on... Using the properties of the exponential random variable,
it is equivalent to assert that the particle changes its sign when its local time is
greater than an exponential random variable with parameter λ, and behaves like
a positively or negatively reflected Brownian motion between these switching
times.

Its name is justified by the following fact: As the time at which the particle
possibly changes it signs is the same as for the elastic Brownian motion [9, 18, 19],
it could also be seen as some elastic Brownian motion which is reborn once
killed.
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The elastic Brownian motion, also called a partially reflected Brownian motion,
is associated to the Robin boundary condition and has then many applications
[7, 15, 39]. This process is the “basic brick” for constructing the snapping out
Brownian motion.

The behavior of the snapping-out Brownian motion justifies also the old
heuristic that the interface condition (3) corresponds to a semi-permeable barrier,
which arises for example in diffusion Magnetic Resonance Imaging [10] or in
chemistry [1, 7]. The interface condition (3) is different from (2), to which is
associated a Skew Brownian motion and where the particle crosses the interface
when it reaches it, and which corresponds to a permeable barrier (See references
in [24, 26]).

Here, we work under the condition of a single interface at 0. In short time,
it is sufficient to describe the behavior of the process even in a more complex
media, since other interface or boundary conditions far enough have “exponen-
tially small” influence on the distribution of the process. This is sufficient for
simulation purposes, where particles positions are represented by the stochastic
process and move according to its dynamic.

Using similar computations, one may generalize our work to the case where
D(x) =D+ if x > 0, D− if x 6 0 and an interface condition

∇u(t,0+) = β∇u(t,0−) and λu(t,0+)−µu(t,x−) = ∇u(t,x+)

with λ,µ > 0. Diffusions on graphs specified by a condition at each vertex could
also be considered, which could be of interest in several applications. This
process has been described without proof by R. Bobrowski in [4], which have
studied its limit behavior when the diffusion coefficients increase.

Although the snapping-out Brownian motion may be seen as a diffusion on
a graph, it is not a diffusion on a metric graph, where the edges are joint by
vertices. Such diffusions have been classified by M. Freidlin and A. Wentzell in
[11, 12]. The conditions that are required at the vertices of the graphs are some
extension of the possible boundary conditions for a Markov process studied
by W. Feller [9]. See also [21] for example for the related problem of pasting
diffusions1.

Our interface condition does not fall in these categories. Our process is best
thought as a kind of random evolution process, that is a collection of processes
that switches back and forth randomly among a collection of processes (See
e.g. [16, 38]).

Outline. In Section 2, we compute the fundamental solution of the operator.
In Section 3, we show that a Feller process may be associated to the Laplace

1The article [32] defines a notion of semipermeable membrane which is different from ours,
where the solution is continuous with a discontinuous gradient.
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operator with the considered interface condition. In Section 4, we shown that
the snapping out Brownian motion may be constructed by letting reborn an
elastic Brownian motion. The thin layer problem is studied from a probabilistic
point of view in Section 5. Simulation issue is treated in Section 6. Finally, we
end by some appendix where various resolvent and Laplace transform related to
the elastic or the snapping out Brownian motion are computed.

2. The fundamental solution

For t > 0 and x ∈R, let us set

γ(t,x) :=
1√
2πt

exp
(−|x|2

2t

)
and γ(t,x,y) := γ(t,y − x) for x,y ∈ R. The Gaussian kernel (t,x,y) 7→ γ(t,x,y)
is the fundamental solution of the heat equation ∂tγ(t,x,y) = 1

24yγ(t,x,y) with
γ(t,x,y) −−−−→

t→0
δx(y).

We also set

Φ(x) :=
∫ +∞

x

1√
2π

exp(−|ξ |2/2)dξ

which is the complementary distribution function of the Gaussian law.

2.1. The Robin condition

We consider first the parabolic problem with Robin (or third type) boundary
condition given by 

∂u
∂t (t,x) = 1

2u(t,x), t > 0,x ∈R+ \ {0},
u(0,x) = f (x), x ∈R+ \ {0},
u′(t,0+) = κu(t,0+), t > 0.

(6)

This problem may be solved thanks to a variational formulation (See e.g. [23,
§ II.5 and § III.4]). Yet, it may also be solved using a fundamental solution
([13, Chap. 5]), which we construct.

Let us consider first the operator Lr = 1
24 whose domain Dom(Lr) is the

closure (w.r.t. to the graph norm operator defined with respect to L2(R+)) of

Dr :=
{
φ ∈ C∞c (R+;R) φ′(0) = κφ(0)

}
.

The operator (Lr,Dom(Lr)) is self-adjoint and generates a strongly continuous,
contraction semi-group (P e

t )t>0.
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Let pe(t,x,y) be the fundamental solution of Lr, which is then solution to
∂pe(t,x,y)

∂t
= 1

24ype(t,x,y),

κpe(t,x,0) = ∇ype(t,x,0),
pe(t,x,y) −−−−→

t→0
δx(y).

(7)

For any f ∈ L2(R+), the solution u to (6) is (t,x) 7→
∫
R+
pe(t,x,y)f (y)dy, which is

for any t > 0 a version of P e
t f (x). Since (Lr,Dom(Lr)) is self-adjoint, pe(t,x,y) =

pe(t,y,x) for any x,y > 0, t > 0.

Proposition 1 ([5, 22, 39]). For y > 0,

pe(t,x,y) = γ(t,y − x) +γ(t,x+ y)− 2κ
∫ +∞

0
exp(−κξ)γ(t,x+ ξ + y)dξ.

Proof. First, pe(t,x,y) is solution to the first line of (7), as γ is. Also, since
γ(t,y,z) −−−−→

t→0
δz(y) and y > 0, pe(t,x,y) also satisfies the third line of (7).

Since ∇zγ(t, z) = −zt−1γ(t, z),

∇ype(t,x,0) = 2κ
∫ +∞

0
exp(−κξ)

x+ ξ
t
γ(t,x+ ξ)dξ

= −2κ
∫ +∞

0
exp(−κξ)∇ξγ(t,x+ ξ)dξ

= 2κγ(t,x)− 2κ2
∫ +∞

0
exp(−κξ)γ(t,x+ ξ)dξ.

On the other hand, since γ(t,−x) = γ(t,x),

pe(t,x,0) = 2γ(t,x)− 2κ
∫ +∞

0
exp(−κξ)γ(t,x+ ξ)dξ.

This leads to the required boundary condition.

Finally, the expression of pe may be simplified since some algebraic manipu-
lations show that∫ +∞

0
exp(−κξ)γ(t,ξ + y)dξ = exp

(
yκ+

κ2t
2

)
Φ

(
y√
t

+κ
√
t

)
. (8)
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2.2. Fundamental solution for the heat equation with a semi-permeable bar-
rier

Let R be the disjoint union of R+ = [0,+∞) and R− = (−∞,0] so that 0 appears
in R as an element 0+ and and element 0− which are distinct. For x ∈ R+ and
y ∈R−, the distance between x and y is assumed to be +∞. However, there is a
natural projection π from R onto R in which 0+ and 0− are identified.

Let us consider now L = 1
24 whose domain Dom(L) is a the closure of

D :=

φ :R→R

φ|R± ∈ C∞c (R±)
φ′(0−) = φ′(0+)
λ(φ(0+)−φ(0−) = φ′(0)


for the graph norm in L2(R). Again, it is easily seen that (L,Dom(L)) is self-
adjoint.

A maximum principle holds for (L,Dom(L)), so that there exists a unique
fundamental solution p to (L,Dom(L)) which satisfies

∂p

∂t
(t,x,y) =

1
2
4yp(t,x,y) for y , 0±, (9a)

∇p(t,x,0+) = ∇p(t,x,0−), (9b)
λ(p(t,x,0+)− p(t,x,0−)) = ∇p(t,x,0±), (9c)
p(t,x,y) −−−−→

t→0
δx(y). (9d)

In addition, for any t, s > 0 and x,y ∈ R, the Chapman-Kolmogorov equation
holds:

p(t + s,x,y) =
∫
R−
p(t,x,z)p(s,z,y)dz+

∫
R+

p(t,x,z)p(s,z,y)dz. (10)

Our aim is now to give an analytic expression for p.

Lemma 1. For any t > 0 and any (x,y) ∈ R2, and p(t,x,y) = p(t,y,x) and

p(t,x,−y) = p(t,−x,y).

From now, we assume that x > 0, as the expression of p(t,−x,y) is deduced
from the one of p(t,x,−y).

We set

Θ(t,y) := 2λ
∫ +∞

0
exp(−2λξ)γ(t,ξ + y)dξ = 2λexp(2λy + 2λ2t)Φ

(
y√
t

+ 2λ
√
t

)
.
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Proposition 2. For x > 0 and y > 0 (or x 6 0 and y 6 0),

p(t,x,y) = γ(t,y − x) +γ(t,x+ y)−Θ(t, |y|+ |x|). (11)

For x > 0 and y 6 0 (or x 6 0 and y > 0),

p(t,x,y) =Θ(t, |y|+ |x|). (12)

Proof. Let us set for x > 0, y > 0,

q1(t,x,y) =
1
2
p(t,x,y) +

1
2
p(t,−x,y),

q2(t,x,y) =
1
2
p(t,x,y)− 1

2
p(t,−x,y).

Clearly, q1 and q2 satisfies (9a) as well as

qi(t,x,y) −−−−→
t→0

1
2
δx(y), i = 1,2.

Besides,

∇yq1(t,x,y) =
1
2
∇yp(t,x,y)− 1

2
∇yp(t,x,−y)

so that by the condition (9b) on the continuity of the flux,

∇yq1(t,x,0) = 0.

This proves that q1 is half the fundamental solution of the Neumann problem
for 1

24 and then

q1(t,x,y) =
1
2
γ(t,y − x) +

1
2
γ(t,x+ y).

On the other hand,
∇yq2(t,x,0+) = ∇yp(t,x,0+) (13)

and
q2(t,x,0+) =

1
2

(p(t,x,0+)− p(t,x,0−)).

With (9c) and (13),

q2(t,x,0+) =
1

2λ
∇q2(t,x,0+).

Hence q2(t,x,y) is half the fundamental solution of 1
24 with a Robin boundary

condition and is then solution to (7) with κ = 2λ. Hence

q2(t,x,y) =
1
2
γ(t,y − x) +

1
2
γ(t,x+ y)− 2λ

∫ +∞

0
exp(−2λξ)γ(t,x+ ξ + y)dξ.

8



Eq. (11) follows from p(t,x,y) = q1(t,x,y) + q2(t,x,y).
Assume now that x 6 0 and y > 0. We still consider q1 and q2 as above.

Remark that

q1(t,x,y) −−−−→
t→0

1
2
δ−x(y),

q2(t,x,y) −−−−→
t→0

−1
2
δ−x(y),

so that
q1(t,x,y) =

1
2
γ(t,y − x) +

1
2
γ(t,y + x),

while

q2(t,x,y) = −1
2
γ(t,y − x)− 1

2
γ(t,y + x) + 2λ

∫ +∞

0
exp(−2λξ)γ(t,−x+ ξ + y)dξ.

Eq. (12) follows from p(t,x,y) = q1(t,x,y) + q2(t,x,y).

Since ∫ +∞

−∞
p(t,x,y)dy = 1,

no mass is lost with the interface condition (9c).
Besides, from the maximum principle, p(t,x,y) > 0 for any t > 0 and (x,y) ∈

R2. In addition,

p(t,x,y) 6

2γ(t,x,y) for xy > 0,
γ(t,x,y) for xy 6 0,

(14)

since for z > 0, γ(t,ξ + z) 6 γ(t, z) and
∫ +∞

0
2λexp(−2λξ)dξ = 1.

3. Probabilistic representation

3.1. The snapping out Brownian motion

Let us start with the definition of the snapping out Brownian motion.

Definition 1. A snapping out Brownian motion is a stochastic Markov process
(X, (Ft)t>0, (Px)x∈R) living in R whose infinitesimal generator is (L,Dom(L)).

Using the fundamental solution p(t,x,y) of (L,Dom(L)) and the Chapman-
Kolmogorov property (10), it is now possible to consider a stochastic diffusion
process X generated by (L,Dom(L)).

Proposition 3. The operator (L,Dom(L)) is the infinitesimal generator of a Feller
process ((Xt)t>0, (Ft)t>0, (Px)x∈R) with values in R, which is a snapping out Brown-
ian motion.
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Remark 1. The filtration (Ft)t>0 is the filtration generated by X by Ft = ∩µF µt ,
where F µt is the completion of σ (Xs, s 6 t) under Pµ for any initial probability
measure µ on R. This filtration (Ft)t>0 is right-continuous (See [33, Sect. III.9] or
[37] for example) and we refer at it as its augmented natural filtration.

Remark 2. Being a Feller process, X has the strong Markov property with respect
to (Ft)t>0 constructed as above [33, Theorem III.9.14]. However, has it will
be clear from the probabilistic representation, we could consider the process
Y = π(X) with values in R obtained by identifying the points 0+ and 0−. This
process Y is then not Markov.

Remark 3. As such, we define a process which has right-continuous with left-
limit paths. However, its natural projection fromR onto R has continuous paths,
as seen in Proposition 5 below.

Proof. Let C0(R) the space of functions on R which are continuous on R+ and
R− and decreasing to 0 at infinity. Set for f ∈ C0(R),

Ptf (x) =
∫
R
p(t,x,y)f (y)dy.

Using the Gaussian type inequalities (14), Ptf ∈ C0(R). With (10), Pt+s = PtPs for
any s, t > 0 so that (Pt)t>0 generates a Feller process with values inR [33, Theorem
III.7.17].

3.2. Elastic Brownian motion

By definition, the (reflected) elastic Brownian motion2 is the process associated to
the Robin boundary condition, the same way the Reflected Brownian motion is
associated to the Neumann boundary condition. This process is constructed in
[18, p. 45] and in [19, p. 255] (see also [9, § 11] among other references).

We present briefly the elastic Brownian motion. A more detailed account is
given in Appendix A.

Let B be a Brownian motion, L be its symmetric local time at 0 defined by

Lt = lim
ε→0

1
2ε

∫ t

0
1Bs∈[−ε,ε] ds.

Let us add to R+ a point † and let us set

Yt =

|Bt | if t < t
† if t > t

with P[t > t | |B · |] = e−κLt .

2Also called partially reflected Brownian motion in the literature [15].

10



This process is a strong Markov process and its density is

pe(t,x,y)dy = Ex[e
−κLt , |Bt | ∈ dy]. (15)

Its infinitesimal generator3 is Le = 1
24 with domain

Dom(Le) = C2
b(R+;R)∩ {

f : R+→R κf (0) = f ′(0)
}

with f ′(0) = limε→0 ε
−1(f (ε)− f (0)).

The event {|Bt | 6 y} may be decomposed as the disjoint union of {|Bt | 6
y} ∩ {τ 6 t} and of {|Bt | 6 y} ∩ {τ > t}, where h0 = inf { t > 0 Bt = 0 }. Derived from
the reflection principle, the density of h0 is well known (See e.g. [33, (13.5) in
Section I.13]). Using the Markov property and the fact that the local time of a
Continuous Additive Functional, this gives an alternative representation of pe

[14]:

pe(t,x,y) = γ(t,x,y)−γ(t,x,−y) + eκ(x+y)
∫ +∞

x+y

√
2e−κξ√
πt3

ξe−ξ
2/2t dξ. (16)

It is easily seen that until it hits 0±, the process X behaves like a Brownian
motion. The problem is now to describe its behavior at 0±. We will give a
stronger statement in Proposition 5 below.

3.3. A probabilistic representation of the density of the snapping out Brown-
ian motion

Proposition 4. Let B be a Brownian motion on probability space (Ω,F ,P) and Px
be a family of probabilities such that Px[B0 = x] = 1. Let L be the symmetric local
time of B at 0. Then for any t > 0, any x ∈ R and any bounded measurable function
f :R→R,∫

R
p(t,x,y)f (y)dy

= Ex

[(
1 + e−2λLt

2

)
;f (sgn(x)|Bt |)

]
+Ex

[(
1− e−2λLt

2

)
;f (−sgn(x)|Bt |)

]
. (17)

Proof. This is an immediate consequence of the construction of p(t,x,y) in the
proof of Proposition 2 and (15).

The relation (17) could be informally written

p(t,x,y)dy = Ex

[
1 + sgn(y)sgn(x)e−2Lt

2
;sgn(y)sgn(x)|Bt | ∈ dy

]
.

3Defined here as the image by the resolvent of the set of continuous bounded functions, see
Appendix A, while we have considered first Robin boundary problem in L2(R+).
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Let z = inf { t > 0 Xt ∈ {0±}}. For the sake of simplicity, we assume that x > 0.
Then for a bounded, measurable function f ,

Ex[f (Xt)] = Ex

[(
1 + e−2λLt

2

)
f (|Bt |)

]
+Ex

[(
1− e−2λLt

2

)
f (−|Bt |)

]
.

With the strong Markov property, since Lz = 0,

Ex

[(
1± e−2λLt

2

)
f (±|Bt |);z < t

]
=

∫ t

0
E0+

[(
1± e−2λLt−s

2

)
f (±|Bt−s|)

]
Px[z ∈ ds]

and a similar inequality holds when x 6 0. Yet, we know that [33, I(13.5)]

r(x,s) := Px[z ∈ ds] =
|x|√
2πs3

exp
(−|x|2

2s

)
ds. (18)

On the other hand,

Ex[f (Xt);z > t] = Ex[f (Bt);z > t] =
∫
R+

(γ(t,y − x)−γ(t,y + x))f (y)dy.

This implies a formula similar to (16) for the elastic Brownian motion: For x > 0
and y > 0,

p(t,x,y) = γ(t,y − x)−γ(t,y + x) +
∫ t

0

|x|√
2πs3

e−|x|
2/2sp(t − s,0+, y)ds (19a)

while for x > 0 and y 6 0,

p(t,x,y) =
∫ t

0

|x|√
2πs3

e−|x|
2/2sp(t − s,0+, y)ds. (19b)

Remark 4. One of interest of (19a)-(19b) lies in its interpretation in term of
simulation. Since we known how to simulate (t∧z,Bt∧z), it is possible to simulate
Xt under Px from Xt under P0±, as seen in Section 6.

Remark 5. The following description of the action of the semi-group on the even
and odd functions will be useful. For a bounded, measurable function f , set

f̂ (x) =
f (x) + f (−x)

2
and f̌ (x) =

f (x)− f (−x)
2

so that f̂ is even and f̌ is odd. Let (P r
t )t>0 be the semi-group of the reflected

Brownian motion and (P e
t )t>0 the one of the elastic Brownian motion. Then

Ptf (x) = P r
t f̂ (|x|) + sgn(x)P e

t f̌ (|x|) (20)

for any x ∈ R. This representation will be used to prove Proposition 6 below.
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Proposition 5. Let | · | : R → R+ be defined as |x| = x for x ∈ R+ and |x| = −x for
x ∈R−. The processes |X | and |B| have the same distribution under Px.

Proof. With the Markov properties, it is sufficient to prove that |X | and |B| have
the same marginals.

We assume x > 0 for the sake of simplicity. Indeed, for a bounded measurable
function f : R+→R extended as a function onR with f (−x) = f (x), Ex[f (|Xt |)] =
Ex[f (Xt)]. With (19a)-(19b),∫

R
p(t,x,y)f (y)dy =

∫
R+

(γ(t,y − x)−γ(t,y + x))f (y)dy

+
∫ t

0

∫
R
|x|√
2πs3

e−|x|
2/2s(p(t − s,0+, y) + p(t − s,0+,−y))f (y)dyds

= Ex[f (Bt); t < z] +Ex[f (|Bt |);z 6 t] = Ex[f (|Bt |)].
This concludes the proof.

It is also possible to compute the probability to be on a given side of the
interface, which gives then the total mass of particles on each side. Let us recall
that by the Mills ratio (see e.g. [18, Problem 1, p. 17], Φ(z) ∼z→∞ γ(z)/z so
that Θ(t,y) is integrable in y. Thus, after an integration by parts and some
straightforward computations,

θ(t) :=
∫ +∞

0
Θ(t,y)dy =

1
2
− exp(2λ2t)Φ(2λ

√
t).

By the Mills ratio,

θ(t) ∼t→∞ 1
2
− 1

λ
√

8πt
.

This proves that

P0+[Xt > 0] =
1
2

+ exp(2λ2t)Φ(2λ
√
t) and P0+[Xt 6 0] =

1
2
− exp(2λ2t)Φ(2λ

√
t).

In particular, P0+[Xt > 0] −−−−→
t→∞

1
2 .

On the other hand, using the expansion

Φ(2λ
√
t) =

1
2
−
√

2t√
π
λ+ O(t3/2) and exp(2λ2t) = 1 + 2λ2t + O(t2),

we obtain that

θ(t) =

√
2t√
π
λ+λ2t + O(t3/2)

13



and then that

P0+[Xt < 0] ∼t→0

√
2t√
π
λ and P0−[Xt > 0] ∼t→0

√
2t√
π
λ. (21)

4. A dynamical description of the snapping out Brownian motion

The elastic Brownian motion corresponds to a reflected Brownian motion which
is killed when its local time at 0 is bigger than an independent exponential
random variable. Hence, the killing may only take place when the elastic
Brownian motion is at 0. Let B be a Brownian motion, let L be its symmetric
local time and let k be a random variable such that

P[k > t|B] = e−κLt , κ = 2λ.

For a bounded, measurable function f and x > 0,

Ex[f (|Bt |); t < k] = Ex[e
−κLtf (|Bt |)] = P e

t f (x)

where P e
t f (x) =

∫ +∞
0

pe(t,x,y)f (y)dy (See Appendix A).
We have a similar result here, excepted that the process is immediately reborn

from 0+ or 0−.
This justify the classical interpretation of the interface condition at 0 as a

semi-permeable barrier [4, 10].
Our task is then to kill and let reborn a Markov process. Our main tool will

be a result presented in Appendix E.

Proposition 6. For x ∈ R, let (B, (Ft)t>0,Px) (with P0+ = P0− = P0) be a Brownian
motion with τ as its inverse local time. Let ξ1,ξ2, . . . be independent exponential
random variables of parameter 2λ. Set u0 := 0, uk := τξ1+...+ξk for k ≥ 1. Let
σ0 := sgn(x) and for k > 1, σk be independent random variables with P[σk = 1] =
P[σk = −1] = 1/2. Then there exists an appropriate probability space (Ω,G,P) with a
family (P̂x)x∈R of probabilities and a filtration (Gt)t>0 such that

Yt := σk |Bt | for t ∈ [uk ,uk+1), Y0 = x, (22)

is a snapping out Brownian motion under P̂x with the strong Markov property with
respect to (Gt)t>0.

Remark 6. With this proposition, we may add a new starting point 0 which is
inaccessible by setting σ0 = ±0 with probability 1/2, independently from any
other random variables.
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From this result, we deduce a result on the resolvent, in the spirit of the Itô
excursions approach through resolvent [34, 35]. This will be useful to study the
approximation by a thin layer in Section 5 below.

For a measurable bounded function f and α > 0, we define

Gαf (x) := Ex

[∫ +∞

0
f (Xs)ds

]
so that (Gα)α>0 is the resolvent family associated to (L,Dom(L)). We also set for
x > 0,

Ge
αf (x) := Ex

[∫ k

0
f (Xs)ds

]
=

∫ +∞

0
e−αtP e

t f (X),

so that (Ge
α)α>0 is the resolvent family associated to the elastic Brownian motion.

We extend Ge
α to R by by Ge

αf (x) = Ge
α f̃ (−x) for x > 0 with f̃ (x) = f (−x).

Corollary 1. For any x ∈ R and any α > 0,

Gαf (x) = Ge
αf (x) + e−

√
2αx κ√

2α

Ge
αf (0+) +Ge

αf (0−)
2

. (23)

The following result is asserted in [4].

Corollary 2. Let B be a Brownian motion with τ as its inverse local time. Let
ζ1,ζ2, . . . be independent exponential random variables of parameter λ. Set s0 := 0,
sk := τξ1+...+ξk for k ≥ 1 and

Yt := sgn(x)k+1|Bt | for t ∈ [sk ,sk+1).

Then, on an appropriate probability space, there exists a filtration (Ht)t>0 for which
(Y , (Ht)t>0, (P̂x)x∈R) is a strong Markov, snapping out Brownian motion.

In Figure 2, we represent this construction together with the one of Proposi-
tion 6.

Remark 7. We see easily that for any k > 1, P[sk+1 − sk > t|B,sk] = exp(−λLt−sk ).
Remark 8. The filtrations (Gt)t>0 of Proposition 6 and (Ht)t>0 of Proposition 1
differs. In particular, in Theorem 1 of Appendix E, uk (resp. sk) is a (Gt)t>0
(resp. (Ht)t>0)-stopping time. However, uk is not of (Ht)t>0-stopping time as
information is lost about the time at which the local time becomes higher than
the ξi ’s whose sums give the ζk’s.

The filtration (Gt)t>0 contains more information than (Ht)t>0.
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τξ1 τξ2 τξ2

σ0 = 1 σ1 = 1 σ2 = −1

τζ1 τζ2

u1 u2 u3

s1 s2

Figure 2: Construction of a snapping out Brownian motion from elastic Brown-
ian motions.

Proof of Proposition 6. Let Be1,Be2, . . . be a sequence of independent elastic Brow-
nian motions4 each with lifetime ki defined as ki = τ iζi , where τ i is the inverse

of the local time of Bei and ζi is an exponential random variable of parameter
2λ. Here, Be1 is an elastic Brownian motion starting at |x|, while Be2,Be3, . . . start
from 0.

The space Ω̂ is the the product of a countable number of copies ofΩ×Bor(R),
with elements ω̂ = ((ω0,x0), (ω1,x1), . . . ).

Let us construct iteratively a sequence of times {uk}k and a process Y living
in R by

u0(ω̂) = 0, Yt(ω̂) = σkB
ek
t−uk (ωk) for t ∈ [uk(ω̂),uk+1(ω̂)),

x0 = x, σk := sgn(xk) and uk+1(ω̂) = uk(ω̂) + kk(ωk).

Here, we set σk × 0 = 0± according to the sign of σk. Since Bei
ki

= 0 for i = 1,2, . . . ,
it clear that |Y | has the same distribution as |B| and is continuous.

Using the results of Appendix E, when killed, the process is reborn according
to the instantaneous distribution µ(ω, · ) = 1

2δ0+ + 1
2δ0−.

Using the results of Appendix E, Y is a strong Markov process when defined
on the appropriate setting.

With the properties of the Brownian motion and since its local time is a
continuous additive functional, it is easily seen that Y may be identified with
the process given by (22) constructed on a probability space Ω := C(R+;R) ×
R

N

+ × {−1,1}N encoding a Brownian motion, independent exponential random
variables and Bernoulli random variables.

Let f be a bounded measurable function. Then for x ∈ R, Qtf (x) = P r
t f (|x|) if

f is even.

4Recall that in our setting, an elastic Brownian motion is a reflected Brownian motion killed
at rate −κdLt and is then non-negative.
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Assume now that f is odd and choose α > 0. As f (σkx) = σkf (|x|),

Hαf (x) =
∫ +∞

0
e−αtQtf (x)dt =

+∞∑
k=0

Ex

[
e−αuk

∫ uk+1

uk

e−α(t−uk)σkf (|Bt |)dt
]

= sgn(x)Ge
αf (|x|) +

+∞∑
k=1

Ex[σke
−αuk ]Ge

αf (0),

where Ge
α is the resolvent of the elastic Brownian motion defined by Ge

αf (x) :=∫ +∞
0

e−αtP e
t f (x)dt. By the independence of σk and uk, Hαf (x) = sgn(x)Ge

αf (|x|)
when f is odd.

Using the notation of Remark 5, for a bounded, measurable function f ,

Hαf (x) = Gr
α f̂ (|x|) + sgn(x)Ge

α f̌ (|x|).
Inverting the Laplace transform and comparing this expression with (20), this
means that the semi-group (Qt)t>0 of Y is equal to (Pt)t>0. This is sufficient to
identify Y with a snapping out Brownian motion.

Indeed, it is clear also that Y may be realized from a single Brownian motion
with inverse local time τ , by letting uk = τζ1+...+ζk , since from the properties of
the subordinator, τt+s − τt = τs ◦θτt , where (θ)t>0 is the family of shift operators
on C(R+;R).

Proof of Corollary 1. We have since k = u1,

Gαf (x) = Ex

[∫ +∞

0
e−αsf (Xs)ds

]
= Ex

[∫ k

0
e−αsf (Xs)ds

]
+

1
2
Ex[e

−αk](Gαf (0+) +Gαf (0−)).

Using (27) of Appendix A and the fact that up to time k, Y behaves like the
elastic Brownian motion,

Gαf (x) = Ge
αf (x) +

1
2

κ√
2α +κ

e−
√

2αx(Gαf (0+) +Gαf (0−)).

Summing Gαf (0+) with Gαf (0−) in (4), we obtain easily (23).

Proof of Corollary 2. If σ0 = ±1, then the first index N for which σN = ∓1 follows
a geometric distribution of parameter 1/2. Hence, the first time at which the
sign of Y changes is then τξ1+···+ξN . Using for example the Laplace transform of
the exponential distribution, it is easily seen that ζ = ξ1 + · · ·+ξN ∼ exp(λ). For a
family (ζk)k of independent exponential random variables of parameter λ, we
then set sk+1 = sk + τζk ◦θsk , where (θt)t>0 is the family of shift operators.
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5. The thin layer

Let us fix a small parameter ε > 0. Let us consider the process Xε generated by
the divergence form operator Lε = 1

2∇(aε∇ · ) with

aε(x) =

Dε := κε if x ∈ [−ε,ε],
1 otherwise.

The existence of the process Xε is granted for example by the existence and
properties of the fundamental solution associated to Lε [40]. Besides, this process
is the strong solution to (See [25] for example)

Xεt = x+
∫ t

0

√
aε(Xεs )dBs + ηεL

ε
t (X

ε)− ηεL−εt (Xε) with ηε =
1−Dε
1 +Dε

,

where B is a Brownian motion and Lxt (X
ε) is the symmetric local time at x of Xε.

We study the limit of the process Xε. The convergence results used for example
in [25] cannot be applied here, since aε decreases to 0.

Let us recall that π is the natural projection from R onto R where 0+ and 0−
are identified. Let X be a snapping out Brownian motion of parameter 2λ. As
noted in Remark 2, π ◦X is not a Markov process.

Proposition 7. For any t > 0, the distribution Px◦(Xεt )−1 converges to Px◦(π◦Xt)−1.

Remark 9. Since π ◦Xt is not Markov, this property and the tightness of (Xε)t>0
is not sufficient to prove the convergence of Px ◦ (Xε)−1 to Px ◦ (π ◦ X)−1 on
C([0,T ];R).

Remark 10. This result follows from classical results in homogenization theory
(See [36] for example) where the convergence holds in Sobolev spaces. Here, we
consider a direct computational proof for the convergence of the Green kernel
which we need for proving Proposition 9 below.

Proof. We assume that x > 0 and we set µ :=
√

2α for some α > 0. The resolvent
density gεα of Xε has the form, for x > ε,

gεα(x,y) =


Cε(x)e−µy for y > x
Aε(x)e−µy +Bε(x)eµy for y ∈ [ε,x],

Hε(x)eµy/
√
Dε +Eε(x)e−µy/

√
Dε for y ∈ [−ε,ε],

Fε(x)eµy for y < −ε.
By this, we mean that

Ex

[∫ +∞

0
e−αtf (Xεs )ds

]
=

∫
R

gεα(x,y)f (y)dy

18



for any bounded, measurable function f . Or equivalently, gεα(x,y) is the Laplace
transform of pε( · ,x,y), where pε is the density transition function of Xε.

With the conditions

gεα(x,ε+) = gεα(x,ε−), gεα(x,ε−) = gεα(x,ε+),
∇ygεα(x,−ε−) =Dε∇ygεα(x,−ε+), Dε∇ygεα(x,ε−) = ∇ygεα(x,ε+),

∇ygεα(x,x+)−∇ygεα(x,x−) = 2,

we may find an expression for the coefficients Aε, Bε, Cε, Hε and Fε. Let us set

Gε :=
(
2e

4 µε√
Dε
√
Dε + e

4 µε√
DεDε + 2

√
Dε −Dε + e

4 µε√
Dε − 1

)
µ.

Let us note that
Gε = 4

√
Dε(1 +

µ

κ
+ O(Dε))µ

since ε→ 0, Dε→ 0 and Dε/ε = κ. Then using a symbolic computation system,

Aε(x) = −
(
e

4 µε√
DεDε −Dε − e4 µε√

Dε + 1
)
eµ(2ε−x)/Gε −−−−→

ε→0
A0(x) := − e

−µx

κ+µ
,

Bε(x) = B0(x) := −e
−µx

µ
,

Cε(x) = − 2sinh(2ε/
√
Dε)

(
de−µx+2µε − e−µx+2µε + deµx + e−µx

)
e

2µε√
Dε /Gε,

+ 4
√
Dεeµx cosh(2ε/

√
Dε)e

2µε√
Dε /Gε −−−−→

ε→0
C0(x) :=

κeµx

µ(κ+µ)
,

Hε(x) = −2e
µ(3ε+ε

√
Dε−x

√
Dε)√

Dε
(
1 +
√
Dε

)√
Dε/Gε −−−−→

ε→0
H0(x) := − κe−µx

2µ(κ+µ)
,

Eε(x) = −2e
µ(ε+ε

√
Dε−x

√
Dε)√

Dε
(
1−
√
Dε

)√
Dε/Gε −−−−→

ε→0
H0(x),

Fε(x) = −4
√
Dεe

µ(2ε+2ε
√
Dε−x

√
Dε)√

Dε /Gε −−−−→
ε→0

F0(x) :=
−κe−µx
µ(κ+µ)

= −C0(−x).

Let gα be the function

gα(x,y) :=


C0(x)e−µy if y > x,
A0(x)e−µy +B0(x)eµy if y ∈ [0,x],
F0(x)eµy if y < 0.

Thus, we see that
κ
2

(gα(x,0+)− gα(x,0−)) = g ′α(x,0+) = g ′α(x,0−),
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that
(
α − 1

24y
)
gα(x,y) = δy(x) and

gεα(x,y) −−−−→
ε→0

gα(x,y).

Indeed, we recover the resolvent density gα(x,y) of the snapping out Brownian
motion computed in Section C. A similar work may be performed for x = 0+ and
for x 6 0 using symmetry arguments. The convergence of the resolvent implies
the convergence of the density by inverting the Laplace transforms as stated by
the Trotter-Kato theorem (See e.g. [20, Theorem IX.2.16, p. 504]).

We may now investigate the properties of the time k at which the particle
starts “afresh” as a new snapping out Brownian motion on a randomly selected
side. This time k corresponds to the lifetime of an elastic Brownian motion of
parameter 2λ.

As in [8, 25], we introduce Φε(x) as the piecewise linear function defined by

dΦε

dx
(x) =

1/
√
Dε if x ∈ [−ε,ε],

1 otherwise.

Set Y ε = Φε(Xε) so that Y ε is solution to the SDE [8, 25]

Y εt = Φε(x)+Bt+θ
εL
yε
t (Y ε)−θεL−yεt (Y ε) with θε =

1−√Dε
1 +
√
Dε

and yε := Φε(ε) =
√
ε/κ.

The infinitesimal generator of Y ε is 1
24 with a domain which is the closure of

f ∈ C2
b(R\{−yε, yε}) with f (±yε+) = f (±yε−), (1−θε)f ′(yε−) = (1+θε)f ′(yε+) and

(1 +θε)f ′(−yε−) = (1−θε)f ′(−yε+).
Let hε0 = inf { t > 0 Y εt = 0 }, the first hitting time of zero by Y ε, which is also

the first hitting time of zero by Xε.

Proposition 8. Under Px, hε0 converges in distribution to a random variable k whose
Laplace transform is

ψ(x,α) := Ex[exp(−αk)] =
κ

κ+
√

2α
exp(−

√
2αx). (24)

The distribution of k is the one of τζ — the lifetime of the elastic Brownian motion —,
where ζ is an exponential random variable of parameter κ and τt = inf {s > 0 Ls > t }
for the local time L at 0 of the Brownian motion.

Remark 11. Inverting the Laplace transform, the density f of k under P0 is then

f (y) =
κ√
2πy

−κ2 exp
(
κ2y

2

)
Φ(
√
yκ), y > 0.
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Proof. From now, we assume that x > 0. Since the Feynman-Kac formula is still
valid for the process Y ε, ψε(x,α) := Ex[e−αh

ε
0] is solution to

1
24ψε(x,α) = αψε(x,α) for x , yε,
ψε(0,α) = 1,
ψε(yε−,α) = ψε(yε+,α),
(1−θε)∇xψε(yε−,α) = (1 +θε)∇xψε(yε+,α),

Hence, ψε(x,α) is sought as

ψε(x,α) =

γε exp(−√2αx) if x > yε,
cos(
√

2αx) + βε sin(
√

2αx) if x ∈ [0, yε].

After some computations,

βε =
−cos(

√
2αyε) +

√
Dε sin(

√
2αyε)

sin(
√

2αyε) +
√
Dε cos(

√
2αyε)

and
√
εβε ∼ε→0

−√κ
κ+
√

2α
.

Since
γε = e

√
2αyε
√
Dε

(
βε cos(

√
2αyε)− βε sin(

√
2αyε)

)
we have that

γε ∼ε→0
κ

κ+
√

2α
.

Hence, for any x > 0,

ψε(x,α) −−−−→
ε→0

ψ(x,α) :=
κ

κ+
√

2α
e−
√

2αx. (25)

This proves that under Px, h
ε
0 converges to a random variable k whose Laplace

transform is ψ(x,α) under Px. The stopping time hε0 is also the first hitting time
of zero by Xε.

The identification of the distribution of k follows from the the Laplace trans-
form and the computations done in Appendix A.

In [9, § 11], the elastic Brownian motion is constructed as the limit of a
process which either jumps at ε or is killed with probability κ ·ε when it arrives
at 0.

Here, we propose a somehow similar construction, in the sense that we
construct a process Zε which jumps to ±ε when it reaches 0.

Let us consider the process (Xε, (Ft)t>0, (Pkx)x∈R) with lifetime hε0, that is the
process generated by the divergence form operator 1

2∇(aε∇ · ) killed when it
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reaches 0. Once killed, it is placed at ε or −ε with probability 1/2, independently
from the past, and so on, ... Using the piecing out procedure described in
Appendix E, this gives rise to a right-continuous strong Markov process (with
respect to the appropriate filtration) Zε(x) when Xε0 = x.

This process Zε(x) It is then fully characterized by its semi-group and its
resolvent. Besides, as 0 is never reached (when it arrives at 0, the process is
instantaneously replaced at −ε or ε), Zε(x) may be identified with a process
living in R, by setting P0± ◦ (Zε(x))−1 = P±ε ◦ (Zε(x))−1.

Proposition 9. For any x > 0, the process Zε(x) converges in distribution to the
snapping out Brownian motion starting from x.

Proof. Using the properties of the resolvent, for α > 0 and a bounded, measurable
function f ,

Gεαf (x) := Ex

[∫ +∞

0
e−αtf (Xεs )ds

]
= Rεαf (x) +Ex[e

−αhε0]
1
2

(Gεαf (ε) +Gεαf (−ε)) .

with

Rεαf (x) := Ex

∫ hε0

0
e−αtf (Xεs )ds

 .
Hence, using the self-adjointness of Lε so that ψε(x,α) = ψε(−x,α),

Gεαf (x) = Rαε f (x) +
ψε(x,α)

1−ψε(ε,α)
Rαε f (ε) +Rαε f (−ε)

2
.

For the sake of simplicity, we assume that x > 0. Using the symmetry proper-
ties of Lε,

Rεαf (x) =
∫ +∞

0
(gεα(x,y)− gεα(x,−y))f (y)dy.

In the proof of Proposition 2, we have seen that for x,y > 0

gεα(x,y)− gεα(x,−y) −−−−→
ε→0

gα(x,y)− gα(x,−y) = ge
α(x,y),

where ge
α(x,y) is the resolvent of the elastic Brownian motion. Thus, Rαε f (x) −−−−→

ε→0
Ge
αf (x) for any x > 0. It is also easily obtained that

Rαε f (ε) −−−−→
ε→0

Ge
αf (0+) and Rαε f (−ε) −−−−→

ε→0
Ge
αf (0−).

Using (23) and (25), Gεαf (x) −−−−→
ε→0

Gαf (x). The Trotter-Kato theorem (See e.g.

[20, Theorem IX.2.16, p. 504]) and the Markov property imply the convergence
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in finite-dimensional distributions of Zε(x) toX under Px for x > 0. By symmetry,
this could be extended to x 6 0.

The only remaining point of the tightness. When away from [−ε,ε], Xε

behaves like a Brownian motion. Hence, for 0 6 s 6 t 6 T , let us set f(s, t) =
inf {u > s |Xεu | = ε } with possibly f(s, t) = +∞ and l(s, t) = sup {u < t |Xεu | = ε }.
with possibly l(s, t) = −∞.

If f(s, t) > t and l(s, t) 6 s, then for β < 1/2 and almost each ω, there exists a
C(ω) such that |Xεt (ω)−Xεs (ω)| 6 C(ω)(t − s)δ for any 0 6 s 6 t 6 T .

If f(s, t) 6 t and l(s, t) 6 s, then

|Xεt −Xεs | 6 |Xεf(s,t) −Xεs |+ |Xεt −Xεf(s,t)| 6 C(t − s)β + 2ε

since Xεt belongs to [−ε,ε]. A similar analysis could be carried for the other cases,
which means that for some random variable C,

sup
|t−s|<δ

|Xεt −Xεs | 6 Cδβ + 2ε.

This proves that (Zε(x))ε>0 is tight is the space D([0,T ];R) [3] and then on
D([0,T ];R). Hence, we easily deduce the convergence of Zε(x) to the snapping
out Brownian motion in D([0,T ];R).

Now, let eε be the first exit time from [0,2yε] for Y ε.

Proposition 10. The distribution Pyε ◦ (Ly
ε

hε0
(Y ε))−1 converges weakly to the distri-

bution of an exponential random variable of parameter κ, which is the distribution of
Lk for the snapping out Brownian motion under P0+.

Proof. Let us consider excursions of Y ε away from yε. In order to hit zero,
Y ε shall perform a negative excursion with height greater than yε. Under P

ε,
(Y εt∧eε − yε) behaves like a Skew Brownian motion of parameter θε stopped when
it leaves [−yε, yε]. Its symmetric local time is the same of for the Brownian

motion. Hence, using a well-known property of the Brownian motion, Ly
ε

eε (Y ε)
has an exponential distribution of parameter 1/yε (See e.g. [33, I.14] using
the identification between the local time and the supremum of the Brownian
motion).

Still using the properties of the Brownian motion, the probability an excur-
sion is below yε among the excursions away from yε of height greater than yε is
(1−θε)/2 (For this, follow the Itô-McKean construction of the Skew Brownian
motion [18,24]). By the Independence of the excursions, the random number N ε

of such excursions away from yε of height greater yε done by Y ε before reaching
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0 is then geometrically distributed with parameter (1 − θε)/2. Since the local
time is a continuous additive functional, we have that under Py

ε
,

L
yε

hε0

dist=
N ε∑
k=0

ζi

where ζi are independent random variables distributed as Ly
ε

eε (Y ε) ∼ exp(yε). Us-
ing properties of the exponential distribution, we obtain that Lhε0 is exponentially
distributed as an exponential of parameter νε := (1−θε)/2yε so that

νε −−−−→
ε→0

κ.

This proves the result.

6. Simulation of a snapping out Brownian motion

It is easy to simulate a discretized process X in the same way it is easy to simulate
the Brownian motion. It suffices to simulate X(k+1)∆t by using a random variate
with density p(∆t,Xk∆t, · ) to get {Xk∆t}k=0,1,2,.... Using the Gaussian upper bound
on p(t,x,y), when t is small enough, one may use the Gaussian distribution
when X is far enough from 0±, for example when |Xk∆t | > 4

√
∆t (See [26] for a

discussion).
Following Proposition 5, we may use the following algorithm to draw a

random variate with density p(t,x, · ).
We assume that x 6 0. For this, we use a Brownian bridge technique to

check if the process reaches 0− before ∆t. This technique is now standard (see
for example [2] and [26, Sect. B.2] for an example of application and further
references). Let us recall the the inverse Gaussian distribution IG(λ,µ) has
density

r(µ,λ,x) =

√
λ

2πx3 exp
(−λ(x −µ)2

2µ2x

)
.

This distribution is easily simulated using the algorithm given in [6, p. 148]
following a method proposed in [30].

If 0 was reached, then use the explicit representation of the semi-group of
the snapping out Brownian motion, as well as a convenient simulation of the
local time.

Let us assume that x > 0.
• Set y = x+

√
∆tG with G a random variate whose distribution isN (0,1).

• If y > 0, then decide with probability exp(−2xy/∆t) if the path X has
crossed 0.

• If no crossing occurs, then return y.
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• If a crossing occurs, then draw a realization of the first hitting time
z ∼ IG(x/y,x2/2∆t) for a Brownian bridge with B0 = x and B∆t = y.
Then simulate a random variate with density p(t − z,0+, y).

• If y < 0, then draw a realization of the first hitting time z ∼ IG(−x/y,x2/2∆t)
for a Brownian bridge with B0 = x and B∆t = y. Then simulate a random
variate with density p(t − z,0+, y).

Hence, simulating X∆t when X0 = x is given reduces to the simulation of X∆t
when X0 = 0±. Still for the sake of simplicity, we assume that x > 0.

Lemma 2 ([27, 28]). If U ∼ N (0,1) and V ∼ exp(1/2t) are independent random
variables, then

Lt
dist.=

1
2

(U +
√
V +U2).

It is then pretty easy to simulate Xt when X0 = 0+ (change σ into −σ to
simulate Xt when X0 = 0−):

• For three independent random variates H ∼N (0,1) and V ∼ exp(1/2t), set
σ := 1 ifU 6 1/2 orU > 1/2 and exp(−λ(H+

√
V +H2)) 6 2U−1. Otherwise,

set σ := −1.
• Return σ

√
tG where G ∼N (0,1) is independent from U , V and H .

Remark 12. One may simplify this scheme by providing a simple “crossing
probability” p(x), which means that if Xk∆t = x > 0, then X(k+1)∆t = |x + ξ | with
probability 1 − p(x) and X(k+1)∆t = −|x + ξ | with probability p(x), where ξ ∼
N (0,∆t).

Integrating (18), Px[z 6 t] = 2Φ(x/
√
t). Hence, a crossing occurs if z 6 ∆t and

Xt−∆z 6 0. Using (19b) and (21), we have that for x = z
√
t > 0,

Px[Xt 6 0] =
λ
√

2√
π

∫ t

0
r(x,s)

√
t − sds+ O(t)

with r given by (18), and the O(t) depends also on z, which is assumed to be of
order 1. Since ∫ t

0
r(x,s)

√
t − sds = x

√
2π

(
γ(z)
z
−Φ(z)

)
.

With the Mills ratio,
z

z2 + 1
6
Φ(z)
γ(z)

6
1
z
,

the previous quantity is (of course) non-negative and bounded by 1/(z2 + z). This
shows that

Px[X∆t 6 0] = 2λx
(
γ(z)
z
−Φ(z)

)
+ O(∆t) with x = z

√
∆t.

This expression has to be compared with the one of [10].
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A. The elastic Brownian motion

The elastic Brownian motion [9, 15, 18, 19] is the key process to construct a
snapping out Brownian motion. This process is related to the Robin (or third)
boundary problem [15, 31].

Let B be a Brownian motion and (Ft)t>0 be its augmented natural filtration
(See Remark 1). Let L is its symmetric local time whose right-continuous inverse
τ is defined by

τt = inf {s > 0 Ls > t } ,
so that {τs < t} = {Lt > s}. Each τt is a (Ft)t>0-stopping time.

Using the canonical representation of the Brownian motion, we assume that
the probability space is (Ω,F ,P) with Ω = C(R+;R) and F is the Borel set of
C(R+;R). We denote by (θt)t>0 the family of shift operators on Ω.

The local time L is an additive functional, that is Lt+s − Lt = Ls ◦ θt and τ
satisfies τt+s − τt = τs ◦θτt for any s, t > 0 (See [33, p. 264]).

Let us enlarge this probability space as Ω̂ = Ω ×R+, F̂ = F ⊗ Bor(R+) and
extend Px to P̂x on (Ω̂, F̂ ) where the canonical process becomes (ω,k(ω)) with

P̂x[k > t|B] = e−κLt .

Let Pκ be the distribution of an exponential random variable ζ of parameter κ.
As τζ = inf { t > 0 Lt > ζ } and

P
κ[τζ > t] = P

κ[Lt 6 ζ] =
∫ +∞

0
κe−κs1Lt6sds = e−κLt ,

the distribution P̂x may be constructed as the distribution of (B,τζ) under Px ⊗
P
κ.

Because the local time increases only on the closure of { t > 0 Bt = 0 }, Bk = 0.
Let Be be the process with values in C(R+ ∪ {†};R) (where by definition, all

the functions are extended to vanish at †) defined by

Be
t =

|Bt | if t < k,
† if t > 0.

This process, defined by (B,k) on Ω̂, is called the elastic Brownian motion, or
partially reflected Brownian motion. The random variable k is called its lifetime.

Its semi-group is

P e
t f (x) = Ex[f (Be

t )] = Êx[f (|Bt |); t < k] = Ex[f (|Bt |)e−κLt ]
for any bounded measurable function f .

26



Thanks to the fact that the local time is a continuous additive functional, it
can be seen that Be is a Markov process [18, p. 45].

Defining Ge
αf (x) = Ex

[∫ +∞
0

e−αsf (Xs)ds
]

for f ∈ Cb(R+;R), its infinitesimal
generator defined as the differential operator Le satisfying Gα = (α −Le)−1 for
any α > 0 and Dom(Le) = Ge

α(Cb(R+;R)), it may be checked following [18, p. 45]
that

Leu =
1
2
4u and Dom(Le) =

{
u ∈ C2

b(R+;R) u′(0) = κu(0)
}
,

with u′(0) = limε→0 ε
−1(u(ε)−u(0)).

Indeed, being a Feller process, Be is even a strong Markov process since it is
a Feller process with respect to its augmented natural filtration (See e.g. [33, end
of III.22] for a proof relying on a time change. This is also immediate from the
expression of pe given in Proposition 1).

There are several ways to construct and understand the elastic Brownian
motion. In [18, p. 45] and in [33, Exercise III.24.6], the elastic Brownian motion
is constructed using a killing rate depending on the local time. In [19, § 8B,
p· 255], a construction is provided through a time change without local time.
The elastic Brownian motion may also be constructed as a limit of a process
with a jump or an absorption at 0 [9, § 11]. About multi-dimensional extensions,
see [15] for application to physics and biology, and [1, 39] regarding simulation
issues.

B. Laplace transform of the killing time of the elastic Brownian motion

We may compute the Laplace transform of k, the killing time of a elastic Brown-
ian motion. Starting with∫ +∞

0
e−αtγ(t,y)dt =

exp(−√2α|y|)√
2α

, (26)

we get for y > 0,∫ +∞

0
e−αtΘ(t,y)dt =

2λ√
2α

∫ +∞

0
exp(−(2λ+

√
2α)ξ −

√
2αy)dξ =

2λexp(−√2αy)√
2α(2λ+

√
2α)

.

It follows that∫ +∞

0
e−αtθ(t)dt =

∫ +∞

0

2λexp(−√2αy)√
2α(2λ+

√
2α)

dy =
λ

α(2λ+
√

2α)
.

For a bounded, measurable function f ,

Ex[f (|Bt |); t < k] = Ex[e
−κLtf (|Bt |)] = P e

t f (x).
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It follows that

Ex[e
−αk] = 1−αEx

[∫ k

0
e−αt ds

]
= 1−αEx

[∫ +∞

0
e−αt1t<kds

]
= 1−αGα1(x)

with κ = 2λ and

Ge
α1(0) =

∫ +∞

0
e−αtP e

t 1(0)dt and P e
t 1(0) = 1− 2θ(t).

This gives5 the Laplace transform of k as E0+[e−αk] = κ/(
√

2α + κ). Using the
strong Markov property and conditioning with respect to the first hitting time
h0 of zero for the Brownian motion, we get that

Ex[e
−αk] =

κ√
2α +κ

e−
√

2αx, (27)

since E[e−αh0] = e−
√

2αx. We recover (25) of Section 5 and (24) of Proposition 8.

C. Resolvent of the snapping out Brownian motion

The resolventGαf (x) :=
∫ +∞

0
e−αtPtf (x)dtmay be writtenGαf (x) =

∫
R gα(x,y)f (y)dy.

For xy > 0, we have using (26) and Proposition 2

gα(x,y) =
exp(−√2α|x+ y|)√

2α
+

exp(−√2α|x − y|)√
2α

− 2λexp(−√2α(|x|+ |y|))√
2α(2λ+

√
2α)

(28)

while for xy 6 0, we have

gα(x,y) =
2λexp(−√2α(|x|+ |y|))√

2α(2λ+
√

2α)
. (29)

In particular, one could check that for x > 0,

gα(x,0+)− gα(x,0−) =
2e−
√

2αx

2λ+
√

2α

and

∇ygα(x,0+) =
2λe−

√
2αx

2λ+
√

2α
= ∇ygα(x,0−)

so that gα(x, · ) also satisfies the interface condition.

5This may be computed by other means, as one knows that E[exp(−ατt)] = exp(−t√2α).
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D. Resolvent of the elastic Brownian motion

From the proof of Proposition 2, we have that for x,y > 0,

pe(t,x,y) = p(t,x,y)− p(t,x,−y),

where pe(t,x,y) is the density of the elastic Brownian motion with parameter κ =
2λ. We deduce that the density ge

α(x,y) of the resolvent of the elastic Brownian
motion satisfies

ge
α(x,y) = gα(x,y)− gα(x,−y).

Then ge
α(x,y) may be computed using (28)-(29).

An alternative way consists in seeking ge
α(x,y) under the form

ge
α(x,y) =

A(x)e−µy +B(x)eµy for y ∈ [0,x],
C(x)e−µy for y > x

with µ :=
√

2α and the conditions

∇yge
α(x,0) = κge

α(x,0), ge
α(x,x−) = ge

α(x,x+) and ∇yge
α(x,x+)−∇yge

α(x,x−) = 2.

Hence,

A(x) =
µ−κ
µ+κ

e−µx

µ
, B(x) =

e−µx

µ
and C(x) =

eµx

µ
+
µ−κ
µ+κ

e−µx

µ
.

We may then check that both approaches give the same result.

E. Constructing a Markov process by Piecing Out

We present in this Section a result due to N. Ikeda, M. Nagasawa and S. Watan-
abe [17]. See also [29] for similar considerations.

On a probability space (Ω,F ,P), let let ((Xt)t>0, (Ft)t>0, (Px)x∈S) be a right
continuous strong Markov process living in state space S = S ∪ {†} with a death
point † and a lifetime k.

We set Nt := σ (Xs;s 6 t), which is the filtration generated by X. The shift
operator associated to X is denoted by (θt)t>0.

We also consider a family µ defined on Ω×S such that µ(ω, · ) is a probability
measure on S and for any fixed Borel subset A, µ( · ,A) is N∞-measurable. We
assume additionally that µ(ω, dy) = δ†(dy) when k(ω) = 0 and

Px[µ(ω, dy) = µ(θt(ω)ω, dy),t(ω) < k(ω)] = Px[t < k]

for any stopping time t. The family µ, called an instantaneous distribution,
describes the way the process is reborn once killed. The previous condition
states some time homogeneity in the way it does.

29



Let Ω̃ be the space Ω × S and Ω̂ be the product of an infinite, countable,
number of copies of Ω̃. For ω̃ = (ω,y) ∈ Ω̃, we set

x̃(ω̃) =

xt(ω̃) if t < k(ω),
y if t > k(ω).

Then we define X on Ω̂ by

Xt(ω̂) =


xt(ω̃1) if t ∈ [0,k(ω1)),
xt−k(ω1)(ω̃2) if t ∈ [k(ω1),k(ω1) + k(ω2)),
· · ·
† if t > k(ω1) + · · ·kN (ωN )

with ω̂ = (ω̃1, ω̃2, . . . ) ∈ Ω̂, ω̃k = (ωk , y) and N = inf {k > 0 k(ωk) = 0 }.
We also set

s0(ω̂) = 0, sk(ω̂) =
∑
j6k

k(ωi) and ŝ(ω̂) =
∑

06j6N

k(ωi),

when N is as above.
We restrict the process to

Ω̂0 = {ω̂ t 7→ Xt(ω̂) is right-continuous } ,
which is a set of full measure under P̂x which is the unique probability measure
defined by

P̂x[dω̃1, . . . , dω̃n] = Px[dω1]µ(ω1, dx1)Px1[dω2]µ(ω1, dx2) · · ·Pxn[dω2]µ(ωn, dxn).

Here, the points xi ’s denote the positions at which the process is reborn.
In order to define an appropriate filtration, we need the following notion:

ω̂ and ω̂′ are Rt-equivalent, which is denoted by ω̂ ∼Rt ω̂′ when Xs(ω̂) = Xs(ω̂′)
for s 6 t and t ∈ [sk(ω̂′),sk+1(ω̂′)) as well as sj(ω̂) = sj(ω̂′) for j 6 k when t ∈
[sk(ω̂),sk+1(ω̂)).

In order to define a filtration, set first

B̂ =
+∞⊗
j=1

Fj ∩ Ω̂0,

where the Fj ’s are copies ofN∞ ⊗Bor(S), Bor(S) begin the Borel σ -algebra asso-
ciated to S.
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Finally, we set

B̂t =
{
A A ∈ B̂ and ω̂ ∈ A =⇒ ω̂′ ∈ A when ω̂′ ∼Rt ω̂

}
Hence B̂t is a σ -algebra of Ω̂0 andNt ∩ Ω̂0 ⊂ B̂t.

It is important to note that sk is not necessarily a stopping time in the
filtration (Nt)t>0 but is one in (B̂t)t>0.

Theorem 1 ([17]). Using the above defined notations, (X, (B̂t)t>0, k̂, (P̂x)x∈S) is a
strong Markov process on S with P†[Xt = †, ∀t > 0] = 1.
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