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Abstract gen, one of the most effective trace compressor existing [5].
The second method is a lossy compression method that exploits
Trace-driven simulation is potentially much faster thanexecution phases [26]. It makes traces significantly more com-
cycle-accurate simulation. However, one drawback is the largpact while keeping the memory-locality characteristics of the
amount of sttagethat may be necessary to store traces. Traceriginal trace. We have combined these two methods in a trace
compression techniques are useful for decreasing thegto compressor called ATCAddress Trace Compres3ofThe pa-
space requirement. But the compression ratio of existing traqeer is organized as follows. We explain our motivation in Sec-
compressors is limited because they implement lossless caien 2. Related work is mentioned in Section 3. We describe the
pression. We propose two new methods for compressing cachessless compression method in Section 4 and the lossy one in
filtered address traces. The first method, bytesort, is a lossleSgction 5, providing some experimental evaluation results. The
compression method that achieves high compression ratios &1 C compressor is described in Section 6. Finally, Section 7
cache-filtered address traces. The second method is a lossy oocencludes this study.
based on the concept of phase. We have combined these two
methods in a trace compressor called ATC. Our experimentagl  \otivation
results show that ATC gives high compression ratio while keep-

ing the memory-locality characteristics of the original trace. Our goal with the ATC compressor is to be able to gener-

ate very compact address traces so that it is possible to cap-
) ture the memory behavior of applications when executed to
1 Introduction completion. Existing lossless compressors, like TCgen [3],
give high compression ratios on structured traces. However,
Research in computer architecture is generally based on uke compression ratio they achieve is limited by the constraint
ing performance simulators. Detailed cycle-accurate simulaf being lossless. In practice, this means we can store traces
tion is, by definition, the most accurate simulation methodonly for some parts of the execution. This may be sufficient
However, cycle-accurate simulation is generally very slowfor understanding the “microscopic” interactions between the
With the increase of the number of cores in multicore procesapplication and the microarchitecture (e.g., branch mispredic-
sors, approximate simulation methods become necessary twns, level-1 cache misses, etc.). However, understanding the
being able to explore the design space efficiently [6, 7, 9, 10macroscopic” memory behavior of an application necessitates
12]. Trace-driven simulation is an important tool in the simudong traces that may take a huge storage space. The traces that
lation toolbox. There are several reasons why one may walTC takes as input have the simplest format that an address
to use traces, like simplicity, speed, memory efficiency, and rd@race can have : they are just sequences of 64-bit values. We
peatability. However, traces can take a huge amount of storagarget cache-filtered address traces, i.e., traces consisting of the
Itis possible to generate traces on-the-fly to avoid storing themsache block addresses that are generated after filtering by one
but then we may lose some of the advantages of trace-driven more cache levels. In this study we assume 64-byte cache
simulation. Therefore, trace compression techniques are udgecks, hence we work with block addresses whose 6 most sig-
ful for decreasing the storage space consumed by traces or fuficant bits are null. These bits may be used to store some ex-
allowing to store longer traces. We propose two new methodsa information, e.g., whether the address corresponds to a de-
for compressing cache-filtered address traces. The first methadand miss or a write-back. Combined with some other simula-
bytesortis a reversible transformation that makes lossless corntion tools (e.g., cycle accurate simulators, SimPoint [28], etc.),
pression more effective. We show that, on cache-filtered adache-filtered address traces can be used to simulate a multi-
dress traces, bytesort yields higher compression ratios than T€@re memory hierarchy, including main memory. Traces may



be collected by multiple methods, e.g., by external hardwangosed by Shannon, the predictor is able to predict the next
probes, by simulation, by code annotation, etc. [32]. When theymbol as many times as necessary until the prediction is cor-
trace is obtained by software means, the information consistect. The original symbol is replaced with the number of tries
ing of the program code and the input data may be viewed dkat were necessary to guess the symbol correctly. The VPC
a compressed form of the trace. For example, for a trace cofamily of compressors is based on a similar idea [4]. These
sisting of all addresses and data values generated by a programmpressors work on traces of records whose fields are mem-
the program code and the input data may be the most efficieaty addresses or data values. The predictor consists of several
representation of the trace, both in terms of compression ratgub-predictors, e.g., last-value predictor, stride predictor, etc. If
and decompression speed. The téracte compressiogener- one of the sub-predictors is correct, the input data is replaced
ally refers to the case where we collect some information genvith the identifier of one of the correct sub-predictors, other-
erated by a tracing tool and we want to store this informatiowise a special code is output, followed by the original data.
in a form that is as compact as possible. Trace compressidime TCgentool generates automatically VPC-like compressors
is useful if decompressing the trace is faster than replaying tHeom a user-specified trace format [5, 31]. It was shown that
tracing tool. This is the case for a cache-filtered address tratiee compressors generated by TCgen have a very high com-
because it is generally faster to decompress the trace, whiphession ratio [5, 16]. Another predictor-based compressor was
represents infrequent events (cache misses), than to replay fireposed by Barr and Asanovi¢ but specialized for control-flow
trace collector. traces [2]. The compression method proposed by Marathe et
al. targets trace records consisting of one instruction address
and one data address [15]. The sequence of instruction ad-
dresses is compressed with Bequiturcompression algorithm
[18]. The sequence of data addresses is compressed by trying
Trace compression methods can be either lossless or losty.identify regular accesses that fit thewer regular section
Several lossless trace compression methods have been pi#gscriptormodel (typically, accesses generated in loop nests).
posed. It is possible to use general-purpose compression utilihis method was compared with VPC3 on the SPEC2000 FP
ties like gzip or bzip2 but they are not optimal. Higher com- benchmarks, that are highly regular. It achieves very high com-
pression ratios can be obtained by specializing the compreRression ratios on traces whose compression ratio with VPC3
sor. TheMachelossless compression method targets labelei§ already high. But itis less effective than VPC3 on traces that
address traces [23]. It consists in applying a reversible trangre harder to compress. Overall, traces compressed with VPC3
formation to the original trace such that the transformed traceccupy less storage space [15].
can be compressed more easily by a general-purpose compresThere exists very few published studies on lossy trace com-
sor. Basically, the original trace is transformed by replacingression. * Lossy trace compression is analogous to image
the full address with the difference between the address amdmpression : the basic idea is to remove some details while
the previous address having the same label. This transformieeeping the important information. The definition of what con-
tion, which exploits spatial locality, reveals some patterns thatitutes important information depends on what we want to do
were hidden in the original trace. A similar idea was usedvith the trace. Hence lossy trace compression requires that the
by Johnson and Ha [8]. Luo and John used a method simitsser of the compressed trace be aware of how the trace was
lar to Mache combined with the idea of maintaining dynami- compressed. Filtering with a cache is a simple and effective
cally a cache of frequently occurring trace records and replagvay to compress an address trace [22, 29]. The original ad-
ing these records with their index in the cache, which can béress trace is transformed into a cache-filtered trace consisting
coded with fewer bits [14]. Pleszkun proposed a lossless coronly of the addresses that miss in the cache. This is the kind
pression method for traces consisting of instructions and datd trace that our ATC compressor takes as input. More compli-
addresses. A high compression ratio was obtained by using aated forms of filtering have been proposed, li#ecking[1],
ad hoc trace format exploiting spatial locality and repetitions invhich exploits spatial locality. Phase analysis [11, 25] has been
the branch outcomes and data address strides associated withposed primarily as a way to extrapolate a global metric (e.g.,
particular instructions [21]. The SBC compression method prahe IPC) from a few short simulation samples.
posed by Milenkovi¢ and Milenkovi¢ is akin to that proposed
by Pleszkun but is implemented differently [16]. In particu- .
lar, SBC is a single-pass method. In 1951, Shannon describ@d LOSSless compression
how a sequence of symbols can be compressed by having two

predictors that behave identically, one for coding and one for s section describes tingtesorreversible transformation

decoding [24]. In the first method proposed by Shannon, thﬁwat makes lossless compression more effective.
predictor gives a single prediction for the next symbol. If the

prediction is correct, the symbol is replaced with the informar LAnalytical modeling may be viewed as an extreme form of compression.

tion that the' prediCtio_n was correct. If the prediction is Wrongygwever, the memory behavior of applications is notoriously difficult to model
the symbol is transmitted normally. In the second method pramnalytically but on simple cases.

3 Related work




original trace 1st byte colum 2nd byte colum  3rd byte colum

sorted sorted sorted typedef unsigned long long IntVal;

#define LL (sizeof(IntVal))

static int jb[256];
00 00 00 00 00 00 00 00 O
00 00 00 40 00 FF 00 00 0 void unshufflebytes (struct atc *p, bblock *bb, IntVal
00 40 00 80 00 FF 00 00 O all)
00 00 01 C0 00 FF 00 00 O
00 80 00 00 00 FF 00 00 O int.i;
00 00 02 40 00 FF 00 00 0 unsigned char c;
00 C000 80 00 FF 00 00 O for (i=0; i<256; i++) {
00 00 03 €000 FF 00 00 O bb—>hb[i] = 0;
01 00 00 00 00 FF 00 00 0 for (1=0; i<p—>nb: i++) {
00 00 04 00 01 00 01 00 O c = (a[i] > ((LL—1)%8)) & 255;
01 40 00 00 02 00 00 40 0 bb—>b[i] = c;
00 00 05 00 03 00 01400 bb—>hb[c]++; // compute thehistogram
01 80 00 00 04 00 00 80 O
00 00 06 00 05 00 01800 }
01 CO00 00 06 00 00 COQ O
00 00 07 00 07 00 01 COO void sort.bytes(struct atc *p, bblock xbb, IntVal a[],
IntvVal aal])
block 1 block 2 block 3 block 4 {

int i;
unsigned char c;

Figure 1: Example of bytesort transformation on a sequence of sixteer ib[0] = 0:

32-bit addresses. for (i=1; i<256; i++) {
jb[i] = jb[i —1] + bb>hb[i—1];
4.1 The bytesort transformation %or (i=0; i<p—=>nb; i++) {
c = (a[i] > ((LL—1)*8)) & 255;
aa[jb[c]] = ali] << 8;

Bytesort is a reversible transformation that takes as input a y ibfel++;
finite sequence of 64-bit addresses. It can be applied to any
sequence of 64-bit values, but it is intended for compressing void outputbytesortedblocks (struct atc »p)
cache-filtered address traces, on which it achieves high com ¢
pression ratios. Bytesort itself does not make the trace more i’ét”i“r?, most significant toleast significant bytes
compact, but it exposes existing regularities in a way that is| unshufflebytes (p,&p=>bb[0],p=>a[0]):
easier to exploit by existing byte-level compressors bijzép outputblock (p,&p=>bb[0]);
of bzip2 Bytesort is based on the observation that an address 'f)0_r>X(i_:2; i<lL; i++) {
sequence is easier to compress with a byte-level compressor ~ sort-bytes(p.&p>bb[i—1].p>a[p>x].p>a[p>x"1]);

-

. . =1,
if the bytes araunshuffled. That is, for a sequence @¥ 8- ’;1>sxhuffle_bytes(p,&&>pb[i],pf>a[rk>x]);
byte addresses, we output eight blocks\otbytes each : the y outputblock (p,&p—=>bb[i]);

first block consists of the first byte of each address in sequence
order, the second block consists of the second byte of each ad-
dress in sequence order, and so on. For example, consider the_ )

sequence oV = 256 addresses F200,F201,F202,...,F2FF (in F9ure 2: Excerpt from the ATC program (C language) imple-

hexadecimal). If these addresses are represented as 16-bit in-mentlng the bytesort transformation

tegers in big-endian format, the corresponding byte sequengs,, -yq a100 F202,F203,A101,F204,F205,A102,... F2FE
is F2,00,F2,01,F2,02,...,F2,FF. There is some regularity COMy e A 17 Byte unshuffling gives F2,F2,A1,F2,F2,AL,...,F2

ing from the fact that every other byte has value F2. But bel-:2 Ai|00 Oi 00.02.03.01.... FE.FF 7|:, T,he , fir,st ,blo7(.:.|.<, O,f
cause of the interleaving, a byte-level compressor (g 192 bytes exhibits a periodic pattern that good byte-level

may not be able to e>_<p|oit the pattern. The byte_ sequence %mpressors can exploit. However the second block looks
easier to compress with a byte-level compressor if we unshu Jore irregular. To expose more regularity in the second

fle the bytes by outputting first the 256 high-order bytes an lock, we sort the addresses according to their high-order
then the_ 256 Iovx_/-order bytes (F2,F2,...|,(191201_,...,FF).Byte- byte before outputting the second block. After sorting
unshuffling requires to buffer th& addresses in memory be- : .

according to the high-order byte, the address sequence

?’r_‘f Ogtp”gt”f‘rg thfeBb'og'gs't For "(’j”g addtrestsﬂt]rac‘?sﬁt"gf’ ulfeb%comes A100,A101,...,A17F,F200,F201,F202,... F2FF
Inite size butler ofi> > bytes, and we outputthe eig OCXSand  the  unshuffled  low-order byte  block is

every B addresses. Byte-unshuffling is very effective. It S€eMJy 51 7E00.01.02. FF. Overall the transformed trace
to be an obvious transformation for compressing address trac%s,i:2 F2 Al’ FZ’ FZ’ A1 F'2 F2,A00 bl 7E00.0102.. FF

yetwe did not find any referenc_e toitin the literature. The second block is now more regular because the sequence
~ Bytesort uses byte-unshuffling, but it reorders the bytegy g1 7F repeats twice. Moreover, the transformation is
in a way which is reversible and which exposes evepersihle because the sorting method is stable. By computing

more regularity than byte-unshuffling alone.  For ex+ne nistogram of byte values in the first block, we know that
ample, consider the sequence of 384 16-bit addresses :




| trace | bz2 | us | tcg | bsl | bslO| tation tool [13, 20]. The instruction set architecture is x86-64.

400.perlbench | 3.95 | 4.41 | 3.09| 3.06 | 2.61 Our benchmarks are a subset of the SPEC CPU2006. We in-
401.bzip2 12.08| 11.50| 7.89| 11.22| 8.71 strumented all basic blocks and all instructions accessing mem-
403.gcc 542 | 422 | 339| 238 | 2.07 ory. The filtering is done with a level-1 instruction cache and a
410.lwaves 13.01| 157 | 456| 0.20 | 0.17 level-1 data cache. Both caches have a capacity of 32 Kbytes
429.mcf 1556 | 1068 3.17| 7.81 | 5.07 and are 4-way set-associative with a LRU (least-recently-used)
433.milc 9.77 | 1.45 | 586| 0.15 | 0.13 replacement policy. Cache blocks are 64-byte long. The fil-
434.zeusmp 918 | 334 213) 091 ) 084 tered address sequence contains missing instruction and data
jji'g;(’n%acs ;'% 171'9;0 ?g? 2'5? 2'31‘ block addresses in sequential order. For the results in this sec-
: : - - : - tion, we used only the first 100 millions filtered addresses from
445.gobmk 701 | 857 | 535| 520 | 4.44 . . -~
727 dealll 386 1 520 T1571 129 | 118 each benchmark. That is, the trac_e length is 100 millions and
250.s0piex 1008 481 [ 3141 233 | 187 each unco_mpressed trace has asize of 800 millions byt(_as. For
453 povray 029 | 014 | 006 0.10 | 0.06 compressing traces, we use tlrngcompressor after having
256 hmmer 230 | 510 | 1.681 1.30 | 119 applied the bytesort transformation. We measure for each com-
458 sjeng 809 | 14111 803| 873 | 824 pressed trace the average number of bits per addB#s)(
462.libquantum| 4.72 | 0.45 | 0.64| 0.06 | 0.05 The smaller the BPA, the higher the compression ratio. We also
464.n264ref 1031] 382 | 2.10] 215 | 1.66 provide the arithmetic mean of the BPA over all traces. The
470.Ibm 12.69| 1.00 | 0.01| 0.58 | 0.43 mean BPA, multiplied by the number of traces and by 100 mil-
471.omnetpp 8.35 | 3.05 | 1.45| 0.90 | 0.47 lions, gives the total storage space occupied by the compressed
473.astar 10.82| 853 | 7.54| 4.22 | 411 traces. For bytesort, the BPA depends on the buffer size. A
482.sphinx3 16.02| 5.01 | 2.33| 2.48 | 1.69 bigger buffer means that we work with bigger blocks, where
483.xalancbmk| 6.91 | 3.76 | 2.01| 2.67 | 1.67 long-term regularity can be exposed. Hence a bigger buffer
| arith. mean [ 8.63 | 5.34 | 3.56| 3.27 [ 2.65 | yields a higher compression ratio. We measured the BPA with a

buffer of B = 1 million addresses ("small bytesort”) and with a
Ta_b_le 1: Bits per address (smaller is bette_r). Each trace represents Hfifer of B = 10 millions addresses ("big bytesort”). We com-
millions addresses. The second column is for bZIpZ albrza( The pared bytesort with a VPC-like Compressor/decompressor gen-
third column is for byte-unshuffling/bzip2i9. The fourth columnis  arated with TCgen [3, 31]. We have chosen a VPC-like com-
';‘Z)rlnggizrcg;?ep;f;gi;?r\:ﬁtﬁizb'\gf?z:f; Oj Tfn'}?g?])gzreezfézs pressor/decompressor that matches approximately the amount
(bs]). The sixth column is for bytesort/bzip2 with a buffer Bf= 10 of memor_yusgd by th_e big byt(?sort. We. used Ehe fo_llowmg_TC—
millions addresses610. gen specification 0-Bit Header; 64-BitField 1 =L1=1,L2 =

1048576: DFCM3[2], FCM3[3], FCM2[3], FCM1]3]; ID =
fideld 1; Compressor ='bzip2 -c -z -9'; Decompressor = 'bzip2

the first 128 bytes in the second block are associated with t A
This compressor/decompressor uses 232 Mbytes of

high-order byte value Al and the last 256 bytes are associated 5 -
with the high-order byte value F2. Figure 1 shows anothef€mory.
example of applying the bytesort transformation on a sequence Table 1 gives the number of bits per address (BPA) for the
of 32-bit addresses. Because the sorting method is stabf@mpressed traces. The second column is for bzip2 alone, and
the order between addresses having the same high-order bi#g third column s for byte-shuffling combined with bzip2. Ina
is preserved after the high-order bytes have been sortedajority of cases, byte-unshuffling improves compression sig-
Consequently, after successive sorts, addresses belongingntécantly compared with using bzip2 alone. Overall, the traces
the same memory region are progressively grouped togeth&n which we have applied byte-unshuffling occupy 38% less
The access patterns inside a memory region are often vef§sk space than the traces compressed with bzip2 alone. The
similar to those in some other regions. This is the kind offaces compressed with TCgen occupy 33% less disk space than
regularity that the bytesort transformation reveals. the traces compressed with byte-unshuffling. The big bytesort
Figure 2 shows an excerpt from the ATC program imple9ives the highest glpbal compression rgtlo, saving 25% of disk
menting the bytesort transformation. It should be noted that th&Pace compared with TCgen, while using the same amount of
time and space complexity of bytesort is linear with the buffeemory. The small bytesortis less effective than the big byte-
size B. The inverse transformation (not shown) is straightforSOrt- Still, it saves about 8% of disk space compared with TC-
ward and, like the forward transformation, is linear in space an@l€", despite using 10 times less memory.
time.

Decompression speed. We measured the total time to de-
compress the 22 traces of Table 1 (2.2 billions addresses). All
measurement were done on a Dell Precision 360 workstation
To evaluate the bytesort transformation, we generated sorfeaturing 1 Gbyte of memory and a 3 Ghz Pentium 4 with a 1
cache-filtered address traces using the Pin dynamic instruméevibyte cache. The compressed traces were stored on the local

4.2 Experimental evaluation



| | TCgen | bytesort 1M | bytesort 10M |  of choosing a “good” value fo is actually more problematic,

total time (sec) 1202 856 948 and we had to solve a particular problem, which is as follows.
bzip2 contrib. (sec)| 589 545 615 For online address trace compression, there is little choice but
addr/secondX10°%) | 1.83 2.57 2.32 to choose an arbitrary value fér However, on the previous ex-

) o ample, a problem arises if we chodséoo small. For example,
Table 2: Decompression of the 22 traces on a Dell Precision 360 wollt s assume we chooge— N/2. All intervals look similar
station. to the first interval. But the compressed trdgel;, I, - - - , I

is fundamentally different from the original trace : the origi-

I .
disk apd the output (.)f decompressors was re'dmfcted to ”H%u trace hasV distinct addresses while the compressed trace
null device. We compiled all decompressors with "gcc -O3 has only aboub.4 x N. If we dimension the cache on the ba-

R_esults are given n Tabl_e 2. Overall, the small bytesortand t fs of what the compressed trace tells us, we will be misled in
big bytesort are respect|vely_40% and 26.% faster than TCge{?ﬂnking that a cache witlv/2 tags is sufficient to have a hit
We also measured the contribution of bzip2 to the decompreﬁétio close to 100%. In the remaining of this study, we refer

sion time and found that bzip2 contributes about 50% of thr[ao this problem as theyopic intervalproblem. To avoid the
decompression time for TCgen and almost 65% for bytesort. myopic interval problem, the interval lengthshould be taken

as large as possible. But however lafyethe problem may
5 Lossy compression still occur. On the other hand, large intervals may yield poor
compression ratios on traces that are unstable. We propose a

Even with a very effective lossless compression methoxg‘ethc’d to lessen the myopic-interval problem. This method is

some address traces are inherently difficult to compress, e. he basic id Ve th o | oroblem is th
because the address sequence looks random. To make th_?sg € basic idea to solve the myopic interval problem is that,
f two intervals A and B have similar temporal structures but

traces significantly more compact, some form of lossy com i
cess different sets of memory addresses, we camuse

pression is necessary. For an image, lossy compression is AL

ceptable provided the compressed image looks like the origil!itate 5 provided we transform the addressesiafo that they

nal image. This is achieved by removing the details that th atch those _OB' Sorte_d byte-histograms, WhiCh we define in
eye cannot see or that the brain ignores. For an address 3¢ next section, permit detecting when two intervaland B
quence, the “eye” through which we look at the sequence are likely to have similar temporal structures and provide a way
not clea,rly defined. It depends on what we want to do witti© transform addresses dfso as to imitate the spatiotemporal

the trace. For the purpose of architecture performance evalgtructure ofB.

ation, it is important to preserve the sequence length (i.e., the )

number of addresses in the sequence) and the miss ratios fod ~ Sorted byte-histograms

various cache configurations. For example, consider a loop

accessing an array in a completely random fashion. The ad- Letus consider an interval @ consecutive 64-bit addresses
dresses appear to be drawn randomly from a sé{ afistinct  A(k) with k € [1, L]. Each addresd (k) is coded with eight
addresses. Yet, the performance of this loop is quite stable @fytesb[j](k) € [0, 255] :

the cache is able to hol@ < N tags, the hit ratio is approx-

ased orsorted byte-histograms

imately equal ta”'/N). If we partition the trace into intervals U . S
I; consisting ofZ consecutive addresses each, ardig much A(k) = Z bj] (k) x 277
larger thanVV, all intervals look alike and a single interval can 3=0

be used to characterize the whole trace. In other words, w&fe define théoyte-histogramss follows :
replace the original tracé,, I, Is, - - - , I}, with a compressed

tracely, Iy, I1,- - - , I;. The new trace is more compact because

we can represent the trace as a sequence of interval IDs. How-
ever, there are two questions to answer : how to detect that two
intervals resemble each other, and how to choose the interval
length L ? There are several possible ways to detect that twgnere

intervals look alike. For instance, we may use previously pro-

posed phase analysis methods [11, 25]. However, these meth- 5:(z) = { 1 ifr=31

L
for j € [0,7] andi € [0,255], h[j](i) = Zéi(b[j](k))
k=1

ods are generally implemented offline, and we are looking for 0 ifaxsti

a method that is simple enough to be done online so that the ] )

trace can be compressed with a single pass. Some online phi&ther words, the byte-histogram valg](i) is the number
analysis methods have been proposed [19, 27]. We describeJhaddresses in the interval whose byte of orges equal toi
Section 5.1 a method that is geared to our goals. The questigiPte thatd =, h[j](i) = L). For a givenj, the sorted byte-
histogramh/[j] is obtained fronk[j] by sorting the 256 values

2Disk accesses contribute little to the total decompression time. h[j](%) in decreasing order. That is,




| trace [ lossless] lossy | trace | lossless| lossy |

R'[5](2) = h[j](pls] (7)) 1) 400 [ 5.08 [ 0.70 401 11.37 [ 0.81
- . . . 403 1.39 1.09 410 0.19 0.04
wherep|j] is the unique permutation @, 255] such that/i; < 229 | 557 | 1.02 233 016 | 0.06
iz, h[j](ia) 2 M'[j](i2) @ndViy < iz, h[j](ir) = hlj](iz) = 434 | 098 [ 034 435 827 | 141
plil(i1) < pljl(é2). In practice, the permutatiop(j] is ob- 244 | 614 | 2.26 445 518 | 2.17
tained by a stable sort algorithm (e.g., merge-sort). In particu- [~ 247 151 | 1.30 450 420 | 0.97
lar, p[4](0) is the most frequent byte value of orgeiWe define 453 022 | 0.02 456 152 0.08
the distance between two intervals from the same trace as fol-[ 458 9.45 | 1.08 462 0.03 | 0.004
lows. Let A and B be two intervals of lengtii. Interval A is 464 2.17 | 0.26 470 0.64 0.01
characterized by 8 sorted byte-histogramg;] and intervalB 471 1.08 | 0.37 473 3.70 0.86
is characterized by 8 sorted byte-histogramg;j]. We define 482 254 | 0.08 483 3.07 | 0.97
the distanceD(A, B) between intervalgt andB as | | | | arith. mean] 3.39 | 0.72 ]
D(A, B) = max d(h/y[j], Kp[j]) (2) Table 3: Bits per address for lossless vs. lossy compression. Each
J3€[0,7] trace represents 1 billion addresses. The lossless compressor is byte-

where the distancé(h 4, hz) between two histogranis, and sort with a buffer size of 1 million addresses. The interval length
hp is defined as ’ for lossy compression ié, = 10 millions addresses, the threshold

ise=0.1.
1 255
d(ha,hp) = 7 Z“‘A(i) — hp(i)] becausel(h 4[0], hp[0]) = 0. As for bytes of order 1, we trans-
i=0 late them becausé(h 4[1], hp[l]) = 2. That is, we replace

Note that we have < d(h.4, hg) < 2and0 < D(A, B) < 2. byte F'2 with ¢[1](F2) = F'3. Notice that, on this example, the

We say that intervalgl andB look like each otheis the dis- imitation is perfect. In general, this is not always the case.
tanceD(A, B) between them is less than a certain fixed thresh-

old €. To solve the myopic interval problem, when we find thatRémark. - The method relies on the assumption that if two in-
interval B looks like a previous interval, we record the infor-  tervals from thesametrace have similar sorted byte-histograms,

mation that4 can be used to imitat®, but we also record a they have the same temporal structure. Of course, there is no

byte translatiort[j] which is defined as follows : guarantee that this is necessarily the case. Nevertheless, our
experimental results in Section 5.3 show that, in practice, this
Vi € [0,255), t[j](palj](i)) = pslj](i) is true with a high probability. As permutationg] map each

] . unique address of interval to a unique address, the temporal
wherep[j] andpp[;] are the permutations obtained by sort-styycture ofA is preserved by the byte translation. Moreover,
ing the histograms (cf. equation (1)). Note thgl itself is  he translatedt has a spatiotemporal resemblance withas
a permutation of0, 255]. When usingA to imitate B, we re- it has similar sorted byte-histograms. Nevertheless, the process
place each byté[j](k) of A with the bytet[;](b[j](k)), but  of replacingB with a transformed! is approximate, and some
only if the distanced(h.4|;], h[j]) between thenon-sorted gistortion may be introduced. Even when there exists an ex-
histogramsh 4[j] and h(j] is greater than the threshold ¢t one-to-one relation between addresses and those of3,

That is, we translate bytes only for values pffor which  pyte translation does not necessarily transfetimto an exact
this is necessary. It should be noted that the most frequeggpy of B. Using a stable sorting algorithm and limiting the

byte of order; in interval A is replaced with the most fre- pyte translations to values gffor which this is necessary is a
quent byte of ordey in interval B. As an example, con- gy to minimize distortions.

sider the intervald of length L = 256 consisting of addresses
F200, F'201, F202,-- - , F2F'F and the intervalB Consisting 5.2 Lossy Compression scheme
of addresse$'300, F301, 302, - - - , F3FF. We have

Our lossy compression scheme uses online phase classifica-
tion [19, 27]. The compressed trace consists of a sehohks

pall] = (£2,0,1,2,--- , F1, F3,F4,.-- , FF) and arinterval trace A chunkis an interval of the original trace

pp[l] = (¥£3,0,1,2,--- ,F1,F2,F4,--- |FF) that we compress with a lossless compression scheme. In this
t[1]=(0,1,2,--- ,F1,F3,F2,F4,--- ,FF) study, all chunks are compressed with the bytesort method de-
scribed in Section 4, using a buffer size of 1 million addresses.
As n4[1] = R[] = (256,0,0,---,0), we have The interval trace is compressed with bzip2. Each time we

d(h'4[1], W'z[1]) = 0. As for the least-significant byte, we havecreate a chunk, we record an entry for it irhstogram ta-

h4[0](#) = hp[0](¢) = 1 henced(R’4[0], h'’3[0]) = 0. Conse- blein memory, where we store the histograms for that chunk.
quently, D(A, B) = 0 and we find thaf3 looks like A. When When the table is full, we evict the entry belonging to the oldest
using A to imitate B, we leave the bytes of order 0 unchangedchunk. We always create a chunk for the first interval in a trace.
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Figure 3: Cache miss ratio for exact and approximate traces as a function of the cache associativity and for a number of cache sets between 2
and 512k (LRU replacement policy).
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Figure 4: Impact of disabling byte translation on trace 470 for 256k
cache sets.
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At the end of the first interval, we compute the histograms for =

the interval and we store them in the histogram table. Thenwe |, |
compute the histograms for the second interval and we compute| ., |
the distance between intervals 1 and 2 using formula (2). If the 40% |
distance is greater than the threshold, we create a chunk for the| 0 |
second interval and we store the histograms of the second in-|  20% |
terval in the histogram table. Otherwise, if the distance isless | 1%
than the threshold, we do not create a chunk. We only record in 0%
the interval trace the fact that interval 1 can be used to imitate
interval 2, along with the byte translatiot|g] (translations are
completely described witR x 256 bytes). Then we compute
the distance between the third interval and the previous chunksigure 5: Simulation of a C/DC address predictor. Percentage of non-
And so on. When several chunks match the currentinterval, weedicted, correctly predicted and mispredicted addresses for the exact
imitate the interval using the chunk having the smallest dis¥aces and for the lossy-compressed ones.

tance with the interval. The fewer chunks are created, the more

compact the trace. Most traces have a stable behavior, andeagth for lossy compression is 10 millions addresses (a trace
relatively small number of chunks is often sufficient to reprefepresents 100 intervals) and the threshold is- 0.1. The

sent the whole trace. For these traces, the compression ragi@mpression ratio achieved with lossy compression depends on
increases with time : chunks are created for the first interval$e trace length and on the trace characteristics. For example,
then chunks are reused when there are enough of them to ithe compression ratio on traces 403.gcc and 447.dealll is smalll
itate most subsequent intervals. The choice of the thresholddoecause these traces are unstable, so the distance between in-
has an impact on the compression ratio and the compressitgivals is generally greater than the threshold. Figure 3 shows
quality. If € is too small, we obtain a low compression ratio.the cache miss ratio as a function of the cache associativity and
If € it is too high, the compressed trace may not accurately réor different number of cache sets. The replacement policy is
flect the original trace. We found experimentally that 0.1  LRU. In practice, the miss ratio of the approximate trace is gen-
provides high compression ratios while preserving the memo§rally very close to the exact value. Even when there is some
locality information contained in the original trace. distortion (e.g., traces 410 and 482), the shape of the miss ratio
curves is preserved. To stress the importance of byte transla-
tion, Figure 4 shows the impact of disabling it on trace 470. As
can be seen, disabling byte translation introduces a large dis-
tortion. The cache size that is necessary to remove capacity

The experimental set-up is the same as described in Sectigfisses looks twice smaller with the approximate trace than it is
4.2. Each exact trace contains 1 billion addresses that Wekereality.

compressed with bytesort. Approximate traces are generated

from the exact traces. Then we use exact and approximate We also simulated an address predictor based on the C/DC
traces to simulate a set of cache configurations, and we comrefetcher [17]. Our predictor assumes 64-Kbyte CZones, a
pare the cache miss ratios. We used@meetahcache simu- 256-entry index table, a 256-entry global history buffer, and a
lator [30] to simulate a set-associative cache, varying the nun2-delta correlation key. For each address, the predictor tries to
ber of cache sets and the associativity. Table 3 gives the bjpsedict the next address in the same CZone. If there is no match
per address for lossy vs. lossless compression. The interfal the correlation key, the next address in the CZone will not

70%

Oincorrect
M correct
Enon pred

5.3 Accuracy of lossy vs. lossless compression



- - % cat /dev/urandom | head -c 800000000 |
#include <stdio .h> binz2atc foobar
#include "atc.h”

% du -b foobar/=x

struct atc cp; 80355941 foobar/1.bz2

. Lo 853 foobar/INFO.bz2

int main(int argc, char *xargv)

{ ) % atc2bin foobar | we -c
unsigned long long x; 800000000

char =dirname = argv[1];
ate-open(&cep, "k dirname ,"bz2", b2ip2—c") Figure 8: Example :bin2atcis the program of Figure 6 and
while (fread(&x,sizeof(x),1,stdin)) { atc2binis the program of Figure 7. On this example, 100M ran-
ate-code(&cp,x); dom 64-bit values are compressed (this is lossy compression)
and stored in the directofpobar. Only the first chunk is stored
atc.close(&cp); (1.bz2. This chunk represents the first 10 millions 64-bit val-
ues, “compressed” with bytesort and bzip2. The 9 subsequent
intervals are regenerated from the first chunk and from the byte

Figure 6: Example of C program that takes 64-bit values from translation information stored iNFO.bz2

the standard input and generates an ATC-compressed file whose
name is provided as an argument. 6 The ATC compressor

#include <stdio .o The ATC compressor is written in C. It consists basically
#include ”atc.h” of 4 functionsatc_open, atc_close, atc_code andatc _decode.
Their use is illustrated in the example programs of Figures 6

struct atc cp;
and 7. In the program of Figure 6, th#c _open function is

"{“ main(int arge, char = argv) called with argumenik’ which means lossy compression. For
unsigned long long x; lossless compression, the argument woultheTheatc open
char ~dirmame = argv[1]; function creates a directory, whose name is given by the argu-
atc.open(&cp,'d’ dirname ,"bz2”,"burip2.—c”); mentdirname, in which the compressed trace will be stored.
while (atc.decode(&cp.&x)) { The argumenbz2 means that we want compressed chunks to
fwrite (&x, sizeof(x) ,1,stdout); have the suffixbz2and the last argument is the command that
4 is used to compress bytesorted chunks. On this example, we
atc.close(&cp); usebzip2 but we could use another compressor, lijzép. Af-
' ter the compressed trace has been openedatitlopen, the

compression is done by callingc_code for each 64-bit input
Figure 7: Example of C program that takes an ATC-compressed Value. An example program for decompressing traces is shown
file as an argument and writes the uncompressed trace on thein Figure 7. Here, thetc_open function is called with the argu-
standard output. ment'd’ (decompression). The last argument is the command
for decompressing bytesorted chunks. Figure 8 shows the re-
be predicted. Otherwise, the predicted address is stored in thelt of using these two programs on a sequence of 100 millions
index-table entry and will be compared with the next address irandom 64-bit values. We obtain a compression ratio of 10 on
that CZone. Figure 5 shows the percentage of non-predicteihis example because ATC finds that all the intervals (length
correctly predicted and mispredicted addresses for the exact= 10 millions) look like the first one. So a single chunk is
traces and for the lossy-compressed ones. Lossy compressigBated for the first interval, but the 9 subsequent intervals are
introduces a little distortion (e.g., trace 433), but overall theegenerated from the first chunk and from the byte translation
lossy-compressed traces “look” like the exact ones. information.

FinaIIy, we ran each benchmark to Completion. We obtained The ATC compressor may be applied to any sequence of
22 compressed traces representing a total of about 500 billioga-pit values and might be used for compressing traces other
addresses. Without compression, we would need 4 terabyt@fan cache-filtered addresses. However, while the ATC lossless
of disk space to store the traces. With lossy compression, ti®mpression mode is completely safe, it does not necessarily
22 traces take only 9 gigabytes of disk space. This means §J|d the best compression ratios. For instance, applying ATC
average of).14 bits per address’ lossless compression to a control-flow trace does not yield com-

pression ratios as high as those obtained with predictor-based
compressors [2]. As for ATC lossy compression mode, it is in-
3We recall that the value of 0.72 bits per address given in Table 3 was fiffnded for cache-filtered address traces only and should not be
traces of 1 billion addresses only. used without questioning its applicability to the situation.




7 Conclusion [11]

We have proposed an effective compressor for traces con-
sisting of cache-filtered addresses, that are useful for capturiﬁg]
the macroscopic behavior of applications. Our two main con-
tributions are the introduction dfytesort a reversible trans-
formation that makes lossless compression more effective, afig]
a lossy compression method based on sorted byte-histograms.
We have combined the two methods in a software called ATC.
We have shown that, on cache-filtered address traces, byte-
sort yields higher compression ratios than TCgen, one of thgy
most effective trace compressors existing. We have shown that
our lossy compression scheme permits obtaining traces that are
up to several orders of magnitude more compact, while keep-
ing the important memory locality information contained in the
original trace. With the ATC compressor, it is possible to stor?lG]
compact traces representing hours of real execution.
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