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Résumé

Dans cet article, nous présentons une approche qui permet de résoudre le problème de la K-
diagnosticabilité des réseaux de Petri (RdP) synchronisés et bornés. Tout d’abord, nous introdui-
sons deux nouveaux concepts : la matrice d’incidence étendue qui intègre les informations rela-
tives aux affectations des événements aux transitions, et le marquage étendu ainsi que l’équation
d’état étendue, qui permet de transcrire le nombre d’occurrences de chaque événement depuis
l’état initial, jusqu’à un certain marquage étendu cible. Sur la base de ces concepts, nous élabo-
rons un nouvel algorithme d’analyse, à la volée, de la K-diagnosticabilité des RdP synchronisés
partiellement observables. L’algorithme développé se base sur des procédures récursives et ne
nécessite pas une construction a priori du graphe de marquage ni d’un diagnostiqueur.

Abstract

This paper presents an approach to solve the problem of K-diagnosability of bounded labeled
Petri nets (PNs). We first introduce extended incidence matrix, marking-eventing and extended
state equation, which make it possible to record the number of event occurrences for any mar-
king reachable from the initial one. Based on the proposed conceptions, we give a mathematical
representation for labeled PNs to check diagnosability, and describe K-diagnosability problem of
partially observed PNs. Then we propose a recursive algorithm for testing K-diagnosability of
PNs, without construction of marking graph or diagnoser.

Mots-clés : K-diagnosticabilité, systèmes à événements discrets, réseaux de Petri synchronisés

Keywords: K-diagnosability, discrete event systems, labeled Petri nets

1. Introduction

Diagnosability is a critical issue that has received a great deal of attention. Simply speaking diag-
nosability refers to the ability to detect and locate any fault within a finite delay of observation
after its occurrence. In the framework of discrete event systems (DESs), diagnosability was first
formally proposed in [8]. The authors provided a systematic methodology of checking diagno-
sability, where a diagnoser automaton must be first constructed. Then other automata-based ap-
proaches [6, 12], aiming at reducing computational complexity, have been proposed. In [12] a
polynomial-time algorithm for deciding diagnosability was presented. In [6] an algorithm ba-
sed on the parallel composition of the investigated automaton with itself was proposed. These
methods are based on algorithms which investigate whether the system is not diagnosable by
seeking for some specific cycles. Hence the system is diagnosable if such cycles do not exist.

Furthermore, some works on diagnosability of DESs turned to PN technology, benefiting from
mathematical and graphical representative capability and well-developed theory of PNs. The de-
finition of diagnosability under formal languages was first extended to unbounded PNs in [10],
with propositions of a simple ω diagnoser and sufficient conditions for diagnosability of unboun-
ded PNs. In [11] the authors proposed a sufficient condition for testing diagnosability by checking
the structure of T-invariant of the PN.
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The classical diagnosability problem deals with determining qualitatively the existence of a finite
delay to make the system diagnosable. Practically this delay may be so big that it is not advisable
to obtain the solution at cost of much time. Thus some "practical" and "quantitative" versions of
diagnosability are developed. K-diagnosability [3] is one of the developed version of diagnosa-
bility in which we must be able to determine with certainty that a fault has occurred within K
(observable) events after any fault event. Another similar version, K-diagnosability for PNs, was
proposed in [1], where K refers to the number of both observable and unobservable transitions
after any failure transition. Besides the former two untimed versions, diagnosability is also de-
veloped for timed systems. In [9] the authors discussed ∆-diagnosability for timed DES, i.e. to
announce a fault within a delay of at most ∆ time units after the fault occurred, and gave neces-
sary and sufficient conditions for the diagnosability of a timed automaton. Generally speaking,
there are mainly two problems on K-diagnosability. The first is to study K-diagnosability of a sys-
tem under a given value K, i.e. if any fault can be detected and located within at most K steps after
its occurrence. The second is to find the minimum K for a diagnosable system. In this paper we
will deal with the former one.

The remainder of this paper is organized as follows. In Section 2 we briefly present some terms
and notations that will be used in this paper. Then we introduce extended incidence matrix,
marking-eventing and extended state equation for labeled PNs in Section 3. Finally, based on
the proposed conceptions, we state the problem of K-diagnosability in Section 4, propose an algo-
rithm to check K-diagnosability of labeled PN and provide an example.

2. Preliminaries

2.1. PNs and language

Petri nets, also named Place/Transition nets or P/T nets, are a graphical and mathematical mo-
deling notation for DESs. A PN is a structure N = (P, T, Pre, Post), where P is a finite set of places
(circles in a PN graph) ; T is a finite set of transitions (boxes or bars in a PN graph) ; Pre : P×T → N

and Post : P × T → N are the pre- and post-incidence functions that specify the weight of the arcs
directed from places to transitions and from transitions to places, respectively. C = Post − Pre is
the incidence matrix.

A state of a PN is called marking, presented by a distribution of tokens (dots in a PN graph) in
the places of the net. A marking is a vector M : P → N that assigns a non-negative integer to each
place. A marked PN (N,M0) is a net N with an initial marking M0.

The dynamics of PNs are presented by a movement or redistribution of tokens according to the
firing rules. A transition t is enabled at marking M if M ≥ Pre(·, t), denoted by M[t >. We may
fire an enable transition t at marking M, yielding to a marking M ′ = M+C ·~t, where~t : T → {0, 1}

is a vector in which only the entry associated with transition t is equal to 1. Marking M ′ is said
to be reachable from marking M by firing transition t, and written by M[t > M ′. A sequence of
transitions σ = t1t2...tk is executable at marking M, if M[t1 > M1[t2 > ...Mk−1[tk >, and we
write it as M[σ >. The reached marking M ′ is computed by M ′ = M + C · π(σ), and denoted by

M[σ > M ′, where π(σ) =
∑k

i=1
~ti is the firing vector of σ.

A Petri net (N,M0) is said to be bounded if the number of tokens in each place does not exceed
a finite number k for any marking reachable from M0. A PN is said to be live if, for any marking
reachable from M0, there exists an enabled transition to bring the PN to a future state.

A language over an event set Σ is a set of finite-length strings formed from events in Σ. In order to
represent a language by a PN, each transition of the PN is associated with an event by a labeling
function, therefore labeled PNs are introduced.

A labeled PN is a structure G = (N,M0, Σ,ϕ), where (N,M0) is a marked PN with an initial
marking M0 ; Σ is a finite set of events for transition labeling ; ϕ : T → Σ is the transition labeling
function, and it is extended to sequence of transitions, ϕ : T∗ → Σ∗. A labeled PN graph is presen-
ted as a PN graph of which each transition is labeled by an event in Σ, e.g. Figure 1 is a labeled
PN graph where a, b, f ∈ Σ.

A PN language defined over event set Σ is a set L = {ϕ(σ) ∈ Σ∗ : σ ∈ T∗ and M0[σ >}. If string s

is an concatenation of s1, s2, ..., sn, where s1, s2, ..., sn ∈ Σ∗, we write s = s1s2...sn.
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FIGURE 1 – A labeled PN

2.2. K-diagnosability

In event-based diagnosis of DES, event set Σ is partitioned into two disjoint sets, Σ = Σo

⊎

Σuo,
where Σo is a finite set of observable events and Σuo is a finite set of unobservable events. Failure
events are regarded as unobservable, thus the set of failure events Σf ⊆ Σuo. Accordingly, the set
of transitions of a labeled PN T is partitioned into the set of observable and unobservable transi-
tions, T = To∪̇Tuo, and the set of failure transitions Tf ⊆ Tuo. Moreover, for diagnosis on multiple
faults, the set of failure events is partitioned into multiple disjoint sets, Σf = Σf1

⊎

Σf2

⊎

...
⊎

Σfm ,
where Σfi(i = 1, 2, ...,m) denotes one class of faults with fault label fi.

Let PΣo
: Σ∗ → Σ∗

o be the projection, which "erases" the unobservable events in a sequence s ∈ Σ∗.
Define the inverse projection operator P−1

L as P−1
L (r) = {s ∈ L such that PΣo

(s) = r}. Given a live
and prefix-closed language L ∈ Σ∗ and a string s ∈ L, the post-language of L after s denoted by
L/s, is the language L/s = {s ′ ∈ Σ∗such that ss ′ ∈ L}. We denote the length of string s by |s|, and
the ith event of sequence s by si.

We now give an extension of the definition of the diagnosability in [8].

Definition 1 (K-diagnosable fault) Given a labeled PN G and K ∈ N, f ∈ Σf is said to be K-diagnosable
if ∀u ∈ L, u|u| ∈ Σf and ∀v ∈ L/u such that |PΣo

(v)| ≥ K, then it is r ∈ P−1
L (PΣo

(uv))⇒ f ∈ r.

3. Representation of labeled PNs to check diagnosability

The static and dynamic behaviors of a PN can be thoroughly described by the classical mathema-
tical representation, with the help of markings, incidence matrix and state equations. This tech-
nology, however, is not sufficient for the description of labeled PNs, as there is no mathematical
expression for events and their behaviors. In this context we propose a novel mathematical re-
presentation for labeled PNs, based on some new notions that we introduce, namely extended
incidence matrix, marking-eventing and extended state equation, to present both mapping re-
lationship between transitions and events and the quantitative record of event occurrences. Let
G = (N,M0, Σ,ϕ) be a labeled PN, and Σ ′ ⊆ Σ.

Definition 2 An event-incidence matrix is a |Σ ′|× |T | matrix Ce : Σ ′ × T → {0, 1}, where Ce(i, j) = 1 if
transition tj is associated with event ei, otherwise Ce(i, j) = 0.

When Σ ′ = Σ, matrices Ce, Pre, Post, and initial marking M0, provide a complete description of a
labeled PN structure. That is, we can rebuild a labeled PN by the above matrices and vector.

Definition 3 An extended incidence matrix Cx is the orderly composition of incidence matrix and event-
incidence matrix,

Cx =

[

C

Ce

]

.
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Definition 4 The eventing of marking M is a vector E : Σ ′ → N that assigns a non-negative integer
number of event occurrences from M0 to each event.

Let the initial eventing be E0 = ~0, since there is no occurrence of any event at its corresponding
marking M0.

Definition 5 A marking-eventing ME is the orderly composition of a marking M and its corresponding
eventing E,

ME =

[

M

E

]

Let the initial marking-eventing be

ME0 =

[

M0

E0

]

=

[

M0

~0

]

We compute the successive marking-eventing of ME0 by

MEk = ME0 + Cx · π(σ)

and we write it as ME0[σ > MEk.

In event-based diagnosis, we focus on the occurrences of observable events and certain types of
faults that we are interested in, rather than the other unobservable events. If we take into account
multiple faults, we make Σ ′ = Σo ∪ Σf ; whereas for only one fault class fi, let Σ ′ = Σo ∪ Σfi . For
simplicity, we denote mark(ME) = M and R(ME0) the set of all the marking-eventings that can
be reached from ME0. Let obs(ME) : Σo → N and fault(ME) : Σfi → N, then we have

ME =

[

M

E

]

=





mark(ME)

obs(ME)

fault(ME)





Example

For the labeled PN in Figure 1, M0 = [0 2 0 0 0]T , Σo = {a, b}, Σuo = Σf = {f}. Σ ′ = Σo ∪ Σf is
the set of events that we are interested in. For an executable sequence σ = t4t6t5t2t6t5 we have
ME0[t4 > ME1[t6 > ME2[t5 > ME3[t2 > ME4[t6 > ME5[t5 > ME6 and ME6 = ME0+Cx ·π(σ),
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mark(ME0) = [0 2 0 0 0]T , obs(ME4) = obs(ME5) = [2 1]T , fault(ME5) = fault(ME6) = [2]T

4. K-diagnosability of labeled Petri nets

The formal definition of K-diagnosability of a fault is recalled in Section 2. We can extend K-
diagnosability from one fault to multiple faults, by assigning to each class of fault Σfi a Ki,
and transform the diagnosability problem of multiple faults into a series of problems of Ki-
diagnosability of Σfi , as Ki could be different according to Σfi . This gives a finer and more quan-
titative analysis of the diagnosability problem than that of the general approach. In the sequel, we
will first discuss the K-diagnosability issue of a fault f.
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4.1. Problem statement

Before the discussion, we make the following assumptions :

1. the labeled PN is live and bounded ;

2. there is no executable cycle of unobservable transitions, i.e. ∀ ME ∈ R(ME0), 6 ∃ σ ∈ T∗ such
that ME[σ > ME ′,mark(ME) = mark(ME ′) and obs(ME) = obs(ME ′).

Then we introduce some notations to help describing the K-diagnosability problem.

Definition 6 A marking-eventing set (hereafter, ME-set) ME is a finite set of marking-eventings that are
reached from the initial marking-eventing ME0, by executing the sequences of the same observation and
ending with an observable transition,

ME = {ME : for a given string s ∈ L, ∃ σ ∈ T∗ such that σ|σ| ∈ To, PΣo
[ϕ(σ)] = s,ME0[σ > ME}

Obviously, for any two marking-eventings ME,ME ′ ∈ ME , we have obs(ME) = obs(ME ′) ;
while the converse may not be true, since a marking-eventing records only the number but no
order of event occurrences.

Definition 7 For a given ME-set ME and an observable event e, define λ-function of ME under e as :

λ(ME , e) = {ME ′ : ∃ ME ∈ ME and σ ∈ T∗ such that PΣo
(ϕ(σ)) = ϕ(σ|σ|) = e,ME[σ > ME ′}

Here λ(ME , e) is the ME-set reachable from ME by execution of a sequence of unobservable
events followed by event e. We extend this definition to the set of observable events Σo. Then we
define the Λ-function of ME as :

Λ(ME) = ∪e∈Σo
{λ(ME , e)}

We denote ME ≺ ME ′ if ME ′ ∈ Λ(ME).

Definition 8 For a given ME-set ME and a fault f, we say that ME is

– normal, if ∀ ME ∈ ME , fault(ME) = ~0 ;

– f-uncertain, if ∃ME1,ME2 ∈ ME and ME1 6= ME2, such that fault(ME1) 6= ~0, fault(ME2) = ~0 ;

– f-certain, if ∀ ME ∈ ME , fault(ME) 6= ~0.

Let tag(ME) denote the tag of ME-set ME .

FIGURE 2 – Transformation relations between fault tags of ME-sets

For an ME-set ME ′ ∈ Λ(ME), tag(ME ′) may be different from tag(ME). The transformation
relations between them are shown in Figure 2, where an arrow indicates an observable event. If
ME is normal (resp. f-uncertain), ME ′ could be normal, f-uncertain or f-certain. If ME is f-certain,
ME ′ is definitely f-certain as the faults are assumed to be permanent. A similar idea is presented
by the fault propagation function of diagnoser automata in [8].

In order to discuss the K-diagnosability, we introduce the ME-set tree. An ME-set tree is a tree
structure, in which
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1. the root node is the initial ME-set ME0 = {ME0}.

2. for any given node ME , the set of its child nodes is Λ(ME).

Definition 9 Two ME-sets ME ,ME ′ are said to be equivalent, denoted by ME ∼ ME ′, if ∀ ME ∈

ME , ∃ME ′ ∈ ME ′ such that mark(ME) = mark(ME ′) and 1 sgn[fault(ME)] = sgn[fault(ME ′)] ;
moreover, ∀ ME ′ ∈ ME ′, ∃ ME ∈ ME such that mark(ME ′) = mark(ME) and sgn[fault(ME ′)] =

sgn[fault(ME)].

Definition 10 Define ME ⊚ME ′ if

1. ME ∼ ME ′ ;

2. ∃MEi, i ∈ 1, 2, ...n,MEi is f-uncertain, such that ME ≺ ME1 ≺ ME2 ≺ ... ≺ MEn ≺ ME ′ ;

3. ∀ME ∈ ME , ∃ME ′ ∈ ME ′ and σ ∈ T∗ such that mark(ME) = mark(ME ′) and ME[σ > ME ′.

Definition 11 Define C(ME) = {ME ′ | ME ′ is f-uncertain, ∃MEi, i ∈ 1, 2, ...n,MEi is f-uncertain,
such that ME ≺ ME1 ≺ ... ≺ MEn ≺ ME ′}

Definition 12 In the generation of the ME-set tree, define delay(ME0) = 0. For any node ME ′ ∈

Λ(ME) and there does not exists ME ′′ in the tree such that ME ′
⊚ ME ′′, we define delay(ME ′) as

shown in Table 1, where "N", "U", "F" denote normal, f-uncertain and f-certain ME-set, respectively.

ME ME ′ delay(ME ′) ME ME ′ delay(ME ′)

N N 0 U N 0
N U 1 U U delay(ME) + 1

N F 1 U F delay(ME) + 1

F F delay(ME) + 1

TABLE 1 – Definition of delay function

For a newly generated node ME ′ and an existing node ME such that delay(ME) = d,ME ⊚ ME ′,
delay(ME) = delay(ME ′) = max[d, delay(ME ′)], and for any ME ′′ ∈ C(ME), delay(ME ′′)

should be updated according to Table 1.

4.2. Algorithm

We solve K-diagnosability in two steps : for each executable sequence s ∈ L,

1. find the first occurrence of the fault (if there exists one) ;

2. continue investigating all the possible observations after the first occurrence of the fault for
at most K steps, to determine if there exist other sequences with the same observation that
make it distinguishable from that which contains no fault.

We propose a recursive algorithm (Algorithm 1) for testing K-diagnosability of a labeled PN. This
algorithm computes, step by step with Λ-function, to build the ME-set tree. In the computation,
for any node ME ′,

1. if ME ′ is f-certain, it is not necessary to consider its child nodes, as all of its child nodes
carry f-certain tag, and a fault must be detected by looking at this node.

2. if ME ′ is normal and there exists an investigated ME ′′ such that ME ′ ∼ ME ′′, then we stop
investigating this branch, since ME ′ has the same branches as ME ′′, which has already been
considered. (Lines 4 - 7 in Algorithm 1)

3. if ME ′ is f-uncertain, the cases are more complicated, (Lines 8 - 17 in Algorithm 1)

1. Define sign function sgn : N1
→ 0, 1, sgn(x) = 0 if x = ~0, otherwise sgn(x) = 1.
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(a) if delay(ME ′) = K, it means that until ME ′ there are already K continuous f-uncertain
nodes, i.e. the fault cannot be detected after K observable events, thus G is not K-
diagnosable. (Line 9 in Algorithm 1)

(b) if delay(ME ′) < K,

i. if there exists an investigated ME ′′ such that ME ′ ∼ ME ′′,

A. if ME ′
⊚ME ′′, it means that there exists an Fi-indeterminate cycle [8], therefore

G is not diagnosable.

B. else update the delay value of nodes in C(ME ′′), and check if there exists
ME ′′′ ∈ C(ME ′′) such that delay(ME ′′′) ≥ K. If so, G is not diagnosable.

ii. else continue investigating this branch.

Algorithm 1: Algorithm for testing K-diagnosability of labeled PN G

input : T, Pre, Post,M0, Ce, K
output: K-diagnosability of G
solve (ME , tag, delay, e)1

ME ′ ←− λ(ME , e) ;2

switch tag(ME ′) do3

case normal4

if 6 ∃ ME ′′ ∈ Mvst such that ME ′ ∼ ME ′′ then5

Mvst = Mvst ∪ {ME ′} ;6

foreach t ∈ T do solve(ME ′, normal, delay,ϕ(t)) ;7

case f-uncertain8

if delay(ME ′) = K then return G is not K-diagnosable ;9

if ∃ ME ′′ ∈ Mvst such that ME ′ ∼ ME ′′ then10

if ME ′′
⊚ME ′ then return G is not K-diagnosable ;11

else12

foreach ME ′′′ ∈ C(ME ′′) do13

if delay(ME ′′′) ≥ K then return G is not K-diagnosable ;14

else15

Mvst = Mvst ∪ {ME ′} ;16

foreach t ∈ T do solve(ME ′, f-uncertain, delay(ME ′), ϕ(t)) ;17

begin18

Mvst ←− {ME0} ;19

foreach t ∈ T do solve(ME0, normal, 0,ϕ(t)) ;20

return G is K-diagnosable ;21

end22

4.3. Example

Analyze the 1, 2, 3, 4-diagnosability of PN G in Figure 1 respectively. According to the solution
process illustrated by Figure 3, we conclude that G is not 1, 2, 3-diagnosable, while it is 4-diagnosable.

5. Conclusion

The K-diagnosability is stated by our mathematical representation of labeled PNs. A recursive
algorithm is proposed to check K-diagnosability of a system modeled as labeled PN on the fly.
Compared with previous works, neither a marking graph nor a diagnoser are first constructed in
our algorithm. Moreover, it allows us to perform the investigation for each fault Σfi under a given
Ki, therefore the diagnosability can be analyzed in a finer manner.
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FIGURE 3 – Solution process of 1, 2, 3, 4-diagnosability for PN G
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