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Abstract. We present an algorithm based on local generic position
(LGP) to isolate the complex or real roots and their multiplicities of
a zero-dimensional triangular polynomial system. The Boolean complex-
ity of the algorithm for computing the real roots is single exponential:

ÕB(Nn2

), where N = max{d, τ}, d and τ , is the degree and the max-
imum coefficient bitsize of the polynomials, respectively, and n is the
number of variables.

1 Introduction

Solving polynomial systems is a basic problem in the fields of computational sci-
ences, engineering, etc. Usually, the polynomial systems are transformed into tri-
angular polynomial systems by algebraic methods, such as Gröbner bases, char-
acteristic sets, CAD, and resultants. In most case, we consider zero-dimensional
polynomial systems. So in the end, we need to solve zero-dimensional triangular
systems. One practical problem is to determine the topology of real algebraic
curves or surfaces with CAD based method [4, 8, 17], we need to isolate the real
roots of a zero-dimensional triangular system with multiple zeros. We will discuss
how to solve this kind of system in this paper.

A zero-dimensional triangular system has the form Σn = {f1, . . . , fn}, where
fi ∈ Q[x1, . . . , xi] (i = 1, . . . , n), Q is the field of rational numbers. Our aim is
to find zeros ξn = (ξ1, . . . , ξn) ∈ Cn( or Rn) of Σn, where C,R are the field of
complex and real numbers, respectively.

A local generic position method (shortly LGP) was introduced in [6]. The
method was used to solve bivariate polynomial systems and the experiments
show that the method works well. The method was extended to solve general
zero-dimensional system by computing Gröbner basis at first and then comput-
ing a linear univariate representation [7]. In this paper, we will extend the LGP
method to solve general zero-dimensional triangular system by computing re-
sultant only. The complexity analysis and the experiments show the effectivities
and efficiency of the algorithm.

For the system Σi+1(i ≥ 1), we can assume that we have got the zeros
of Σi. For any fixed zeros of Σi−1 (it may be {0}), (fi, fi+1) can be regarded
as a bivariate polynomial system. We shear the hypersurfaces (surface, curve)



defined by the polynomials fi, fi+1 on a special direction such that the first i−1
coordinates and the (i + 1)-th coordinate are unchanged. The new system is
denoted as Σ′i+1. Then we project all the zeros of Σ′i+1 to the i-dimensional
space by eliminating the (i + 1)-th coordinate, denoted as Σ∗i . Solving Σ∗i , we
can recover the roots of Σi+1 by the LGP method with the zeros of Σi, Σ

∗
i .

Step by step, we can get all the zeros of the system. And the method keeps the
multiplicity of each zero of the given system. In the end, we get an algebraic
representation for the zeros of the system Σn: each coordinate of each zero is
a linear combination of some zeros of several univariate polynomials. From the
algebraic representation, we can get the zeros of the system under any given
precision.

The bit complexity of our algorithm for real roots is ÕB(Nn2

), where N,n
will be defined in Section 4. Our method is complete in the sense that Σn can
be any zero-dimensional triangular system.

Root-isolating of zero-dimensional triangular system is studied before. Most
of the methods can not deal with triangular system with multiple zeros directly
[10, 12, 19, 5, 23]. Usually, they decompose the system into triangular systems
without multiple zeros and then isolate the real zeros of them. Cheng et al [9]
provides a direct method, although their method does not give an algebraic rep-
resentation of the real zeros and can not give the multiplicities of the zeros. In
[26], they provide a method to compute the multiplicities of the real zeros when
they compute the zero by existing methods. There are some related work about
algebraic representation. Gao and Chou [16] privide a method to represent the
zeros of a radical characteristic set. From a Gröbner basis, a rational representa-
tion of the zeros of a system is provided and the representation depends on the
multiplicities of the solutions [1]. Fouillier [21] uses rational univeriate represen-
tation to represent the zeros of a polynomial system by computing the Gröbner
basis of the system.

2 Zero-dimensional triangular system solving

In this section, we give the basic theory for our method.
Let Σi = {f1(x1), f2(x1, x2), . . . , fi(x1, x2, . . . , xi)} ∈ Q[x1, x2, . . . , xi](i =

1, . . . , n) be a general zero-dimensional triangular system. ξi = (ξ1, . . . , ξi) ∈
Zero(Σi), where Zero(t) represents the zero set of t = 0. And t can be a polyno-
mial or a polynomial system.

Let f ∈ C[x]. Then the separation bound sep(f) and root bound rb(f) of
f are defined as follows: sep(f) := min{∆(α, β)|∀α, β ∈ C s.t.f(α) = f(β) =
0, α 6= β}, where ∆(α, β) := min{|Re(α−β)|, |Im(α−β)|}, Re(α−β), Im(α−β)
are the real part and imaginary part of α − β respectively. We also need the
definition of the root bound: rb(f) := max{|α||∀α ∈ C s.t.f(α) = 0}.

Assume that we have solved the system Σi(1 ≤ i ≤ n− 1). The assumption
is reasonable since we can solve Σ1 directly with many existing tools, such as
[22, 25]. And we can get a separation bound r1 of the roots of f1(x1) = 0. Based
on the roots of f1 = 0, we can estimate the root bound R2.
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Let rj(1 ≤ j ≤ i) be a positive rational number, such that

rj ≤
1

2
min

ξj−1∈Zero(Σj−1)
sep(fj(ξ

j−1, xj)). (1)

We can compute rj after we get the roots of fj(ξ
j−1, xj) = 0.

Based on the zeros of Σj , we can estimate the root bound on xj+1 (we will
show how to estimate the bound later) to get a positive rational number Rj+1,
such that

Rj+1 ≥ max
ξj∈Zero(Σj)

rb(fj+1(ξj , xj+1)). (2)

We usually add a previously estimated value, say r′j+1, for rj+1 to the above
root bound to ensure that after shearing and projection, the fixed neighborhoods
of the zeros of T ii (X

i
i ) (see definition below) are disjoint. Then when we compute

rj+1, we choose the one no larger than r′j+1.
We say two plane curves defined by f, g ∈ C[x, y] s.t. gcd(f, g) = 1 are in a

generic position w.r.t. y if (1) The leading coefficients of f and g w.r.t. y have
no common factors, and (2) If h is the resultant of f and g w.r.t. y, then any
α ∈ C such that h(α) = 0, f(α, y), g(α, y) have only one common zero in C.

Now we introduce local generic position [6, 7]. Given f, g ∈ Q[x, y], not neces-
sarily in generic position, we considerthe the mapping φ : (x, y)→ (x+s y, y), s ∈
Q, with the following properties: (i) φ(f), φ(g) are in a generic position w.r.t. y,
and (ii) Let h̄, h be the resultants of φ(f), φ(g) and f, g w.r.t. y, respectively.
Each root α of h(x) = 0 has a neighbor interval Hα such that Hα ∩ Hβ = ∅
for roots β 6= α of h = 0. And any root (γ, η) of f = g = 0 which has a same
x-coordinate γ, is mapped to γ′ = γ + s η ∈ Hγ , where h(γ) = 0, h̄(γ′) = 0, as

shown in Figure 1. Thus we can recover η = γ′−γ
s .

2.1 Basic theory and method

For each ξi = (ξ1, . . . , ξi) ∈ Zero(Σi), the roots of fi+1(ξi,
xi+1) = 0 are bounded byRi+1. We can take a shear mapping on fi+1(x1, . . . , xi+1)
such that when projected to i-D space, all the roots of fi+1(ξi, xi+1) = 0 are
projected into the fixed neighborhood of ξi (centered at ξi bounded by ri/2).
This can be achieved by take the following shear mapping on (xi, xi+1).

Xi+1
2 = xi +

ri
Ri+1

xi+1, X
i+1
1 = xi+1. (3)

Applying (3) to the system Σi+1, we derive a new system Σ′i+1 = {f1(x1), . . . ,

fi−1(x1, . . . , xi−1), fi(x1, . . . , xi−1, X2 − ri
Ri+1

Xi+1
1 ),

fi+1(x1, . . . , xi−1, X
i+1
2 − ri

Ri+1
Xi+1

1 , Xi+1
1 )}. There is only one root of fi+1(ξ1, . . . , ξi−1, θ2−

ri
Ri+1

Xi+1
1 , Xi+1

1 ) = 0 corresponding to each i-D root (ξ1, . . . , ξi−1, θ2) ∈ Zero(Σ∗i ).

As is shown in Figure 1, θ2 is some dot point on xi-axis, corresponding to each
dot point, there is only one triangle point. Let

T i+1
2 (x1, . . . , xi−1, X

i+1
2 ) = ResXi+1

1
(fi(x1, . . . , xi−1, X

i+1
2 −

ri
Ri+1

Xi+1
1 ), fi+1(x1, . . . , xi−1, X

i+1
2 − ri

Ri+1
Xi+1

1 , Xi+1
1 )),
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Fig. 1. Local generic position

where Rest(f, g) is the resultant of f and g w.r.t. t. Then we get a triangular
system Σi−1 ∩ {T i+1

2 }. We will further study the relationship between the zeros
of Σi+1 and Σi−1∩{T i+1

2 } below. Considering the multiplicities of the zeros, we
give the following lemma.

Lemma 1. For each zero ξi of Σi−1, there exists a one to one correspondence
between the roots of {fi(ξ1, . . . , ξi−1, xi), fi+1(ξ1, . . . , ξi−1, xi, xi+1)} = 0 and the
roots of T i+1

2 (ξ1, . . . , ξi−1, X
i+1
2 ) = 0, and the multiplicities of corresponding

zeros in their equation(s) are the same.

Lemma 2. There exists a one to one correspondence between the zeros of trian-
gular systems Σi+1 and Σi−1 ∩{T i+1

2 (x1, . . . , xi−1, X
i+1
2 )}. And the correspond-

ing zeros have the same multiplicities in their system.

Proof. Since both the systems have a same sub-system Σi−1, we can derive that
the lemma is correct by Lemma 1.

Lemma 3. For (ξ1, . . . , ξi) ∈ Zero(Σi), the roots of fi+1(ξ1, . . . , ξi, xi+1) are:

xi+1 =
Ri+1

ri
(ζ2 − ξi), T i+1

2 (ξ1, . . . , ξi−1, ζ2) = 0 and |ζ2 − ξi| < ri. (4)

Proof. The first formula is directly derived from (3). Note that the first formula
just holds for ζ2’ corresponding zeros having ξi as coordinate. So the inequality
holds.

The above lemma tells us how to derive the roots of fi+1(ξ1, . . . , ξi, xi+1) = 0
from the roots of T i+1

2 (ξ1, . . . , ξi−1, X
i+1
2 ) = 0. From (1) and (2), the corollary

below is obvious.

Corollary 1. All the roots of T i+1
2 (ξ1, . . . , ξi−1, X

i+1
2 ) = 0 are inside the fixed

neighborhood of 0 (centered at 0 bounded by Ri) for all (ξ1, . . . , ξi−1) ∈ Zero(Σi−1).

We apply the previous procedure on the triangular system Σi−1 ∩ {T i+1
2 }

with the mapping

Xi+1
3 = xi−1 +

ri−1
Ri

Xi+1
2 , Xi+1

2 = Xi+1
2 , (5)
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we can derive

T i+1
3 (x1, . . . , xi−2, X

i+1
3 ) = ResXi+1

2
(fi−2(x1, . . . , xi−3, X

i+1
3 −

ri−1

Ri
Xi+1

2 ), T i+1
2 (x1, . . . , xi−3, X

i+1
3 − ri−1

Ri
Xi+1

2 , Xi+1
2 )).

So, we have a triangular system Σi−2 ∩ {T i+1
3 }. Since Corollary 1 holds, the

results in Lemma 2 still hold on Σi−1 ∩ {T i+1
2 } and Σi−2 ∩ {T i+1

3 }. By (5), and
similarly as (4), we derive

ζ2 = Ri

ri−1
(ζ3 − ξi−1), |ζ3 − ξi−1| < ri−1, T i+1

3 (ξ1, . . . , ξi−2, ζ3) = 0. (6)

Then we have xi+1 = Ri+1

ri
( Ri

ri−1
(ζ3 − ξi−1) − ξi), where |ζ3 − ξi−1| < ri−1,

| Ri

ri−1
(ζ3 − ξi−1)− ξi| < ri, T

i+1
3 (ξ1, . . . , ξi−2, ζ3) = 0.

The above formula means that we can get the roots of fi+1(ξ1, . . . , ξi, xi+1) =
0 by solving T i+1

3 (ξ1, . . . , ξi−2, X
i+1
3 ) = 0 directly.

Step by step, we can derive a univariate polynomial T i+1
i+1 (Xi+1

i+1 ). It holds ζi =
R2

r1
(ζi+1−ξ1) and |ζi+1−ξ1| < r1. Now we can represent Zero(fi+1(ξ1, . . . , ξi, xi+1))

by ξ1, . . . , ξi and the roots of T i+1
i+1 (Xi+1

i+1 ), where (ξ1, . . . , ξi) ∈ Zero(Σi).

Lemma 4. For any zero (ξ1, . . . , ξi) ∈ Zero(Σi), each root ξi+1 of fi+1(ξ1, . . . , ξi, xi+1) =
0 is mapped to a root of T i+1

i+1 (Xi+1
i+1 ) = 0. And we can derive ξi+1 by T i+1

i+1 (Xi+1
i+1 ) =

0 as follows.

ξi+1 = Ri+1

ri
(ζ2 − ξi), ζ2 = Ri

ri−1
(ζ3 − ξi−1),

. . . ,

ζi = R2

r1
(ζi+1 − ξ1), T i+1

i+1 (Xi+1
i+1 ) = 0,

(7)

where |ζ2 − ξi| < ri, |ζ3 − ξi−1| < ri−1, . . . , |ζi+1 − ξ1| < r1.

Proof. Using Lemma 3 recursively, we can derive the above formula.

Lemma 5. For any (ξ1, . . . , ξi) ∈ Zero(Σi), each distinct root ξi+1 of fi+1(ξ1, . . . , ξi, xi+1) =
0 is mapped to a root of T i+1

i+1 (Xi+1
i+1 ) = 0. And we can derive ξi+1 as follows.

ξi+1 = (

i∏
j=1

Rj+1

rj
)(ηi+1 − ηi), (8)

where ηi+1 ∈ Zero(T i+1
i+1 ), ηi ∈ Zero(T ii ), and |ηi+1 − ηi| < (

∏i−1
j=1

rj
Rj+1

)ri.

Lemma 6. The multiplicity of the zero (ξ1, . . . , ξi, ξi+1) of Σi+1 is equal to the
multiplicity of the corresponding root in T i+1

i+1 (Xi+1
i+1 ) = 0.

Proof. Using Lemma 2 recursively, we can derive the lemma.
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Theorem 1. Wih the notations above, we have the following representation for
a general zero-dimensional triangular system Σn: {{T 1

1 , . . . , T
n
n }, {r1, . . . , rn−1},

{R2, . . . , Rn}}, such that the zeros of Σn can be derived as follows.

ξ1 = η1, η1 ∈ Zero(T 1
1 ),

ξ2 = R2

r1
(η2 − η1), η2 ∈ Zero(T 2

2 ), |η2 − η1| < r1,

. . .

ξi = (
∏i−1
j=1

Rj+1

rj
)(ηi − ηi−1), ηi ∈ Zero(T ii ),

|ηi+1 − ηi| < (
∏i−1
j=1

rj
Rj+1

)ri,

. . .

ξn = (
∏n−1
j=1

Rj+1

rj
)(ηn − ηn−1), ηn ∈ Zero(Tnn ),

|ηn − ηn−1| < (
∏n−2
j=1

rj
Rj+1

)rn−1,

where T jj (j = 1, . . . , n) are univariate polynomials, T 1
1 = f1. For each zero

(ξ1, . . . , ξi) (1 ≤ i ≤ n) of the system Σi, the multiplicity of the zero in the system
is the multiplicity of the corresponding zero ηi in the univariate polynomial T ii .

Remark: From the second part of the theorem, we can compute the multi-
plicity of ξi+1 ∈ Zero(fi+1(ξ1, . . . , ξi, xi+1)) in fi+1(ξ1, . . . , ξi, xi+1) = 0, it is the
multiplicity of the zero (ξ1, . . . , ξi+1) in Σi+1 dividing the multiplicity of the zero
(ξ1, . . . , ξi) in Σi. It gives a simple proof for the main result in [23].

2.2 Estimation of bounds ri, Ri+1

To estimate the bounds ri, Ri+1, we can directly derive the bound by the method
in [14]. But the derived bounds ri is tiny and Ri+1 is huge. We prefer to use
direct methods to get the bounds.

For ri, we can directly compute the bound on the zeros of Σi using (1). Let

S(xi+1) = Resx1(Resx2(· · ·Resxi(fi+1, fi), · · · , f2), f1). (9)

Then we can estimate Ri+1 by estimating the root bound of S(xi+1).
The methods to estimate the bound for ri, Ri+1 can be used both for complex

and real roots isolation. We focus on real roots isolation in this paper. So for ri,
we compute it after we get the real roots of Σi = 0 with the following formula.
sep(f) := min{|α− β||∀α, β ∈ R s.t.f(α) = f(β) = 0, α 6= β}.

For Ri+1, we at first estimate the root bound on fi+1(ξ1, . . . , ξi, xi+1) = 0
for a fixed zero (ξ1, . . . , ξi). Doing so, we need to use the definition of sleeve (see
[9, 18, 19] for details). Given g ∈ Q[x1, . . . , xn], we decompose it uniquely as g =
g+−g−, where g+, g− ∈ Q[x1, . . . , xn] each has only positive coefficients and with
minimal number of monomials. Given an isolating box 2ξi = [a1, b1]×· · ·×[ai, bi]
for ξi = (ξ1, . . . , ξi), we assume that aj , bj , ξj ≥ 0, 1 ≤ j ≤ i since we can take
a coordinate system transformation to satisfy the condition when ξj < 0. Then
we define

fu(x) = fui+1(2ξi;x) = f+i+1(bi, x)− f−i+1(ai, x),
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fd(x) = fdi+1(2ξi;x) = f+i+1(ai, x)− f−i+1(bi, x), (10)

where ai = (a1, . . . , ai), bi = (b1, . . . , bi). Then (fu, fd) is a sleeve of fi+1(ξi, xi+1).
When considering x ≥ 0, we have (see [9]):

fd(x) ≤ fi+1(ξi, x) ≤ fu(x). (11)

If the leading coefficients of fu and fd have the same signs, then we can find
that the root bound of fi+1(ξi, x) is bounded by the root bounds of fu and fd.

Lemma 7. [24] Let a polynomial of degree d be f(x) = adx
d+ad−1x

d−1 + . . .+
a0 ∈ R[x], ad 6= 0. Let R = 1 + max0≤k≤d−1 |akad |, then all zeros of f(x) lie inside
the circle of radius R about the origin.

If the considered triangular system is not regular, the leading coefficients
of fu and fd always have different signs. But the absolute value of the leading
coefficients are very close to zero. So usually, the root bound of fi+1(ξi, x) is also
bounded by the larger of the root bound of fu and fd. Then we can get Ri+1 by
the lemma above.

The ways to compute ri, Ri+1 for real case usually work for our method since
a random shear mapping usually puts the system into a generic position and the
real roots are in a local generic position.

2.3 Precision control

When we compute the approximating zeros of a given zero-dimensional triangu-
lar system with the method we provided, the errors of the zeros will cumulate.
So we need to control the error under a wanted precision. This is what we want
to discuss in this subsection.

Consider the coordinate ξi of the zero ξn = (ξ1, . . . , ξn) of the triangular
system Σn in Theorem 1. Assume that we derive the coordinate ξj under the

precision ρj(> 0), and we isolate the roots of T jj (Xj
j ) = 0 under the precision

εj(> 0), Note that ρ1 = ε1.
From (8), the following lemma is clear.

Lemma 8. With the symbol above, we can derive that the root precision ρi for
ξi is defined as follows.

ρi = (
∏i−1
j=1

Rj+1

rj
)(εi + εi−1). (12)

From Lemma 8, we can compute the zeros of Σn under any given precision
by controlling the precisions εi(1 ≤ i ≤ n). For example, we can set them as
follows if we require the precision of the output zeros to be ε.

εi = Πi
j=1

rj
Rj+1

ε

2
(1 ≤ i ≤ n− 1), εn = Πn−1

j=1

rj
Rj+1

ε

2
. (13)

In order to practically avoid refining the roots when we want to control the
precision under a given ε, we can previously assume Ri+1

ri
less than a number,

7



such as 10, 23, before we solve the system. This help us to previously estimate
the precisions that should be used to get the roots of T ii (X

i
i ) = 0(1 ≤ i ≤ n).

For root isolation, we require not only the roots satisfying the given precision,
but the isolating boxes being disjoint for distinct roots. We will show how to
ensure that the isolating boxes are disjoint.

For real numbers α and β, α < β in R, if we use intervals [a, b] and [c, d] to
represent them respectively. Denote

|α| = |b− a|,Dis(α, β) =

{
c− b, b < c,
0, b ≥ c.

For real points ξ = (ξ1, . . . , ξn) and η = (η1, . . . , ηn) in Rn, if we use boxes
[a1, b1]× . . .× [an, bn] and [c1, d1]× . . .× [cn, dn] to represent them respectively.
Denote

|ξ| = max
i=1,...,n

{bi − ai},Dis(ξ, η) = min
i=1,...,n

{Dis(ξi, ηi)}.

If Dis(ξ, η) > 0, we say ξ and η are disjoint.

Theorem 2. With the notations above. We use intervals to represent real num-
bers and use boxes to represent real points in the computation, if for any ηji ∈
Zero(T ii ), ηi−1 ∈ Zero(T i−1i−1 ), |ηji − ηi−1| < (

∏i−2
j=1

rj
Rj+1

)ri, i = 2, . . . , n; j = 1, 2,

Dis(η1i , η
2
i ) > |ηi−1|, (14)

then any two real zeros ξ1 = (ξ11 , . . . , ξ
1
n) and ξ2 = (ξ21 , . . . , ξ

2
n) of Σn are disjoint.

3 The main algorithm

Algorithm 3 Isolate the real (or complex) roots of a 0-dim. triangular system.
Input: A zero-dimensional triangular system Σn, a precision ε.
Output: The solutions of the system in isolating interval representation.

1. Isolate the real (or complex) roots of f1(x1) = 0 under the precision ρ = ε
20 .

Let T 1
1 (X1

1 ) = f1(X1
1 ).

2. For i from 2 to n,
(a) Estimate ri−1 with method in Section 2.2.
(b) Estimate Ri with method in Section 2.2.
(c) Compute T ii (X

i
i ) with method in Section 2.1.

(d) Isolate the real roots of T ii (X
i
i ) = 0 with precisionΠi−1

j=1
rj

Rj+1

ε
20 (Πn−1

j=1
rj

Rj+1

ε
2

if i = n). Compute the multiplicities of the real roots if needed when
i = n.

(e) If (14) is not satisfied, then refine the real (or complex) roots of T i−1i−1 (Xi−1
i−1 ) =

0 until (14) is satisfied.
(f) Recover the real zeros of Σi from T ii (X

i
i ) and Σi−1 by Theorem 1.

3. Get the algebraic solutions of Σn: {{T 1
1 (X1

1 ), . . . ,
Tnn (Xn

n )}, {r1, . . . , rn−1}, {R2, . . . , Rn}}
Or numeric solutions and their corresponding multiplicities.
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Example 4 Consider the system {x2 − 6, 5x2 + 10xy + 6 y2 − 5, x2 + 2xy +
2 y2 + 4 yz + 5 z2 − 1}. We derive a symbolic representation of the roots, as well
as a floating point approximation up to precision 1

103 . We isolate the roots of
f1 = 0 using precision 1

2·104 and we derive the zero set:

H = {ξ11 = −2.449490070, ξ21 = 2.449490070}.

Let r1 = 2. Consider ξ1 ≈ −2.449490070 ∈ [−2.45,−2.44]. We can use −2.45,−2.44
to construct fu(y), fd(y) for f2(ξ1, y). We compute a root bound for fu(y), fd(y).
For both it is ≤ 6. Similarly, we compute a root bound for the other root in H.
we notice that all the root bounds are less than 6. We have computed r2 = 2, so
we set R2 = 6 + 2 = 23. By considering a coordinate system transformation, we
derive a system Σ′2 as follows

{X2
2
2 − 1

2
X2

2 X
2
1 +

1

16
X2

1
2 − 6, 5X2

2
2

+
15

2
X2

2 X
2
1 +

61

16
X2

1
2 − 5}

Hence we can compute T 2
2 = 36X2

2
4 − 1083

4 X2
2
2

+ 130321
256 . Solve T 2

2 (X2
2 ) = 0

under the precision 1
8·104 , we have its real roots and multiplicities (the num-

ber in each bracket is the multiplicity of the root in the system): G = {η12 =
−1.939178944 [2], η22 = 1.939178944 [2]}.

For each root η2 in G, if it satisfies |η2− ξ1| < r1 = 2, then it corresponds to
ξ1, where ξ1 is a root in H. And the multiplicity of (ξ1, η2) in the given system
is the corresponding multiplicity of η2 in T 2

2 = 0. In this way, we can get the
approximating roots of the subsystem Σ2:

{[−2.449490070 [1], 2.041244504 [2]], [2.449490070 [1],−2.041244504 [2]]}

With the method of Section 2.2, we estimate r3 = 2, and we derive that 3 is a
bound for the z coordinate. Let R3 = 2 + 2 = 4 and r2 = 2 and consider a coor-
dinate system transformation as mentioned above. By computing the resultant,
we can get

T 3
3 = 810000x8 − 13500000x6 + 84375000x4 − 234375000x2 + 244140625

Then, we get the solution of the given triangular system as follows.

{{X1
1
2 − 6, 36X2

2
4 − 1083

4 X2
2
2

+ 130321
256 ,

810000x8 − 13500000x6 + 84375000x4 − 234375000x2 + 244140625}, {2, 2}, {8, 4}}

We solve T 3
3 using precision 1

16·104 , and derive its roots and multiplicities:

J = {η13 = −2.041241452 [4], η23 = 2.041241452 [4]}.

For each root η3 in J , if it satisfies |η3− η2| < r1
R2
r2 = 1

2 , then it corresponds
to the same (ξ1, ξ2) with η2, where (ξ1, ξ2) is a root in Σ2. And the multiplicity
of (ξ1, ξ2, η3) in the given system is the corresponding multiplicity of η3. In this
way, we can get the approximating roots of the system:

{[−2.449490070 [1], 2.041244504 [2],−0.816497800 [4]],
[2.449490070 [1],−2.041244504 [2], 0.816497800 [4]]}

Using Lemma 8, the precision of roots is 4( 1
8·104 + 1

16·104 ) < 1
103 .
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4 Complexity Analysis

In what follows OB means bit complexity and the ÕB-notation means that we
are ignoring logarithmic factors. For a polynomial f ∈ Z[X], deg(f) denotes its
degree. By L(f) we denote an upper bound on the bit size of the coefficients of
f (including a bit for the sign), Õ indicates that we omit logarithmic factors.
For a ∈ Q, L(a) is the maximum bit size of the numerator and the denominator.

Lemma 9. [22]For a polynomial f of degree d with integer coefficients of mod-
ulus less than 2τ , we can isolate the real roots of f in ÕB(d3τ).

Lemma 10. [2, 24] Let f(x) be a polynomial in Z[x] and degx(f) ≤ d, L(f) ≤
τ . Then the separation bound of f is sep(f) ≥ d−

d+2
2 (d + 1)

1−d
2 2τ(1−d), thus

log(sep(f)) = Õ(dτ). The latter provides a bound on the bit size of the endpoints
of the isolating intervals.

Lemma 11. [11]Let f, g ∈ (Z[y1, . . . , yk])[x] with degx(f) = p ≥ q = degx(g),
degyi(f) ≤ p and degyi(g) ≤ q, L(f) = τ ≥ σ = L(g). We can compute Res(f, g)

w.r.t. x in ÕB(q(p+ q)k+1pkτ). And degyi(Resx(f, g)) ≤ 2pq, and the bit size of

resultant is Õ(pσ + qτ).

Lemma 12. Let Σk+1 = {f1(x1), f2(x1, x2), . . . , fk+1(x1, x2, . . . , xk+1)} ∈ Z[x1, . . . , xk+1].
Assume degxj

(fi(x1, x2, . . . , xi)) ≤ d, L(fi(x1, . . . , xi)) ≤ τ , 1 ≤ j ≤ i, 1 ≤ i ≤
k + 1. For any real numbers {ξ1, . . . , ξk} ∈ Zero(Σk) represented by intervals

[a1, b1], . . . , [ak, bk], assume L(ξi) ≤ σi. Then we compute Rk+1 in ÕB(kd
(k+2)2

2 )

and L(Rk+1) ≤ max{Õ(
∑k
i=1 σid+ τ), Õ(dkτ)}.

Let xi be the list x1, . . . , xi. For 1 ≤ i ≤ n, 1 ≤ l ≤ i− 1, let

ϕil : Z[xi−l+1]→ Q[xi−l−1, X
i
l+1, X

i
l ]

f(xi−l+1) 7→ f(xi−l−1, X
i
l+1 −

rl
Rl+1

Xi
l , X

i
l )

(15)

Theorem 5. Let Σn = {f1(x1), f2(x1, x2), . . . , fn(x1, x2, . . . , xn)} ∈ Z[x1, x2, . . . , xn].
Assume degxj

(fi(x1, x2, . . . , xi)) ≤ d, L(fi(x1, x2, . . . , xi)) ≤ τ , where 1 ≤ j ≤ i,
and 1 ≤ i ≤ n. Using Alg. 3 to isolate the real roots of Σn, we deduce:

– L(ξi) = Õ(di
2+2i−2τ), 1 ≤ i ≤ n,

– L(ri) = Õ(di
2+2i−2τ), and L(Ri+1) = Õ(di

2+2i−1τ), where 1 ≤ i ≤ n− 1,

– degXi
l
T il (xi−l, X

i
l ) ≤ 3l−1dl, degxj

T il (xi−l, X
i
l ) ≤ 2l−1dl, L(T il ) = Õ(di

2+l−2τ),
where 2 ≤ i− l, 2 ≤ l ≤ i, 2 ≤ i ≤ n,

– We compute T il in ÕB(di
2+(2l−2)i−2l2+6l−5τ), and {ξi} in ÕB(di

2+4i−2τ),
where 2 ≤ l ≤ i, 2 ≤ i ≤ n.

Theorem 6. The complexity of Alg. 3 is ÕB(Nn2

), where N = max{d, τ}.
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5 Experiments

In this section, we illustrate the function of our algorithm by some examples.
The timings are collected on a computer running Maple 15 with 2.29GHz CPU,
2G memory and Windows XP by using the time command in Maple.

We compare our method with Discover, Isolate, EVB and Vincent-Collins-
Akritas algorithm. Discoverer is a tool for solving problems about polynomial
equations and inequalities [23]. Isolate is a tool to solve general equation systems
based on Realsolving C library by Rouillier. EVB is developed by Cheng et al
in [9]. Vincent-Collins-Akritas algorithm which isolates real roots for univariate
polynomials uses techniques which are very close to the ones used by Rioboo
in [20]. Sqf is the method in [9] for zero-dimensional triangular system without
multiple roots. All the required precision are 0.001.

In Table 1, we compare different methods by computing some zero-dimensional
triangular polynomial systems without multiple roots. All the tested systems
have the form (f1, f2, . . . , fn). And deg(fi) = k are the degrees of the polyno-
mials. We take average timings for different degrees (each degree with several
random examples).

In Table 2, we take polynomials with three variables. They are surfaces,
denoted as f , in R3. We compute the resultant of f and ∂f

∂z with respect to z.

Denote its squarefree part as g. Then we compute the resultant of g and ∂g
∂y

with respect to y and denote the squarefree part as h. Thus we get a triangular
polynomial system {h, g, f}. When computing the topology of real algebraic
surfaces, one usually needs to solve this kind of triangular system. It is usually
zero-dimensional. This kind of system always have multiple roots. We test this
kind of zero-dimensional triangular systems for the methods which can deal with
multiple roots directly. They are Isolate, EVB and LGP.

From the data, we can find that LGP works well for system with multiple
roots comparing to the existing direct method. For the systems without multiple
roots, Sqf is the most efficient method. LGP works well for system with fewer
roots. For the systems with higher degrees or more variables, that is, systems
with more roots, LGP will slow down comparing to other methods. The reason
is that

∏i−1
j=1

rj
Rj+1

becomes small, thus the resultant computations take much

more time.
Acknowledgment. Partially supported by the EXACTA grant of the National Science

Foundation of China (NSFC 60911130369) and the French National Re- search Agency

(ANR-09-BLAN-0371-01).
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A Proofs

Table 1. Timing of Real Root Isolation of System without Multiple Roots (Seconds)

Degree Vars LGP Dis Iso VCA Sleeve Sqf

2-11 2 0.155 0.325 0.254 1.071 0.887 0.024
12-20 2 4.224 3.242 23.106 7.915 39.438 0.076
2-4 3 0.113 0.336 0.202 1.774 0.152 0.045
5-7 3 9.063 3.118 45.771 11.178 79.953 0.110
2-3 4 0.175 0.498 0.715 2.115 0.199 0.024
4 4 10.008 2.727 70.350 13.250 24.041 0.121

Table 2. Timing of Real Root Isolate of surfaces(Seconds)

Degree LGP Iso EVB

2 0.205 0.225 0.092
3 1.288 16.681 3.589
4 16.180 200.594 2337.999

Proof (of Lemma 1). Note that we derive the system
Θ2 := {fi(ξ1, . . . , ξi−1, Xi+1

2 − ri
Ri+1

Xi+1
1 ), fi+1(ξ1, . . . , ξi−1, X

i+1
2 − ri

Ri+1
Xi+1

1 , Xi+1
1 )}

from the system
Θ1 := {fi(ξ1, . . . , ξi−1, xi), fi+1(ξ1, . . . , ξi−1, xi, xi+1)}
by coordinate system transformation. So there exists a one to one correspondence
between their zeros, including the multiplicities of the zeros by the properties of
LGP method. And the coordinate system transformation ensures that for any
zero (ξi, ξi+1), when projected to xi-axis by LGP method, the zero is in the
fixed neighborhood of ξi (centered at ξi bounded by ri/2). This ensures that
all the zeros of Θ2, when projected to xi-axis, do not overlap, which means any
root of T i+1

2 (ξ1, . . . , ξi−1, X
i+1
2 ) = 0 corresponds to one zero of Θ2. So there ex-

ists a one to one correspondence between roots of T i+1
2 (ξ1, . . . , ξi−1, X

i+1
2 ) = 0

and the zeros of Θ1. It is not difficult to find that the degree of the polyno-
mial fi(ξ1, . . . , ξi−1, X

i+1
2 − ri

Ri+1
Xi+1

1 ) w.r.t. Xi+1
1 is equal to its total degree.

And T i+1
2 (ξ1, . . . , ξi−1, X

i+1
2 ) is the resultant of the two polynomials in Θ2 w.r.t.

Xi+1
1 . Based on the theory in Section 1.6 in [15], we can conclude that the mul-

tiplicities of the roots in T i+1
2 (ξ1, . . . , ξi−1, X

i+1
2 ) = 0 equals the multiplicities

of the corresponding zeros of Θ2, and then Θ1. So we derive that the lemma is
true.
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Proof (of Lemma5). According to Lemma 4, we know

ξi = Ri

ri−1
(ζ2 − ξi−1)

= Ri

ri−1
(Ri−1

ri−2
(ζ3 − ξi−2)− ξi−1)

. . .

= (
∏i−1
j=1

Rj+1

rj
)ηi −

∑i−1
k=1[(

∏i−1
j=k

Rj+1

rj
)ξk].

Note that here ζi = ηi. Similarly, we have

ξi+1 = (
∏i
j=1

Rj+1

rj
)ηi+1 −

∑i
k=1[(

∏i
j=k

Rj+1

rj
)ξk]

= (
∏i
j=1

Rj+1

rj
)ηi+1 −

∑i−1
k=1[(

∏i
j=k

Rj+1

rj
)ξk]

−Ri+1

ri
ξi

= (
∏i
j=1

Rj+1

rj
)ηi+1 − Ri+1

ri

∑i−1
k=1[(

∏i−1
j=k

Rj+1

rj
)ξk]

−Ri+1

ri
ξi

= (
∏i
j=1

Rj+1

rj
)ηi+1 − Ri+1

ri

∑i−1
k=1[(

∏i−1
j=k

Rj+1

rj
)ξk]

−Ri+1

ri
((
∏i−1
j=1

Rj+1

rj
)ηi −

∑i−1
k=1[(

∏i−1
j=k

Rj+1

rj
)ξk])

= (
∏i
j=1

Rj+1

rj
)(ηi+1 − ηi).

Then we have
|ηi+1 − ηi| =

∏i
j=1

rj
Rj+1
|ξi+1|

<
∏i
j=1

rj
Rj+1

Ri+1

= (
∏i−1
j=1

rj
Rj+1

)ri.

The lemma has been proved.

Proof (of Thm. 2). We need only to consider the case η1i , η
2
i are in the neighbor-

hood of ηi−1. Otherwise, they are obviously disjoint. According to (8), for any
i = 2, . . . , n,

ξ1i = (
∏i−1
j=1

Rj+1

rj
)(η1i − ηi−1),

ξ2i = (
∏i−1
j=1

Rj+1

rj
)(η2i − ηi−1).

If (14) is satisfied,

Dis(ξ1i , ξ
2
i ) = (

∏i−1
j=1

Rj+1

rj
)Dis(η1i − ηi−1, η2i − ηi−1)

≥ (
∏i−1
j=1

Rj+1

rj
)(Dis(η1i , η

2
i )− |ηi−1|)

> 0.

So, Dis(ξ1, ξ2) > 0.

Proof (of Lemma 12). According to section 2.2, we may get Rk+1 using two
different methods in two different cases.

In the first case, we compute Rk+1 by (2). Rk+1 is the maximal one in
the root bounds of fk+1(ξ1, . . . , ξk, xk+1) for all {ξ1, . . . , ξk} ∈ Zero(Σk). The
root bound of fk+1(ξ1, . . . , ξk, xk+1) is the larger between the root bound of
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fuk+1(xk+1) and fdk+1(xk+1). Note that fuk+1(xk+1) = f+k+1(b1, . . . , bk, xk+1) −
f−k+1(a1, . . . , ak, xk+1) ∈ Q[xk+1] is a polynomial with degree less than d and bit

size bounded by
∑k
i=1 σid + τ . By lemma 7, if L(f) ≤ τ , then L(R) ≤ τ where

R is the root bound of f(x). Then the bit size of the root bound of fuk+1(x) is

bounded by
∑k
i=1 σid+τ . Similarly, the bit size of the root bound of fdk+1(xk+1)

is bounded by
∑k
i=1 σid+ τ .

In the second case, we compute Rk+1 by computing the root bound of

S(xk+1) defined in (9). First we prove that we can compute S(xk+1) in ÕB(kd
(k+2)2

2 )
and L(S(xk+1)) ≤ Õ(dkτ). Define

S2 = Resxk
(fk+1, fk),

. . . ,
Si+1 = Resxk−i+1

(Si, fk−i+1),
. . . ,

Sk+1 = Resx1(Sk, f1).

Then S = Sk+1. We prove following conclusions by inductive method:
(1) We compute Si+1 = Resxk−i+1

(Si, fk−i+1) in

ÕB(d2i(k−i+2)τ) ≤ ÕB(d
(k+2)2

2 τ);

(2)L(Si) ≤ Õ(diτ).
For i = 1, by lemma 11, we compute S2 in ÕB(d(2d)k+1dkτ) = ÕB(d2(k+1)τ) ≤

ÕB(d
(k+2)2

2 τ) and L(S2) ≤ Õ(2dτ) = Õ(dτ), degxj
(S2) ≤ 2d2.

Assume we prove above conclusions for 1, 2, . . . , i− 1.
For i, Si+1 = Resxk−i+1

(Si, fk−i+1). L(Si) ≤ 2i−1di−1τ and degxj
(Si) ≤

2i−1di. According to lemma 11, we compute Si+1 in ÕB(d(2i−1di+d)k−i+2(2i−1di)k−i+12i−1di−1τ) =

ÕB(d2i(k−i+2)τ) ≤ ÕB(d
(k+2)2

2 τ and L(Si+1) ≤ Õ(2i−1di−1τd + 2i−1diτ) =
Õ(diτ).

Hence, we have proved above two conclusions.
According to above discussion, we can compute S(xk+1) in

ÕB(kd
(k+2)2

2 τ)

and L(Sk+1) ≤ Õ(dkτ). By lemma 7, the bit size of rb(S(xk+1)) is bounded by
Õ(dkτ).

In conclusion, we proved this lemma.

Proof (of Thm. 5). For any k = 1, 2, . . . , n, let L(rk), L(Rk+1), L(ξk) be bounded
by ρk, τk+1, σk respectively. Furthermore, we can always assume ξk to be repre-
sented by an interval [ak, bk] where ak, bk are fractions with denominators in the
form of 2tk(tk ≤ σk) and numerator being 1, rk to be in the form 1

2pk (pk ≤ ρk)
and Rk+1 to be in the form 2qk+1(qk+1 ≤ τk+1). Then rational number rk

Rk+1
are

in the form 1
2pk+qk+1

(pk + qk+1 ≤ ρk + τk+1).
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We prove this theorem using inductive method.

For i = 1, we will compute {ξ1}, r1, R2. According to Lemma 9 and Lemma
10, we isolate {ξ1} in ÕB(d3τ), and L(b1) ≤ Õ(dτ), L(r1) ≤ Õ(dτ). According
to Lemma 12, L(R2) ≤ max{Õ(d2τ + τ), ÕB(dτ)} = Õ(d2τ). Then (a)(b)(c)(f)
is correct for i = 1.

For i = 2, we will compute T 2
2 , {ξ2}, r2, R3.

T 2
2 (X2

2 ) = ResX2
1
((2τ2+ρ1)dϕ2

1(f1), (2τ2+ρ1)dϕ2
1(f2)), where (2τ2+ρ1)dϕ2

1(f1)

and (2τ2+ρ1)dϕ2
1(f2)) are polynomials with integer coefficients. Furthermore,

(2τ2+ρ1)dϕ2
1(f1) is degree less than d w.r.p.t X2

1 and bit size less than Õ(2(τ2 +
ρ1)d+ τ) = Õ(dτ2) = Õ(d3τ). Similarly, (2τ2+ρ1)dϕ2

1(f2)) ∈ Z[X2
1 ,

X2
2 ] is degree less than 2d w.r.t. X2

1 and bit size less than Õ(d3τ). According to
Lemma 11, we compute T 2

2 (X2
2 ) in ÕB(d(2d+ d)1+1(2d)d3τ) = ÕB(18d7τ), and

degX2
2
(T 2

2 ) ≤ 3d2, bit size of T 2
2 is bounded by Õ(3d4τ), T 2

2 ∈ Z[X2
2 ]. By Lemma

9, we isolate {η2}, the real roots of T 2
2 in ÕB(34d10τ) = ÕB(d10τ), and the

end points of the isolate intervals of them have bit size bounded by Õ(32d6τ) =
Õ(d6τ). Then, we get back {ξ2} by ξ2 = R2

r1
(η2−ξ1), the bit size of ξ2 are bounded

by Õ(τ2 + ρ1 + L(η2)) = Õ((d6 + d3 + d)τ) = Õ(d6τ). So L(r2) ≤ Õ(d6τ). Ac-
cording to Lemma 12, L(R3) ≤ max{Õ(d7τ + d2τ + τ), ÕB(d2τ)} = Õ(d7τ).
Obviously, (a)-(f) have been proved for i = 2. Assume conclusions have been
proved for 1, 2, . . . , i− 1.

For i, we will compute T il , l = 2, 3, . . . , i, {ξi}, ri, Ri+1.

We will induce l in the following discussion.

For l = 2, we will compute T i2. T i2(Xi
2) = ResXi

1
((2τi+ρi−1)d

ϕii−1(fi−1), (2τi+ρi−1)dϕii−1(fi)), where (2τi+ρi−1)dϕii−1(fi−1) and (2τi+ρi−1)dϕii−1(fi))
are polynomials with integer coefficients. Furthermore, (2τi+ρi−1)dϕii−1(fi−1) is

degree less than d w.r.p.t Xi
1 and bit size less than Õ(2(τi + ρi−1)d + τ) =

Õ(dτi). Similarly, (2τi+ρi−1)dϕii−1(fi) ∈ Z[xi−2, X
i
i , X

i
i−1] is degree less than

2d w.r.p.t Xi
i−1 and bit size less than Õ(dτi). According to Lemma 11, we

compute T i2(xi−2, X
i
2) in ÕB(d(2d+ d)i(2d)i−1dτi) = ÕB(2i−13id2i+1di

2−2τ) =

ÕB(di
2+2i−1τ), and degXi

2
(T i2) ≤ 3d2, degxj

(T i2) ≤ 2d2, j = 1, . . . , i− 2, bit size

of T i2 is bounded by Õ(d2τi) = Õ(di
2

τ), T i2 ∈ Z[xi−2, X
i
2].

Assume (d)(e) have been proved for 2, 3, . . . , l − 1.

For l, we compute T il . Similarly to l = 2, T il (X
i
l ) =ResXi

l−1

((2τi−l+2+ρi−l+1)dϕii−l+1(fi−l+1), (2τi−l+2+ρi−l+1)3
l−2dl−1

ϕii−l+1(T il−1)), where (2τi−l+2+ρi−l+1)dϕii−l+1(fi−l+1) and

(2τi−l+2+ρi−l+1)3
l+2dl−1

ϕii−l+1(T il−1)) are polynomials with integer coefficients.

Furthermore, (2τi−l+2+ρi−l+1)dϕii−l+1

(fi−l+1) is degree less than d w.r.p.tXi
l−1, bit size less than Õ(2(τi−l+2 + ρi−l+1)d+

τ) = Õ(dτi−l+2). Similarly, (2τi−l+2+ρi−l+1)3
l−2dl−1

ϕii−l+1(T il−1)) ∈ Z[xi−l+2, X
i
l , X

i
l−1]

is degree less than 2·3l−2dl−1 w.r.p.t Xi
l−1 and bit size less than Õ(3l−2dl−1τi−l+

dl−1τi) = Õ(dl−1τi). According to Lemma 11, we compute T il (X
i
l ) in ÕB(d(3l−2dl−1+

d)i−l+2
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(3l−2dl−1)i−l+1dl−1τi) = ÕB(d2(l−1)i−−2l
2+6l−3τi) = ÕB

(di
2+2(l−1)i−2l2+6l−5τ), and degXi

l
(T il ) ≤ 3l−1dl, degxj

(T il )

≤ 2l−1dl, j = 1, . . . , i − l, bit size of T il is bounded by Õ(dlτi) = Õ(di
2+l−2τ),

T il ∈ Z[xi−l, X
i
l ]. So (d)(e) have been proved for l.

Furthermore, we compute T ii in ÕB(di
2+4i−5τ), degXi

i
(T ii )

≤ 3i−1di, bit size of T ii is bounded by Õ(di
2+i−2τ). By Lemma 9, we isolate

{ηi}, the real roots of T ii in ÕB((3i−1di)3

di
2+2i−3τ) = ÕB(di

2+5i−3τ), and the end points of the isolate intervals of them
have bit size bounded by Õ(3i−1di

3di
2+i−2τ) = Õ(di

2+2i−2τ). Then, we get back {ξi} by ξi = Ri

ri−1
(ηi − ξi−1),

the bit size of ξ2 are bounded by Õ(τi + ρi−1 + L(ηi)) = Õ(di
2−2τ + di

2−3τ +

di
2+2i−2τ) = Õ(di

2+2i−2τ). So L(ri) ≤ Õ(di
2+2i−2τ). According to Lemma 12,

L(Ri+1) ≤ max{Õ(di
2+2i−1τ), ÕB(diτ)} = Õ(di

2+2i−1τ). Obviously, this theo-
rem have been proved.

Proof (of Thm. 6). In Algorithm 3, we need compute Ri, T
i
l for i = 2, . . . , n; l =

2, . . . , i, and isolate the real roots of T ii for i = 1, . . . , n. So the complexity of
this algorithm is ∑n−1

i=1 ÕB(id
(i+2)2

2 τ)

+
∑n
i=2

∑i
l=2 ÕB(di

2+(2l−2)i−2l2+6l−5τ)

+
∑n
i=1 ÕB(di

2+4i−2τ) = ÕB(Nn2

).
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