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Abstract. Low-grade gliomas (WHO grade II) are diffusively infiltra-
tive brain tumors arising from glial cells. Spatial classification that is
usually based on cerebral lobes lacks accuracy and is far from being able
to provide some pattern or statistical interpretation of their appearance.
In this paper, we propose a novel approach to understand and infer
position of low-grade gliomas using a graphical model. The problem is
formulated as a graph topology optimization problem. Graph nodes cor-
respond to extracted tumors and graph connections to the spatial and
content dependencies among them. The task of spatial position mapping
is then expressed as an unsupervised clustering problem, where cluster
centers correspond to centers with position appearance prior, and cluster
samples to nodes with strong statistical dependencies on their position
with respect to the cluster center. Promising results using leave-one-out
cross-validation outperform conventional dimensionality reduction meth-
ods and seem to coincide with conclusions drawn in physiological studies
regarding the expected tumor spatial distributions and interactions.

1 Introduction

Low-grade gliomas (WHO grade II) are diffusively infiltrative brain tumors that
are generally revealed by seizures in young patients with a normal social and
professional life [1]. Although surgery of low-grade gliomas has been a contro-
versial subject for decades, it is now considered as the best therapeutic option
as reported in the recent European Guidelines [2]. However, surgery can cause
functional deficit, especially if the tumors are located near or within a functional
area. As a result, the tumor’s location in the brain is of great importance.

Inferring spatial dependencies regarding tumor appearance in the brain is a
research direction that has gained little attention [3, 4]. The most natural ap-
proach to such a problem is through statistical modeling with respect to the
position of low-grade gliomas. This could be achieved using dimensionality re-
duction techniques like principal [5] or independent [6] component analysis. This
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can be easily achieved at the voxel level, but a huge number of observations is
needed and the linearity assumption regarding the correlation between the spa-
tial positions of tumors is imposed. Non-linear methods embed the observation
space into a low-dimensional space and then seek for correlations in this space.
Examples refer to isomap [7] or laplacian graphs [8]. Within the considered clin-
ical setting, neither the expected rank of the reduced space is known nor the
number of samples is sufficient to approximate the manifold.

Network connectivity analysis is an alternative to the above mentioned meth-
ods, a quite popular idea in functional imaging when targeting task-specific brain
understanding through mutual activations of brain regions [9]. In such a context,
the brain is parceled according to a certain criteria and considered to be a fully
connected network, each node is associated with a multi-dimensional variable
explaining the activations as a function of time/task. The aim is then to group
parcels with important statistical correlations in terms of behavior [10].

In this paper, we are inspired from these methods but we amend them to
deal with a static setting. While the brain parcels are known in functional imag-
ing, in our case these parcels do depend on the observations and correspond to
manually annotated low-grade gliomas. Our method first registers all samples to
the same reference pose while explicitly taking into account the tumor position
during the registration. The registered data are considered to define a statistical
measure of coherence between different tumors based on their spatial position as
well as their geometric form. This measure is used to determine a graph where
messages are exchanged between nodes. The strength of the message depends
on the statistical measure of coherence between tumors, while the overall capac-
ity of a node depends on the total volume of messages being passed to it. The
problem of understanding spatial dependencies between tumors appearance is
then casted as an unsupervised clustering problem[11] where both the number
of clusters, the cluster centers and the nodes assignments are to be determined.

The reminder of this paper is organized as follows: in section 2 we detail the
preprocessing step and introduce the spatial position representation network.
The optimization of the network is discussed in section 3 while experimental
validation and comparisons with linear methods are presented in section 4. Dis-
cussion concludes the paper.

2 Network Representation of Low-grade Gliomas Spatial

Dependencies

Our data set consisted of 95 3D MRI images of 95 different patients with low-
grade gliomas: 90 FLAIR T2 weighted, and 5 T2 weighted. We had a majority of
male patients, age between 21 and 65 and tumor size between 3.5 and 123 cm3.
The image size ranged from 256x256x24 to 512x512x33, and the pixel resolution
from 0.4x0.4 to 0.9x0.9 mm2 in the (x,y) plane and 5.3 to 6.4 mm in the z plane.
Each image had been manually annotated by experts to indicate the position of
the tumor. The atlas for registration consisted of a high resolution FLAIR image
(size 256x256x24, resolution 0.9x0.9x5.45 mm3) of a tumor free brain.



Let us consider without loss of generality n acquisitions Vi() of brain volumes
as well as the corresponding segmentations Si() binary maps indicating whether
a pixel belongs or not to the tumor. Both, intensity volumes and binary maps
are rigidly registered to the same pose. The first step towards spatial position
mapping of low-grade gliomas consists in removing the brain local anatomical
variability through deformable registration. This is achieved using the discrete
optimization method presented in [12] that is amended to deal with the lack of
visual correspondences in the brain tumor areas by not taking into account tumor
voxels during registration. Using the optimal deformable registration parameters,
let us consider now S(x) = S(T (x)) being the deformed segmentation map.

We then measure the proximity between two tumors by adopting as suggested
in [13] the Mahalanobis distance. Let us consider the spatial coordinates of all
pixels belonging to tumors Si and Sj . Let x̄i and x̄j be the center of mass of Si

and Sj . The Mahalanobis distance between the tumors is computed as:

dM (Si, Sj) =
√

(x̄i − x̄j)TΣ−1(x̄i − x̄j) Σ =
(ni − 1)Σi + (nj − 1)Σj

ni + nj − 2
(1)

where Σi and Σj are the covariance matrices of pixels coordinates of Si and
Si while ni and nj are the number of pixels in tumors Si and Sj respectively.
The complete network corresponding to our data-set is shown in [Fig. (1)] where
the nodes correspond to the tumors and the strength and color of the edges
correspond to the proximity of the observed tumors.

3 Network Optimization

Let us consider the set of distances d(Si, Sj) between all pairs of low-grade
gliomas. Let us assume that the observations can be expressed through a compact
sub-graph of k central nodes. Both the number and the position of the central
nodes are to be determined while the remaining observations should be expressed
from one of these nodes. In order to determine the quality of a central node, we
adopt two measurements, a global and a local one. The global measurement
assumes that a central node should have significant overlap with the remaining
measurements. This can be quantified by the overall distance of the node from the
rest of the data. The assignment of an observation to one of the central nodes
(local measurement) should be based on their distance. The optimal network
connectivity should minimize the local and the global criteria both in terms of
central node selection and tumor assignments. This is an unsupervised clustering
problem,

min
k

min
c1,...,ck

min
l1,...,ln





n
∑

i=1

d(ci, Sj) + α

k
∑

j=1

δ(ci − lj)d(Slj , Sj)



 (2)

where lj is the assignment of observation j and α is a constant coefficient bal-
ancing the contributions of the two terms. To recover the lowest potential of the
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Fig. 1: Network representation of the data-set. Arcs corresponding to a distance
greater than 5 are not displayed.

above functional, we will rely on a recently proposed clustering algorithm [11],
which does not require any initialization and provides near-optimal clustering
results both in terms of number of central nodes as well as in terms of remaining
nodes assignments. The optimization results will heavily depend on the relative
importance given between the two terms (alpha value). In order to determine
the optimal number of central nodes, one should consider the quality of clusters
being associated with them. We consider the following criteria to determine the
compactness of clusters and the quality of the overall representation:

Dunn Index [14]: For a partition of K clusters, it is computed as

D = min
i∈[1:K]

{ min
j∈[1:K],j 6=i

{
d(ci, cj)

dmax

}} (3)

where dmax corresponds to the maximal distance of a sample to the center of
the cluster it belongs to, and d(ci, cj) is the distance between the centers ci and
cj of clusters i and j. Intuitively, a good clustering will be characterized by a
high Dunn index (see [Fig. (2b)]): compact and well separated clusters yield a
low dmax and a high distance inter clusters.

Davies-Bouldin Index [15]: this index also identifies compact and well
separated clusters. It computes the maximum similarity between clusters:

DB =
1

K

K
∑

i=1

max
j∈[1:K],j 6=i

σi + σj

d(ci, cj)
(4)

where σi is the average distance of all points in cluster Ci to its center, K
is the number of clusters and d(ci, cj) is the distance between the centers of
clusters i and j. A small DB value indicates little similarities between clusters
and therefore, a better clustering ([Fig. (2c)]).

Global Silhouette Index [16]: For a given cluster Ck = (S1, ...Sn), the
silhouette index assigns to each of its members a quality measure s(Si) (i=1,...,n)
that is a confidence indicator on the membership of Si in Ck. It is defined as

GS =
1

K

K
∑

j=1

1

nj

nj
∑

i=1

s(Si) with s(Si) =
b(Si)− a(Si))

max(a(Si), b(Si))
(5)
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Fig. 2: Values of the 3 criteria in function of alpha (a,b,c,d) and of the number
of clusters (e). (a) Global Silhouette index, (b) Dunn index, (c) Davies-Bouldin
index, (d,e) Combination of the three indexes

where nj is the number of elements in cluster Cj , a(Si) is the average dis-
tance between Si and all of the remaining elements in Ck, and b(Si) is the
minimum average distance between Si and all of the elements clustered in
Cj , (j = 1, ...,K; j 6= k). s(Si) takes values between -1 and 1. A value close
to 1 indicates that Si has been assigned to the appropriate cluster and a value
close to -1 infers that Si has been misclassified. A value close to zero suggests
that Si lies equally far away from 2 clusters. Since the largest silhouette in-
dex is indicative of the best clustering, we select the clustering that yields the
maximum global silhouette index ([Fig. (2a)].

We have considered increasing relative importance between the global and
the local term as shown in [Fig. (2)]. All the considered criteria reached their best
value for the same 15 nodes graph-structure. The optimal network connectivity
is shown in [Fig. (3)]. One can observe a notion of symmetry between the left
and the right hemisphere. The distribution of the individual distance values
before clustering is shown in [Fig. (4a)] while [Fig. ((4b)], and ((4c)] show the
distribution per cluster of distances and individual silhouette indexes.

4 Experimental Validation

In order to evaluate the performance of the method we have considered a leave-
one-out cross validation strategy. We have used n−1 measurements to learn the
topology of the graph and the remaining observation to predict its position in
the network. We have performed this test n = 95 times.

We denote 3 different results that satisfy the 3 optimality criteria. In most
cases, the number of central nodes has reached the same value as for the whole
data-set, that is K = 15. In one case, the optimal number of clusters was 16.
The removed sample is a large tumor (about 110 cm3) that is the center of an
important cluster (12 nodes) which splits in 2 without its center. The removal
of 7 samples yielded 14 clusters networks. Those samples were assigned to small
clusters (2 or 3 nodes) that were merged with a neighboring cluster when the
sample is removed. We have considered 2 criteria to determine the ability of the
retained centers to express their respective populations. First the cluster mem-
bers should be overlapping with the center and their cluster’s center ck should
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Fig. 3: 15 nodes network corresponding to the optimal criteria, connections cor-
responding to distances bigger than 4 are not displayed

be the closest, i.e. d(Si, ck) = minj∈[1:K] d(Si, cj) and d(Si, ck) ≤ 2. Secondly, we
use the individual silhouette index s(Si) to evaluate the membership of a sample
to a cluster. If the value is high, there is no doubt about the membership of the
sample. If it is close to 0, we compare its value to the average silhouette index of
the corresponding cluster : s(Si) ≥ 0.3 or s(Si) ≥

1
nk

∑nk

j=1,j 6=i s(Sj) − std(sk),

where std(sk) is the standard deviation of individual silhouette index values for
cluster Ck, and nk the number of elements in Ck. Such a configuration was able
to properly assign 80% of the whole training example.

In order to evaluate the network prediction strength, we have considered
the cluster that optimally represents the removed observation and measured the
quality of the cluster once this new sample has been added to it. Ideally, the
quality of the clusters should remain the same if the network is able to express
the variability of new samples. This was the case in 73% of the 95 cases. Failure
can occur if the new sample is an outlier, equally close to 2 existing clusters or
was the center of a cluster. We also estimate the effect of the removal of a sample
on the clustered graph’s structure by evaluating the quality of correspondences
between the clustered graph obtained from the whole data-set G0, and the 15
nodes graphs obtained from cross validation experiments Gk, (k = 1, .., 87). To
this end, we seek a matching between the nodes of the graphs using the algorithm
proposed by [17]. We find complete match in 83% of the cases and only one node
didn’t correspond for the remaining graphs.

Finally, comparison with principal component analysis (PCA) was consid-
ered. PCA computes a new orthogonal coordinates system that regroups the
maximum variance in a minimum vectors. It is a simple way to find correla-
tion between data: the fewer vectors necessary to represent the data, the bigger
the correlation. We performed PCA on the data-set at the voxel level. Each
[256,256,24] binary segmentation map was converted to a [256x256x24,1] vector,
so that each voxel was a variable and each image was a sample. While our exper-
iments using network representation suggest that 15 clusters represent 80% of
the data, 15 PCA vectors regroup only 65% of it. Another drawback of PCA was
that the obtained vectors did not correspond to specific preferential locations.
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Fig. 4: Distance distribution between all the tumors (a),Box-plots of the distances
(b) and individual Silhouette (c) values for each cluster

5 Discussion

Very few studies have dealt with spatial dependencies of gliomas appearances
in the brain. In this paper, we proposed graph theory to represent our data-set
spatial dependencies and clustering to regroup statistically dependent tumors.
Cross-validation results on an important volume of clinical data support the
idea that the complete graph could be reduced to a handful nodes, which indi-
cates statistical preferential locations for low-grade gliomas in the brain that our
clustered network enables to identify. There are very few tumors in or near the
occipital and prefrontal lobes (7%). We find (symmetrically) the higher amount
of tumors around the insula or the temporal lobe (27% in the right hemisphere
and 33% in the left hemisphere). The remaining tumors are in the frontal and
parietal lobes, mostly close to the motor areas. Those results are consistent
with previous observations [4]. Furthermore, preliminary results indicate that
the graph’s structure remains unchanged while at the same time the method
outperforms standard dimensionality reduction techniques.

Several questions remained unanswered from this study. Despite the sizable
validation set, increasing the number of cases considered in the study could fur-
ther enhance the claims of the paper. On a more theoretical view-point, the
impact of the registration process is critical since the selection of the reference
pose introduces a strong bias on the results. The use of population registration
methods [18] that simultaneously deform all the data while taking into account
tumoral regions is a promising alternative. The estimation [19] and propagation
of registration uncertainties is another mean of eliminating the bias while at the
same time producing a qualitative interpretation of the results. This can also
produce better means of measuring spatial coherence between tumors through
high-dimensional embedding and Gaussian processes distance definition. Creat-
ing a statistical representation of tumor appearances can be of great interest
and a valuable clinical tool for computer aided diagnosis. The network obtained
through leave-one-out cross validation, through n-to-m graph matching, and net-
work topology optimization could lead to a unique representation of the spatial
mapping of low-grade gliomas in the brain. Automatic segmentation is a task
that could benefit from the obtained graphical model since it consists of a pow-
erful position prior queue.
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