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Abstract
We present a probabilistic method for segmenting instaatagarticular object category within an

image. Our approach overcomes the deficiencies of prevegmantation techniques based on traditional
grid conditional random fieldscRkF), namely that (i) they require the user to provide seed pif@l the
foreground and the background; and (ii) they provide a paimr for specific shapes due to the small
neighborhood size of gricrr. Specifically, we automatically obtain the pose of the aobjea given
image instead of relying on manual interaction. Furtheemare employ a probabilistic model which
includes shape potentials for the object to incorporatedimpn information that is global across the
image, in addition to the grid clique potentials which pa®/ithe bottom-up information used in previous
approaches. The shape potentials are provided by the ptise alfject obtained using an object category
model. We represent articulated object categories usinaval fayered pictorial structures model. Non-
articulated object categories are modelled using a set@hplars. These object category models have
the advantage that they can handle large intra-class shppearance and spatial variation. We develop
an efficient method, €uCuUT, to obtain segmentations using our probabilistic framéwblovel aspects

of this method include: (i) efficient algorithms for sampjithe object category models of our choice;
and (ii) the observation that a sampling-based approxanaif the expected log likelihood of the model
can be increased by a single graph cut. Results are presemtselveral articulated (e.g. animals) and
non-articulated (e.g. fruits) object categories. We peva favorable comparison of our method with
the state of the art in object category specific image segatient specifically the methods of Leibe &

Schiele and Schoenemann & Cremers.

Index Terms
Object Category Specific Segmentation, Conditional Ran&@tds, Generalized EM, Graph Cuts

|. INTRODUCTION

Image segmentation has seen renewed interest in the fieldmpGQer Vision, in part due
to the arrival of new efficient algorithms to perform the segwation [5], and in part due to
the resurgence of interest in object category detectiofy [26]. Segmentation fell from favor
due to an excess of papers attempting to solve ill posed gmblwith no means of judging
the result. In contrast, interleaved object detection agh®ntation [4], [26], [29], [37], [45]
is both well posed and of practical use. Well posed in thatréselt of the segmentation can
be quantitatively judged, e.g. how many pixels have beerectly and incorrectly assigned to
the object. Of practical use because image editing toolsbeadesigned that provide @ower
assistto cut out applications like ‘Magic Wand’, e.g. “I know this a horse, please segment it
for me, without the pain of having to manually delineate tleirtdary.”

The conditional random fieldcRF) framework [25] provides a useful model of images for
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segmentation and their prominence has been increased ayaiiability of efficient publically
available code for their solution. The approach of Boykowd awolly [5], and more recently
its application in a number of systems includi@yabCut by Rotheret al. [34], strikingly
demonstrates that with a minimum of user assistance obgacide rapidly segmented (e.g. by
employing user-specified foreground and background seeslspi However samples from the
distribution defined by the commonly used gadrs (e.g. with 4 or 8-neighborhood) very rarely
give rise to realistic shapes and on their own are ill suiteddgmenting objects. For example,
Fig. 1(c) shows the result of segmenting an image contaiaingw using the method described
in [5]. Note that the segmentation does not look like the cbgespite using a large number of
seed pixels (see Fig. 1(b)) due to the small neighborhocel gizhe gridcrF, which cannot

provide global top-down information.

Fig. 1. Segmentation obtained using theF formulation.(a) Original image containing a cowb) The red and blue rectangles
indicate the object and background seed pixels respegtiwblich are provided by the usgic) Segmentation obtained using
the method described in [5]. Note that the segmentation tsabject-like due to the poor prior provided by the grakF.
(d),(e) The cow is roughly localized using the pictorial structuresdel [9], [12]. The parts detected are shown overlaid on
the image. Note that the position and shape of the partsrslifetween the two detections (e.g. the head and the tdfydjhe
segmentation obtained using our method. Unlike previouthaoas [2], [5], [34], the segmentation is object-like.

In contrast, models used for object detection utilize thebgl information of the object
to localize it in the image. Examples of such models incluééoanable templates [6] and
triangulated polygons [8]. In this work we employ a set ofghand texture exemplars, similar
to [14], [40], [42]. Given an image, the object is detectedimtching the exemplars to the image.
Such a model is particularly suitable for non-articulatdxgeot categories where a sufficiently
large set of exemplars can be used to handle intra-clas® sirapappearance variation.

For articulated objects, in addition to shape and appeardhere might also be a considerable
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spatial variation (e.g. see Fig. 18). In order to managevhigbility there is a broad agreement
that articulated object categories should be representexd dmllection of spatially related parts
each with its own shape and appearance. This sort of apprdaigds back to the pictorial
structures model introduced by Fischler and Elschlageetdecades ago [12]. Recently, pictorial
structures [9] and other related models [11], [29], [37] dndbeen shown to be very successful
for the task of object recognition. Furthermore, pictosfalictures have been highly effective in
detecting fronto-parallel views of objects [9], [32]. Hg@nd throughout the rest of the paper),
by detection we mean obtaining a rough localization of thealgiven that the image contains
an instance of the object category of interest. Howevegedhraodels alone are not suitable for
obtaining a pixel-wise segmentation of the image. For examipig. 1(d) and (e) show two
samples of the distribution obtained by matching the piat@tructures model of a cow to an
image (as described in section V).

In this work, we combine the models used for object detectvth the grid CRF framework
used for segmentation. The coarse localization of the olgbtained by matching a model to
an image provides us rough regions where the foregroundtliieeobject) and background are
present. These regions are used to obtain the object androackl seed pixels. The seed pixels
could then be directly employed to obtain the segmentat®inguCRF based methods. The
result would be an automated Boykov-Jolly style segmemtagilgorithm [5]. However, such
an approach would still suffer from the problem that the ribstion of the grid crRF would
not provide a good estimate for the shape of the object. leraml address this deficiency, we
go beyond the probabilistic models of previous approacBeecifically, we introduce a new
framework that combines the gridRF (which provides bottom-up information) with an object
category model (which provides global top-down informatacross the image plane).

Using the above framework, pixels of an image can be labelelelonging to the foreground
or the background by jointly inferring theApP estimate of the object detection and segmentation.
However, it would be undesirable to depend only onnia® detection since it may not localize
some portion of the object well. We overcome this problem bgrgmalizing over various
detections obtained for a given image. Fig. 1(d) and (e) stvaavsuch detections found using
the pictorial structures model of a cow (see section V). E{®.shows the segmentation obtained
using our approach. Unlike previous methods, the segmentat object-like.

In summary, we cast the problem of object category specifmeatation as that of estimating
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a probabilistic model which consists of an object categopndet in addition to the griccrF.
Put another way, the central idea of the paper is to incotpoaa'shape prior’ (either non-
articulated or articulated) to the problem of object segtagmn. We develop an efficient method,
OBJCUT, to obtain segmentations using this framework. The basmuofmethod are two new
theoretical/algorithmic contributions: (i) we providefieient algorithms for marginalizing or
optimizing the object category models of our choice; anyl ie make the observation that
a sampling-based approximation of the expectation of tigelikelihood of aCcRF under the
distribution of some latent variables can be efficientlyimjted by a single sMINCUT.

Related Work: Many different approaches for segmentation using bothdimpn and bottom-
up information have been reported in the literature. Wet stardescribing the methods which
require a limited amount of manual interaction. Huatgl. [19] describe an iterative algorithm
which alternates between fitting an active contour to an enaigd segmenting it on the basis
of the shape of the active contour. Cremetsal. [7] extend this by using multiple competing
shape priors and identifying the image regions where shapespcan be enforced. However,
the use of level sets in these methods makes them compuaihyionefficient. Freedmaret
al. [13] describe a more efficient algorithm based omvstcuT which uses a shape prior
for segmentation. However, note that in all the above methib@& user provides the initial
shape of the segmentation. The quality of the solution hea@pends on a good initialization.
Furthermore, these methods are not suited for parts basddlsnand cannot handle articulation.

There are a few automatic methods for combining top-down laoiiom-up information.
For example, Borenstein and Uliman [4] describe an algorifior segmenting instances of
a particular object category from images using a patchébasadel learnt from training images.
Leibe and Schiele [26] provide a probabilistic formulatifum this while incorporating spatial
information of the relative locations of the patches. Wimd aojic [44] describe a generative
model which provides the segmentation by applying a smoetiorthation field on a class
specific mask. Shottoet al. [38] propose a novel texton-based feature which captureg lo
range interactions to provide pixel-wise segmentationweieer, all the above methods use a
weak model for the shape of the object which does not prowdéstic segmentations.

Winn and Shotton [45] present a segmentation techniquegusiparts-based model which
incorporates spatial information between neighboringsparheir method allows for arbitrary

scaling but it is not clear whether their model is applicablarticulated object categories. Levin
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and Weiss [27] describe an algorithm that learns a set ofrfeanys for a particular object category
which assist the segmentation. The learnt fragments peowidy local cues for segmentation
as opposed to the global information used in our work. Thensegation also relies on the
maximum likelihood estimate of the position of these fragtseon a given test image (found
using normalized cross-correlation). This has two disathges:

« The spatial relationship between the fragments is not densd while matching them to an
image (e.g. it is possible that the fragment correspondinth¢ legs of a horse is located
above the fragment corresponding to the head). Thus theesggtion obtained would not
be object-like. In contrast, we marginalize over the obftegory model while taking into
account the spatial relationships between the parts of theéem

« The algorithm becomes susceptible to error in the presehbaakground clutter. Indeed,
the segmentations provided by [27] assume that a roughizatiain of the object is known
a priori in the image. It is not clear whether normalized cross-datian would provide
good estimates of the fragment positions in the absenceabf ksnowledge.

More recently, Schoenemann and Cremers [35] proposed amaghpto obtain the globally
optimal segmentation for a given shape prior. Although teended their framework to handle
large deformations [36], it still cannot handle articuthtabject categories such as humans and
guadrupeds. Moreover, it is not clear whether their apgraan be extend to parts based models
which are known to provide an elegant representation ofrabwdject categories.

Outline: The paper is organized as follows. In section Il the prolistizl model for object
category specific segmentation is described. Section\dgyan overview of an efficient method
for solving this model for foreground-background labelikge provide the details of our choice
of representations for articulated and non-articulatgdaib in section IV. The important issue of
automatically obtaining the samples of the object from a&giimage is addressed in section V.
Results for several articulated and non-articulated aljategories and a comparison with other
methods is given in section VI.

A preliminary version of this paper has appeared as [23]ceSiits publication, similar

techniques have been successfully applied for accuragxobgtection in [31], [33].
[I. OBJECT CATEGORY SPECIFIC SEGMENTATION MODEL

In this section we describe the model that forms the basisipfr@rk. There are three issues

to be addressed in this section: (i) how to make the segmentadbnform to foreground and
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background appearance models; (i) how to encourage thraesggtion to follow edges within

the image; and (iii) how to encourage the outline of the segati®mn to resemble the shape of

the object. We begin by briefly describing the model used avipus works [2], [5], [34].
Contrast Dependent Random Field:We denote the segmentation of an image by a labeling

function f(-) such that

0 if ais a foreground pixel

(a) = L . (1)
1 if a is a background pixel

Given imageD, previous work on segmentation relies on a conditionaloaméleld (CRF) [25] or

equivalent contrast dependent random fieldKF) [24] framework which models the conditional

distributionPr( f|D, 8). Here@ denotes the parameters of therF. By assuming the Markovian

property on the above distribution and using the HammesSldford theorem,Pr(f|D, 8) can

be written as

Pr(f|D,6) = exp(—=@1(f; D, 0)), (2)

Z,(0)
where Z(0) is the partition function and the energy (f; D, ) has the form
QuUfiD,0) =D Oupwy+ D O siayry + Vet €))
Vg EV a b c&
The termsf, ;.\, 0, s
respectively. As in previous work [5], we define these termgadiows.

vy and g, .. qe) are called the unary, prior and contrast potentials

Unary Potential: The unary potentla@ |s the emission model for a pixel and is given by
) —log(Pr(Dg|Hewj)) if f(a)=0
Oaip@) = . (4)
—log(Pr(Da[Hikg)) it fla) =1,

where H,,; and Hy,, are the appearance models for foreground and backgroupdatasely.
For this work,H,,; andH,;, are modelled agGB distributions. The ternD, denotes the&kcs
values of the pixeh.

Note that both the data independent prior té\ﬂmf(a)f(b) and the data dependent contrast term
O p(a)pv) @F€ pairwise potentials (i.e. they are functions of two hbaying pixels). Below,
we provide the exact form of these terms separately whilengahat their effect should be

understood together.
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Prior Term: Let f(a) and f(b) be the labels for neighboring variables and v, respectively.

Then the corresponding prior term is given by

K1 if f(a) - f(b)7
o, = 5
ab;f(a)f(b) { Ko if f(a) # f(b)> X

Contrast TermThe form of the data dependent contrast téfgy, s, is inspired by previous

work in segmentation [5]. For two neighboring pixelsandb, it is given by

¢ _ 0 if f(a)=f(0), 6
abif (@)1 (b) = . (6)
—(a,b) it fa) # f(b).
The term~y(a, b) is defined such that it reduces the cost within the Ising mpdel for f(a) #

f(b) in proportion to the difference in intensities of pixelsandb, i.e.

v(a,b) = A <1 —OxXp <_A22§Z7 b)> dist(la, b)) : 0

whereA(a, b) measures the difference in tReB values of pixels: andb, i.e. D, andD;, and

dist(a, b) is the Euclidean distance betweerandb [5].

In this work, we use the following weight values; = 1, k, = 2.2, A = 1 ando = 5.

As shown in [24], these weight value are suitable for enagingacontiguous segments whose
boundaries lie on image edges. Empirically, these weightseviound to provide good results
for a large variety of images.

Reducing the cost of the Ising model prior term in this marmakes the pairwise terms, i.e.
Ot pa) ) T Vo () sy discontinuity preserving [3], [16]. Note that the contreerm 6, ;) )
cannot be included in the prior (since the prior term is ndad#ependent). Rather it leads to
a pairwise linkage between neighboring random variablespaxels as shown in the graphical
model given in Fig. 2.

Object Category SpecificcDRF. We introduce an object category model, parameterized by
2, to the gridcbRF framework which will favor segmentations of a specific shapeshown in
the graphical model depicted in Fig. 2. We refer to this esim of the gridcDRF model as the
Object Category SpecifitDRF. Note thati(2 is connected to the hidden variables corresponding to
the labelingf. This gives rise to an additional term in the energy functbthe Object Category
SpecificcDRF which depends of2 and f. Following previous work on object category specific

image segmentation [7], [19], we define the energy functi®n a

Qa(f, 4D, 0) = 3 (020 + 0500y +(Z (0%, 5700 + Ooescarsn) (8)

Vg EV a,b)eg
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Object Category Model

v (variables)

Contrast

D (pixels)
Object Category

Specific CDRF

Fig. 2. Graphical model representation of the Object Category 8isecDRF. The random variables are shown as unfilled
circles, while the observed dafa is shown using filled circles. The connections induced byctimgrast term are shown as the
blue edges below the random variables. Note that some o tt@ections (e.g. connecting the random variables onétfte |
with pixels on the right) are not shown for the sake of cladgfythe image. The random variabledie in a plane. Together with
the pixels shown below this plane, these formain®F used for segmentation. In addition to these terms, the ®lgategory
SpecificcDRF makes use of an object category mofe[shown lying above the plane). The mo€klguides the segmentation

towards a realistic shape closely resembling the objechtdrest.

with posterior

PI‘(f,Q|D,0) = GXp(—QQ(f,Q;D,B)). (9)

Z5(0)
Here®@ is the parameter of the Object Category Spedfi®F and Z,(8) is the partition function.
The prior termdg, .., ;) @nd contrast terrdg, ., -, are as defined above. The potenti%gtg,(a)

and 6° are described below.

Appgarance PotentialThe appearance potenti@g‘;f(a) is the same as the unary potential of
the CDRF i.e.
gy = | IoBPrDulHo) I fa) =0 (10
—log(Pr(Da[Hik)) i fla) =1,
Shape Potential\We call the term9 ) as the shape potential since it influences the shape

of the segmentation to resemble the object. The shape [mtéf;}(a) is chosen such that, given
Q (i.e. one possible localization of the object), the randamniables corresponding to pixels
that fall near to a detected object would be more likely toehreground label (i.ely) than
random variables corresponding to pixels lying far from tgect. It has the form:

eaf(a - IOgPI'( (CI,)|Q) (11)
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Following [7], [19], we choose to definBr(f(a)|2) as

1
1 + exp(pu * dist(a, Q))’
where dista, 2) is the spatial distance of a pixelfrom the outline of the object defined sy

Pr(f(a) = 0]2) o Pr(f(a) = 1/2) = 1 — Pr(f(a) = 0/2), (12)

(being negative if inside the shape). The weightletermines how much the pixels outside the
shape are penalized compared to the pixels inside the shape.

Hence, the modef2 contributes the unary terrﬁjf(a) for each pixela in the image for a
labeling f (see Fig. 2). Alternatively§2 can also be associated with th®RF using pairwise
terms as described in [13]. However, by reparameteriziegcthrRF [18], both formulations can
be shown to be equivalent. We prefer the use of unary terneg $iey do not effect the submod-
ularity of the energy. Hence, it can easily be shown that tlergy functionQ.(f, ©2; D, 8) can
be minimized via smINCUT [21]. Fig. 3 shows the advantage of introducing an objecgaty

model in theCDRE

(b)

(d) (e) ()

Fig. 3. (a) An example cow image. The red and blue rectangles show tHepsests which are used to learn tires B distribution

of foreground H.;) and background{sx4) respectively(b) The pairwise terms (prior+contrast) for a pixel summed oitsr
entire neighborhood. Pixels marked bright white indicdte presence of an image edge and are hence, more likely t@dbén
segmentation boundaryc) The unary potential ratid,.,/0.., of a pixel computed using(.,; and Hyky. Pixels marked white
are more likely to belong to foreground than the pixels mdrkéack. Clearly, the likelihoods obtained using omgB values
are not sufficient to obtain a good segmentati@). The object category mod€}. White pixels are the points that lie inside the
object while black pixels lie outside ite) The ratioeio/ei1 corresponding to the modé&R. Again, pixels marked white are
more likely to belong to foreground than backgrou(®l. The ratio of the unary terms, .05 +05.0) /(02 +05.1). Compared
to (c), the unary terms in (f) provide more information abuauitich pixels belong to the foreground and the backgroundeffeer

with the pairwise terms shown in (b), this allows us to obtaigood segmentation of the object shown in (a).
In this work we use two types of object category models: (i) Ron-articulated objects
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is represented by a set of exemplars; (ii) For articulatgdatb, €2 is specified by our extension
of the pictorial structures model [9], [12]. However, we @&diere that our methodology is
completely general and could be combined with any sort oédbgategory model.

The Object Category SpecifitbRF framework defined above provides the probability of the
labeling f and the object category mod€l as defined in equation (9). This is similar to the
model used by Huangt al. [19] and Cremert al. [7]. However, our approach differs from
these works in the following respects: (i) in contrast to lénel-sets based methods employed
in [7], [19], we develop an efficient algorithm based onvsikcuT; (ii) we do not require an
accurate manual initialization to obtain the segmentataord (iii) unlike [7], [19], we obtain
the foreground-background labeling by maximizing the enet probability Pr(f|D), instead
of the joint probabilityPr(f, €2|D). In order to achieve this, we must integrate 6li.e.

Pr(f|D) = /Pr(f, Q[D)df2. (13)

The surprising result of this work is that this intractalmekling integral can in fact be optimized
by a simple and computationally efficient set of operati@ssdescribed in the next section.
[Il. ROADMAP OF THE SOLUTION

We now provide a high-level overview of our approach. Givenimage D, the problem
of segmentation requires us to obtain a labelfiigwhich maximizes the posterior probability
Pr(f|D), i.e.

f* = argmax Pr(f|D) = arg max log Pr(f|D). (14)

We have dropped the teréh from the above notation to make the text less cluttered. e no
however that there is no ambiguity abdutor the work described in this paper (i.e. it always
stands for the parameter of the Object Category SpecifirrF). In order to obtain realistic
shapes, we would also like to influence the segmentatiorgusinobject category modé€l (as
described in the previous section). Given an Object Caye§pecific CDRF specified by one

instance of(2, the required posterior probabilifyr(f|D) can be computed as

Pr(/|D) = D) 5)

where Pr(f, Q|D) is given by equation (9) an®r(€2|f, D) is the conditional probability of

2 given the image and its labeling. Note that we consider tigedibthe posterior probability
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Pr(f|D). As will be seen, this allows us to marginalize the objecegaty model2 using the
generalized Expectation Maximization (generalizad) [15] framework in order to obtaining
the desired labelingf*. By marginalizing€2 we would ensure that the segmentation is not
influenced by only one instance of the object category moalkioh may not localize the entire
object correctly, leading to undesirable effects such asdarate segmentation).

We now describe the generalizesh framework which provides a natural way to deal with
Q by treating it as missing (latent) data. The generalized algorithm starts with an initial
estimatef? of the labeling and iteratively refines it by marginalizingeo(2. It has the desirable
property that during each iteration the posterior proligbiPr(f|D) does not decrease (i.e.
the algorithm is guaranteed to converge to a local maxim@njen the current guess of the
labeling f’, the generalize&m algorithm consists of two steps: @step: where the probability
distributionPr(Q2| ', D) is obtained; and (iiM-step: where a new labeling is computed such
thatPr(f|D) > Pr(f/|D). We briefly describe how the two steps of the generalizedlgorithm
can be computed efficiently in order to obtain the segmetatiVe subsequently provide the
details for both the steps.

Efficiently Computing the E-step: Given the estimate of the labelinff, we approximate
the desired distributiofPr(2| ', D) by sampling efficiently for©2. For non-articulated objects,
this involves computing similarity measures at each lacatn the image. I V-A, we show
how this can be done efficiently. For the case of articulategals, we develop an efficient
sum-product belief propagation algorithm §nV-B, which efficiently computes the marginals
for a non regular Potts model (i.e. when the labels are natifsp@ by an underlying grid of
parameters, complementing the result of Felzenszwalb artteiocher [10]). As will be seen,
these marginals allow us to efficiently sample the objecgaty model using a method similar
to [9].

Efficiently Computing the M-step: Once the samples & have been obtained in tiestep,
we need to compute a new labelifgsuch thatPr(f|D) > Pr(f|D). We show that such a
labeling f can be computed by minimizing a weighted sum of energy fonstiof the form
given in equation (8), where the weighted sum over samplpsoapnates the marginalization
of Q2 (see below for details). The weights are given by the prdivalof the samples. This
allows the labelingf to be obtained efficiently using a singlerstNcuT operation [21].

Details: We concentrate on thei-step first. We will later show how the-step can be
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approximately computed using image features. Given theilolision Pr(2|f/, D), we average

equation (16) ovef? to obtain
log Pr(f|D) = E(log Pr(f,2|D)) — E(log Pr(2|f, D)), (17)

where E(-) indicates the expectation under(2|f’, D). The key observation of the generalized

EM algorithm is that the second term on the right side of equafi@), i.e.
E(log Pr(2/f,D)) = [ (log Pr(Q/, D)) Pr(€2| ', D)dg2 (18)

is maximized whenf = f’ [15]. We obtain a labeling’ such that it maximizes the first term

on the right side of equation (17), i.e.

A~

f =argmax E(log Pr(f,2|D)) = argmax/(logPr(f, QD)) Pr(2] /', D)dS2. (19)

then, if f is different from f’, it is guaranteed to increase the posterior probability|D).
This is due to the following two reasons: (f) increases the first term of equation (17), i.e.
E(log Pr(2, f|D)), as it is obtained by maximizing this term; and (fi)decreases the second
term of equation (17), i.eE(log Pr(2|f, D)), which is maximized whery = f'. If f is the
same asf’ then the algorithm is said to have converged to a local maxirofithe distribution
Pr(f|D). The expression in equation (19) is called the expected tmpata log-likelihood in
the generalize@&m literature.

In section V, it will be shown that we can efficiently samplerfr the object category mod€l
of our choice. This suggests a sampling based solution tomizirg equation (19). Let the set
of s samples b&2,, ..., Q, with weightsw; = Pr(2;|f’, D). Using these samples equation (19)

can be approximated as

f=arg mjgxz_: w; log Pr(f, €;|D,

=1
= argmax; >i=; wi(—Qs(f, ;D)) — C, (20)
= [ =argming Y17} wiQs(f, ;D) + C. (21)
The form of the energy);(f, ©2;; D) is given in equation (8). The terrd' = Y, w; log Z3(0)
is a constant which does not depend pror 2 and can be therefore be ignored during the

minimization. This is the key equation of our approadiVe observe that this energy function

is a weighted linear sum of the energi@s(f, 2; D) which, being a linear combination with
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positive weightsw;, can also be optimized using a singlestvCUT operation [21] (see Fig. 4).
This demonstrates the interesting result that doRF (and MRF) with latent variables, it is

computationally feasible to optimize the complete-datgllkelinood.

Fig. 4. The top row shows various samples of a cow model for a givegemBach sampl€2; gives rise to one instance
of the Object Category Specif@bRF which can be solved to obtain a segmentation using a singl@stuT operation on a
graph, sayg;. The segmentation which increases the expected compltdat)-likelihood is found using a single gtNCUT
operation on the weighted average of all grapfiswhere the weightsv; are defined by the probabilitiPr(Q2;|f’, D) of the

various samples.

The generalized&m algorithm converges to a local maximum Bi(f|D) and its success
depends on the initial labeling®. In the last section a graphical model for pixel by pixel
segmentation was set up. However, it would be computalpoalsuccessful to use this model
straight off. Rather, we adopt an initialization stage inickhwe get a rough estimate of the
posterior probability of(2 from a set of image featured (defined in§ IV-A). Image features
(such as textons and edges) can provide high discriminatiolow computational cost. We
approximate the initial distributiofer(2|f°, D) as g(Q2|Z), whereZ are some image features
chosen to localize the object in a computationally efficier@nner. The weights); required to
evaluate equation (21) on the first EM iteration are obtaimgdampling from the distribution
g(2|Z) (defined in section 1V).

One might argue that if th&AP estimate of the object has a very high posterior probability
compared to other poses, then equation (21) can be appr@dmaing only thevAp estimate

Q* instead of the sampleQ., ..., Q,. However, we found that this is not the case especially
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when therRGB distribution of the background is similar to that of the aftjeFor example,
Fig. 15 shows various samples obtained by matching the nfodel cow to two images. Note
that different samples localize different parts of the obgorrectly and have similar posterior
probabilities. Thus it is necessary to use multiple sampfabe object category model.

The roadmap described above results in tlEa@T algorithm, which obtains object category
specific segmentation. Algorithms 1 and 2 summarize the rsteps of @JCUT for non-
articulated and articulated object categories respdgtidote that we can keep on iterating over
the E and them steps. However, we observed that the samples (and the segioepobtained
from one iteration to the next do not differ substantiallyg(esee Fig. 16). Hence, we run each
step once for computational efficiency, as described in Allgms 1 and 2. As will be seen in the
experiments, we obtain accurate results for different aibpategories using only one iteration
of the generalize&m algorithm.

In the remainder of the chapter, we provide details of theabgategory modef2 of our
choice. We propose efficient methods to obtain the sampla® fihe posterior probability
distribution of 2 required for the marginalization in equation (21). We destmate the results
on a number of articulated and non-articulated object caies.

V. OBJECT CATEGORY MODELS

When choosing the modé&? for the Object Category SpecificDRF, two issues need to be
considered: (i) whether the model can handle intra-clagpestand appearance variation (and, in
the case of articulated objects, spatial variation); arndMnether samples from the distribution
g(2|Z) (which are required for segmentation) can be obtained effily.

We represent theshapeof an object (or a part, in the case of articulated objectsiigus
multiple exemplars of the boundary. This allows us to harttke intra-class shape variation.
The appearanceof an object (or part) is represented using multiple texexemplars. Again,
this handles the intra-class appearance variation. Natettie exemplars model the shape and
appearance of an object category. These should not be eshfuith the shape and appearance
potentials of the Object Category SpecifioRF used to obtain the segmentation.

Once an initial estimate of the object is obtained, its apgr&ze is known. Thus the localization
of the object can be refined using a better appearance moelebfie which is specific to that
instance of the object category). For this purpose, we usedrnams which define the distribution

of the RGB values of the foreground and the background.
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« Input: An imageD and a non-articulated object category model.

Initial estimate of pose using edges and textur&/{A.1):

1) A set of candidate poses = (z., ¥y, 0., 0,) for the object is identified using a tree cascade of classifier
which computes a set of image featuiés

2) The maximum likelihood estimate is chosen as initialneate of the pose.

Improved estimation of pose taking into account colpiV(A.2):

1) The appearance model of both foreground and backgrounddated.
2) A new set of candidate poses is generated for the objecebgealy sampling pose space around the estimate
found in the above step (again, using a tree cascade of fdasgor computingZ).
o The samples2, ..., are obtained from the posterigi(2|Z) of the object category model as described in
§ V-A.3.
« OBJCUT
1) The weightsw; = g(£2;|Z) are computed.

2) The energy in equation (21) is minimized using a singl@stcuT operation to obtain the segmentatign

Algorithm 1: The OBJCUT algorithm for non-articulated object categories.

« Input: An imageD and an articulated object category model.
« Initial estimate of pose using edges and textur&/B.1):
1) A set of candidate poses = (=, y:,0;,0;) for each part is identified using a tree cascade of classffiers
which computes a set of image featuiés
2) An initial estimate of the poses of the parts is found withoonsidering the layering of parts using [an
efficient sum-producsp algorithm (described in the Appendix).
« Improved estimation of pose taking into account color andusion § V-B.2):
1) The appearance model of both foreground and backgrounddated.
2) A new set of candidate poses is generated for each partriselyesampling pose space around the estimate
found in the above step (again, using a tree cascade of f@asgbr computingZ).
3) The pose of the object is estimated using efficient sundygrosp and the layering of the parts.
o The samples2,..., 2 are obtained from the posterigi(2|Z) of the object category model as described in
§ V-B.3.
o OBJCUT
1) The weightsw; = g(£2;|Z) are computed.

2) The energy in equation (21) is minimized using a singl@stcuT operation to obtain the segmentatign

Algorithm 2: The OBJCUT algorithm for articulated object categories.

We define the modeR for non-articulated objects as a set of shape and textura@zaes (see
Fig. 5). In the case of articulated objects, one must alswalbr considerable spatial variation.
For this purpose, we use the pictorial structures) (model. However, thees models used in
previous work [9], [12] assume non-overlapping parts catewt in a tree structure. We extend

the Ps by incorporating the layering information of parts and cectimg them in a complete
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graph structure. We call the resulting representatioriapered pictorial structuregLPs) model.

Below, we describe the object category models in detail.
A. Set of Exemplars Model

We represent non-articulated object categories as 2Drpatteith a probabilistic model for
their shape and appearance. The shape of the object caisgepresented using a set of shape
exemplarsS = {S;,S,, - - -, S.}. For this work, each shape exempfaiis given by a set of points
{six1, si:2, - - -, si:m } describing the outline of the object. Similarly, the appeae is represented
using a set of texture exemplafs= {T,, T, -, T.}, where each exemplar is an image patch
(i.e. a set of intensity values). Note that we use multipleneglars (i.e.c > 1) to handle the
shape and appearance variations which are common in nicolaréd object categories. We call
this the set of exemplarsOE) model. Note that similar models were used for object detect
in [14], [40], [42].

1) Feature likelihood for objectGiven the putative pose of an object, ite.= {x,, Yo, G0, Po}
(where{z,,y,} is the locationg, is the rotation ang, is the scale), we computed two features
Z = {z, =} for the shape and appearance of the object respectivelyDLef D be the set
of pixels corresponding to the object at pase The features:; and z, are computed using
D,. Assuming independence of the two features, the likelihbaded on the whole data is
approximated as

Pr(Z|Q) = Pr(z1) Pr(zs) (22)

where Pr(z;) o« exp(—z;) and Pr(z;) o« exp(—z). We also assume the pridtr(2) to be

uniform. This provides us with the distributiof{2|Z) as
9(R2Z) x Pr(Z|Q2) Pr(2) x Pr(Z|2). (23)

We now describe the features and z, in detail.

Outline (z1): The likelihood of the object shape should be robust to agtlresulting from
cluttered backgrounds. To this end, we defineas the minimum of the truncated chamfer
distances over all the exemplars of the object at pgséet U = {uy, us,- -, u,,} represent
the edges of the image 8§. Thenz, is computed as; = ming,cs deram(Si, U). The truncated
chamfer distanc@ ;. (-, ) is given byd ;. (S;, U) = % >-; min{miny, ||ug — s;,5][, 71}, where

71 Is a threshold for truncation which reduces the effect ofiexgt and missing edges. Orientation
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information is included by computinguiny ||ux — s;,;|| only over those edge points, which
have a similar orientation ts; ;. This makes the chamfer distance more robust [14]. We use 8
orientation groups for the outline points.

Texture (z3): We use thevz classifier [43] which provides a histogram representatirfor
each exemplafl';!. It also provides a histograri, for the image patciD,. The featurez, is
computed as, = miny,cr depi(Hs, H,), Whered,;(-, ) is the x? distancé.

2) Learning the exemplarsin order to learn the exemplars, we use manually segmented
images. The outline of each segmented image provides us amitexemplarsS; € S. The
texture exemplard'; are given by the subimage marked as foreground. We use 20eségn
images each for the ‘banana’ and the ‘orange’ categoriesib&et of the shape exempla¥sof

these two categories is shown in Fig. 5.

—~ 220 OO0

Fig. 5. A selection of the multiple exemplars used to represent tehfor bananas and oranges. Multiple shape exemplars

are required to handle intra-class shape variability.

We now describe an extension to thewhich is used as the mod€! for articulated objects.
B. Layered Pictorial Structures

In the case of articulated objects, we use #isemodel to handle large deformatiorsss are
compositions of 2D patterns, termpdrts under a probabilistic model for their shape, appearance
and spatial layout. However, tirss models used previously in [9], [12] are not directly suigabl
for applications such as efficient segmentation due to thewimg reasons: (i) they use a weak
likelihood model which results in a large number of putaipases for each part; (ii) the parts
are connected in a tree structure and hence, provide a wadiklspodel; and (iii) they do not

explicitly model self-occlusion. Hence, different partgtwsimilar shape and appearance (e.g.

The vz classifier obtains a texton dictionary by clustering intgngalues in anN x N neighborhood of each pixel ifT';
for all T; € 7. The histogrant; is given by the frequency of each entry of this texton dictignin T,;. We useN = 3 and
60 clusters in our experiments.

2The featurez, described here handles the intra-class variation in appearand is used to determine an initial estimate of
the pose of the object. This estimate is then refined usingtarkeppearance model (i.e. specific to a particular instariche
object category) as described yriv-A.2.
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the legs of cows or horses) are often incorrectly detectetthteatsame pose (i.e. even in cases
where they are actually at different poses in the given ifage

We overcome the deficiencies of previoes models by extending them in three ways: (i)
similar to SOE, the likelihood of a part includes both its outline and itstiee which results
in a small number of putative poses for each part in a givergen@aees V-B.1); (i) all parts
are connected to each other to form a complete graph insteadree structure which provides
a better spatial model; and (iii) similar to the model ddsedi in [1], each parp; is assigned
an occlusion numbes; which determines its relative depth. The occlusion numb#osv us to
explicitly model self-occlusion. Specifically, a part can partially or completely occlude part
p; if and only if o; > o,;. Note that several parts can have the same occlusion nurntreyi
are at the same depth. Such parts, which share a common iooclusmber, are said to lie in
the same layer. We call this model layered pictorial stmegu(PS).

1) Posterior of tha.Ps: An LPS can also be viewed as aiRF where the random variables of
the MRF correspond to thep parts. Each random variable takes onexgflabels which encode
the putative poses of the part. Similar to the pose of an blojescribed i IV-A, the pose of
the i part is defined by a label; = {x;, y;, ¢, p;}. For a given pose; and imageD, the part
p; corresponds to the subset of the image pixglahich are used to calculate featurés

The posterior of thePs is given by
9(Q|Z) = Pr(Z|2) Pr(£2), (24)

whereZ = {Z,,...,Z,,} are the image featureg(Z|2) is the feature likelihood ang(f2) is
the prior. Like thesoE model, the shape of arps is specified by a set of shape exempl&rs
for each parp,. The appearance of ams is modelled using a set of texture exempl@r$or the
object category. Note that unlike the shape exemplars,whiie specific to a part of an object
category, the texture exemplars are specific to the objéegosy of interest. Assuming that the
featuresZ; are computed by not including pixels accounted for by pastéor which o; > o;
(i.e. parts which can occlude), the feature likelihood is given byr(Z|Q) = [1.=)" Pr(Z:|Q).
The feature likelihood’r(Z;|?) for part p; is computed as described §nlV-A.1. Specifically,
the likelihood of the first feature, i.&r(z;), is computed using the minimum of the truncated

chamfer distance, over the sgtfor the part, at pose;. The texture likelihoodp(z:), is obtained
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from the vz classifier using the sef for the object categofy
LPS, like ps, are characterized by pairwise only dependencies betweerahdom variables.
These are modelled as a prior on the relative poses of parts:

Pr(Q2) ocexp( ZZH:P Jip a(t;, t; ) (25)

i=1 j=1,j#i

Note that we use a completely connecterlF as this was found to provide a better localization
of the object than a tree structuretkRr [22]. In our approach, the pairwise potentialét;, t;)

of putative poses for each pair of parts are given by a noakaedotts model, i.e.

dy, if valid configuration
do otherwise

where d; < d,. In other words, all valid configurations are considered adlgjulikely and
have a smaller cost. A configuration is considered valid & thfference between the two
posest; and t; lies in an interval defined by} = {7, 47", 677", 077"} and t]}** =
{aper, yiee, 07, oo}, et < |t — t;] < t77°7. Note that the above inequalities should

) Z] ) Z]
be interpreted component-wise (mgm" < |zi — 2] < 273° and so on). For each pair of parts
p; and p; the termst;;?m and t72* are learnt using training video sequences as described in
§ IV-B.2. Using equation (24), the posterior of thes parameters is given by

0(@1Z) = T[ Pr(z: |Q)exp( Za(ti,tj)). 27)

1=1 VL

2) Learning theLPs. We now describe how we learn the various parameters affsenodel
for cows. To this end, we use 20 cow videos of 45 frames eacheand the shape, appearance
and transformations of rigidly moving segments in each &aoh the video using the motion
segmentation method described in [24]. Correspondenaecketthe segments learnt from two
different videos is established using shape context withtioaity constraints [40] as shown
in Fig. 6. The corresponding segments then define a part ofRBanodel. The outline of the
segments defines the shape exempfarsee Fig. 7), while the intensity values of the segmented

cows provides the sef. Furthermore, an estimate f, — t;| is also obtained (after rescaling

3Again, the feature, described here handles the intra-class variation in appearand is used to determine an initial estimate
of the pose of the object. This estimate is then refined usibgteer appearance model (i.e. specific to a particular riestaf

the object category) as described§iv-B.2.
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the frames of the video such that the width of the cow3@ pixels), for each frame and for
all pairs of partsp; and p;. This is used to compute the parametgf§* andt};** that define

valid configurations.

Fig. 6. Correspondence using shape context matching with coiyiraginstraints. Outlines of two cows which need to be
matched are shown. Lines are drawn to indicate correspangaoints.

éff%? ﬁﬂ;f ANANA

N N —

Fig. 7. The first row shows a subset of shape exempfarfor the head of a cow (obtained by establishing a correspoode
between a set of segmented cow images as shown in Fig. 6)eTbrdsrow shows shape exemplars of the torso part.

To obtain theLps model for horses, we use 20 manually segmented images. khede
exemplars can be obtained using the segmented images. Eigvgawe these images do not
provide us with any motion information, we cannot use thehwoetin [24] to obtain the shape
exemplars of theps model. In order to overcome this problem, we establish atpoimpoint
correspondence between the outline of a cow from a trainiggovand the outlines of the horses,
again using shape context with continuity constraints [48¢ Fig. 8). Using this correspondence
and the learnt parts of the cow, the parts of the horse are asily@letermined (see Fig. 9). The

part correspondence obtained also maps the parant%t’@rand t77* that were learnt for cows

to horses. In the next section, we address the importarg isdeveloping efficient algorithms

Fig. 8. Correspondence using shape context matching with cotyirmainstraints. Outlines of a horse and a cow are shown.

Lines are drawn to indicate corresponding points.

for matching the modef2 to an image.
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Fig. 9. The first and second row show the multiple exemplars of the hed the torso part respectively. The exemplars are

obtained by establishing a correspondence between segthenages of cows and horses as shown in Fig. 8.

V. SAMPLING THE OBJECT CATEGORY MODELS

Given an imagd, our objective is to match the object category model to itrtkeo to obtain

samples from the distribution(£2|Z). We achieve this in three stages:

« Initialization, where we fit the object category model to a given imd&ydy computing
featuresz; (i.e. chamfer) and:, (i.e. texture) using exemplars. This provides us with a
rough object pose.

« Refinementwhere the initial estimate is refined by computingusing a better appearance
model (i.e. therGB distribution for the foreground and background learnt gdime initial
pose together with the shape) instead of the texture feaed during initialization. In the
case of articulated objects, the layering information salsed.

« Sampling where samples are obtained from the distributjof2|Z).

A. Sampling thesoE

We now describe the three stages for obtaining samples bghmgtthesoEe model (for a
non-articulated object category) to a given image.

1) Initial estimation of posein order to obtain the initial estimate of the pose of an abjec
we need to compute the feature likelihood for each pose uslingxemplars. This would be
computationally expensive due to the large number of ptesgibses and exemplars. However,
most poses have a very low likelihood since they do not cdwerpixels containing the object
of interest. We require an efficient method which discardshguoses quickly. To this end, we
use atree cascade of classifief89].

We term the rotated and scaled versions of the shape exengdtamplatesWhen matching
many similar templates to an image, a significant speed-w@gehseved by forming a template
hierarchy and using a coarse-to-fine search. The idea isdopgsimilar templates together
with an estimate of the variance of the error within the @ustvhich is then used to define a

matching threshold. For each cluster, a prototype of thstefus first compared to the image; the
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individual templates within the cluster are compared toithage only if the error is below the
threshold. This clustering is done at various levels, tegylin a hierarchy, with the templates

at the leaf level covering the space of all possible templ&ee Fig. 10).

2% R PP A B P

Fig. 10. The putative poses of the object, e.g. a banana, togetharthair likelihood are found using a cascade of classifiers.

In our experiments, we constructed a 3-level tree by clirgiethe templates using a cost
function based on chamfer distance. We use 20 exemplarsafdr ebject. The templates are
generated by transforming the exemplars using discret¢ioos between-r/4 andr /4 radians
in intervals of0.1 radians and scales betweerT and 1.3 in intervals of0.1.

The edge image db is found using edge detection with embedded confidence @2&u{ation
on Canny in which a confidence measure is computed from ahedga template). The feature
z1 (truncated chamfer distance) is computed efficiently bpaisi distance transform of the edge
image that is further filtered as suggested in [30]. Thisdf@mation assigns to each pixel in
the edge image, the minimum ef and the distance to its nearest edge pixel. The truncated
chamfer distance of an exemplar at an image pgose {x,, v,, ¢., P} iS calculated efficiently as
the mean of the distance transform values at the templaté poordinates (using the template

defined by rotationp, and scalep, of the exemplar, see Fig. 11).

(b)

Fig. 11. (a) Original image containing bananas in a cluttered sceft¥). Edgemap of the imagéc) The distance transform of

the edgemap along with an exemplar of banana. Brighter Bitgrvalues indicate points which are far away from the edges

Truncated chamfer distance is calculated as the mean of igtartte transform values at the exemplar point coordinates
The featurez, (i.e. texture) is computed only at level 3 of the tree casdayleetermining

the nearest neighbor of the histogram of texton labelinipgfamong the histograms of texture

DRAFT



24

exemplars. For this purpose, we use the efficient neareghib@i method described in [17]
(modified for y? distance instead of Euclidean distance).

Associated with each node of the cascade is a threshold asegett bad poses. The putative
posest, of the object are found by rejecting bad poses by traverdingugh the tree cascade
starting from the root node for each pixék,y} of the imageD. The likelihoodsPr(Z|?)
are computed using equation (22). The initial estimate efghse is determined by the image
location {z,,y,}, template orientationy, and template scalg, which results in the highest

likelihood. Fig. 12 (column 1) shows the initial estimate fwo banana images. This estimate

is refined using a better appearance model as described.below

Fig. 12. The first column shows the initial estimate obtained for theepof a banana in two images (sg&/-A.1). Samples

of the model obtained using tiesB distribution of foreground and background are shown in teeand and third column (see

§ V-A.3). The detected poses are shown overlaid on the imadgefdurth column shows the segmentation obtained.

2) Refinement of poseOnce the initial estimate of the pose of the object is obtiribe
object location is used to estimate tReB distribution of the foreground and background (and
texture exemplars are no longer used). These distribytibesoted as,,; and H,, for the
foreground and background respectively, are used to defiettar appearance featurg which

is specific to the particular instance of the object categorhe image. Specifically,

Pr(x|Hop;)
Pr(zy) = e
(22) xgo Pr(x|Hpkg)

The refined estimate of the putative poses are obtained tisentyee cascade of classifiers as

(28)

described ing V-A.1 by searching around the initial estimate. In our expents, we consider
locations{x,y} which are at most at a distance of 15% of the size of the objgdin by
the initial estimate. When obtaining the refined estimatiep@entations¢ and scalegp are
considered at each locatidm, y}.

3) Obtaining samples of theoe We now obtain samples from the distributig(Z|2) for
the SOE model. By assuming a uniform pridtr(€2) for the model parametd®, this distribution
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is given by g(Z|Q2) « Pr(z) Pr(z2). The samples are defined as the beshatches found in
§ V-A.2 and are obtained by simply sorting over the variousaines at all possible locations of
the imageD. Fig. 12 (second and third column) shows some of the samisned using the
above method for two banana images.

Next, we describe how to sample the distributiZ|€2) for an LPS model in the case of

articulated object categories.
B. Sampling the.ps

When matching thePs model to the image, the number of labels per part has the potential
to be very large. Consider the discretization of the pugapioses = {x,y, ¢, p} into 360 x 240
for {z,y} with 15 orientations and 7 scales at each location. Thisltesu 9,072,000 poses
which causes some computational difficulty when obtainhegy gamples of theps.

Felzenszwalb and Huttenlocher [9] advocate maintainih¢pbkls and suggest afd(npny)
algorithm for finding the samples of tires by restricting the form of the priasxp(—a(t;, t;)) in
equation (25). In their work, priors are specified by normatributions. However, this approach
would no longer be computationally feasible as the numbgrasbmeters used to represent a
poset; increase (e.g. 6 parameters for affine or 8 parameters fgeqbnee).

In our approach, we consider the same amount of discredizas in [9] when we are finding
candidate poses. However, as noted§inV-B, using discriminative features for shape and
appearance of the object allows us to consider only a smafiben of putative poses;,,
per part by discarding the poses with low likelihood. We fduhat using a few hundred poses
per part, instead of the millions of poses used in [9], wadigaht. The samples are found
by a novel efficient algorithm of complexit®)(npn ) per iteration (wherew;, < n2) which
generalizes the method described in [10] to non-regulatsRobdel. Our approach is efficient
even for affine and projective transformations due to thellsmuianber of putative poses;. We
now described the three stages for obtaining samples offtke

1) Initial estimation of posesWe find the initial estimate of the poses of thes for an image
D by first obtaining the putative poses for each part (alondp Wie corresponding likelihoods)
and then estimating posteriors of the putative poses. Natievie do not use occlusion numbers
of the parts during this stage.

The putative poses are found using a tree cascade of clesd$dreeach part as described in

§ V-A.1 (see Fig. 13). The first featurg is computed using a 3-level tree cascade of classifiers
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[z,

Fig. 13. The putative poses of a part, e.g. the head, together with kikelihood are found using a cascade of classifiers.
Similar to the cascade shown in Fig. 10, a tree structure sdu® prune away the bad poses. The texture £hpis measured

only at the last level of the tree.

for each part. Similar to the first stage of matching #tee model, the appearance featuseis
computed using texture exemplafsof the object category at the third level of the tree cascade.
Note that at this stage tircB distributions’,;,; and ™, for the foreground and background
are not known. Hence, the featutge is computed using only texture exemplars to overcome
intra-class variation in appearance.

Next, an initial estimate of the model is obtained by compytihe marginals of the putative
poses. Note that, unlike th&oE model,LPs provides a prior over the relative poses of the parts
which needs to be considered while computing the margifi&ls.pose of each part in the initial
estimate is given by the putative pose which has the highasgimal probability.

We use sum-product belief propagation (sum-prod®tto find the marginal probability of
part p; taking a labelt;. Recall that the time complexity of sum-produge is O(npn?) per
iteration which makes it inefficient for large;. However, we take advantage of the fact that
the pairwise potentials of thers are given by a non-regular Potts model (as shown in equation
(26)). This allows us to reduce the time complexity@¢nrn’;) per iteration, where), < n?,
using the efficient sum-produetr algorithm described in the Appendix.

The beliefs for each pajt; and putative pose; computed using sum-produgb (denoted by
b;(t;)) allow us to determine theMSE (minimum mean squared error) estimate of the poses
of the parts (by choosing the pose with the highest belief)adidition, it also allows us to
compute the beliefs for putative poses of every pair of paesb;;(t;,t;), which is later used
for sampling (see section V-B.3). Since the parts are cdedeto form a complete graph, we
tend to find valid configurations of the object. Fig. 14 (cofut) shows the initial estimate

for two cow images. Note that the occlusion numbers are ned ts obtain the initial estimate,
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as would be the case when using tr&model instead of thers model. Hence the half-limbs
(which are similar to each other in shape and appearancd)tteaverlap. The initial estimate

is refined using the layering as described below.

Fig. 14. The first column shows the initial estimate obtained for pasfeparts of a cow in two images (sg&/-B.1). The half-
limbs tend to overlap since occlusion numbers are not usefin® estimates of the poses obtained usingribe distribution
of foreground and background together with thes model are shown in the second column (§8&B.2). The parts are shown

overlaid on the image. The third column shows the segmentatbtained using th€©sJCuT algorithm.

2) Layerwise refinementUsing the initial estimate of the object obtained above, rRies
distribution of the foreground (i.€/<,;;) and the background (i.€4,,) is estimated. A better
appearance featurg (i.e. specific to the particular instance of the object catggn the images)
is now computed as shown in equation (28). The refined estimiathe poses are obtained by
compositing the parts of theps in descending order of their occlusion numbers as follows.
When considering the layer with occlusion numberputative poses of the parts such that
o; = o are found using the tree cascade of classifiers around thal iestimate ofp;. In our
experiments, we consider locatiofis, y} which are at most at a distance of 15% of the size
of the part as given by the initial estimate. At each locatialh possible orientationg® and
scalesp are considered. When computing the likelihood of the paét gitven pose, pixels which
have already been accounted for by a previous layer are mol dgyain, the beliefs of each
putative pose of every part is computed using efficient svoahct BP. Fig. 14 (column 2)
shows themMSE estimate obtained using layerwise refinement for two cowgesa However,
for segmentation we are interested in samples ofL#'®which are obtained in the third stage.

3) Obtaining samples of thers: We describe the method for sampling by considering only
2 layers (called layer 1 and layer 2). The extension to antrarginumber of layers is trivial.
The basic idea is to sample the parts in descending ordereaf dleclusion numbers. In our
case, this would imply that we sample the parts from layer fdreewe sample the parts from

layer 1 (since layer 2 can occlude layer 1). Although thishuodtis not optimal, it produces
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useful samples for segmentation in practice. To obtain gokafR;, parts belonging to layer 2
are considered first. The beliefs of these parts are compusied efficient sum-produdp. The

posterior for samplé€?; is approximated as

9(9Z) = W (29)
whereg; is the number of neighboring parts pf Since we use a complete gragh= np — 1,
for all partsp;. Note that the posterior is exact only for a singly conneaeaph. However,
using this approximation sum-produg® has been shown to converge to stationary points of the
Bethe free energy [46].

The posterior is then sampled for poses, one part at a timeQibbs sampling), such that the
pose of the part being sampled forms a valid configuratioh wié poses of the parts previously
sampled. The process is repeated to obtain multiple sarfipléshich do not include the poses
of parts belonging to layer 1). This method of sampling iscedfit since often very few pairs
of poses form a valid configuration. Further, these pairsppeecomputed during the efficient
sum-producBp algorithm as described in the Appendix. The bestsamples, with the highest
belief, are chosen.

To obtain the poses of parts in layer 1 for sam@llg we fix the poses of parts belonging to
layer 2 as given by?2;. We calculate the posterior over the poses of parts in layesidig sum-
productBp. We sample this posterior for poses of parts such that they &ovalid configuration
with the poses of the parts in layer 2 and with those in layehndt tvere previously sampled.
As in the case of layer 2, multiple samples are obtained aadb#stng samples are chosen.
The process is repeated for all sampfesfor layer 2, resulting in a total of = n% samples.

However, computing the likelihood of the parts in layer 1 &ach(2 is expensive as their
overlap with parts in layer 2 needs to be considered. We usgpproximation by considering
only those poses whose overlap with layer 2 is below a thtdshoFig. 15 shows some of the
samples obtained using the above method for the cows in Big. 1

Once the samples are obtained, they are used as inputs fddabl@UT algorithm which
provides the segmentation. Note that the segmentationheamlie used to obtain more accurate
samples (i.e. the generalizetin algorithm can be iterated until convergence). However, we
observed that in almost all cases, the samples obtaineckisdabond iteration (and hence, the

segmentation) did not differ significantly from the samplethe first iteration (e.g. see Fig. 16).
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Fig. 15. Each row shows three samples obtained by matching #'emodel of a cow to an image. Beliefs over the putative
poses of parts are calculated using sum-prodeet The resulting posterior probability is then sampled toaibtinstances of
the object (se€ V-B.3). Note that different half-limbs are detected catlsen different samples.

Hence, we ran the generalizeth algorithm for only one iteration for all the images. As shown

in the next section, even using a single iteration providesuate segmentation for a large

number of object categories.

Fig. 16. Samples found in the second iteration of the generaledlgorithm. The samples were obtained using the method
described above, where the featu@svere computed using foreground (i.e. non-black) pixely.dNbte that the samples are
the same as those shown in Figure 15. This implies that the smgmentation will be obtained in the second iteration.dden

we stop the generalizeelv algorithm after one iteration for computational efficiency
VI. RESULTS

We present several results of thesf@uT algorithm and compare it with a state of the art
method and ground truth. In all our experiments, we used &neesweight values. As will be
seen, @JCUT provides reliable segmentation by incorporating bothm@delled deformations,
using a set of exemplars model for non-articulated objents the LPS model for articulated
objects; and (ii) unmodelled deformations, by merging gix@&irrounding the detected object
into the segmentation via an GINCUT operation.

The results for non-articulated objects are shown for twieg@ries: bananas and oranges.
Fig. 12 (column 4) shows the results of th& QuT algorithm for two banana images. Fig. 17
show the segmentations obtained for images containinggesrAs can be seen, the samples of
the soEmodel correctly localize the object in the image. The digtre shape and appearance of
the object then allows us to obtain an accurate segmentasgiog a single sMINCUT operation.

Note that even though it may appear that object categors asifruits can be easily segmented

DRAFT



30

using color information alone, we found that the shape p@kmtroduced by the modef2

significantly improves the segmentation accuracy (see Hgtop row).

-

Fig. 17. Image segmentation results 1. TheEmodel for oranges was used to obtain segmentations of prglyionseen images.
The first two images in each column show some of the samplas sbt model. The segmentation obtained without using the
shape potential is shown in the third column and is clearfigiiior to the results obtained by th®@sJCuT algorithm (fourth
column). In particular, the segmentation of the top imaghighly speckledsince the background also contains orange-colored
pixels. In contrast, th@©BJCuT algorithm segments both the images accurately by also ustiage information.

We also tested the ®CuT algorithm on two articulated object categories: cows ancém

Fig 14 (column 3) shows the results of our approach for two coages. Fig. 18 and Fig. 19

show the segmentation of various images of cows and horspsctvely.

Fig. 18. Image segmentation results 2. The first two images in eaamookhow some of the samples of ties model. The
segmentation obtained using the Object Category Spexifitr is shown in the last row. Most of the errors were caused by the
tail (which was not a part of thePs model) and parts of the background which similar in color e Dbject.

The 8 cow images and 5 horse images were manually segmentdataim ground truth for

comparison. For the cow images, out of the 125,362 foregtquixels and 472,670 background
pixels present in the ground truth, 120,127 (95.82%) and6486(98.72%) were present in the

segmentations obtained. Similarly, for the horse imagespbthe 79,860 foreground pixels and
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Fig. 19. Image segmentation results 3. Thes model for the horse learnt using manually segmented imagesused to

obtain the labeling of previously unseen images. Most okthars were caused by unmodelled parts i.e. the mane andathe t

151,908 background pixels present in the ground truth,971(89.39%) and 151,185 (99.52%)
were obtained in the segmentations computed by our apprbatte case of horses, most errors
are due to unmodelled mane and tail parResults indicate that, by considering both modelled
and unmodelled deformations, excellent segmentations wetained by ®JCUT.

Figure 20(a) shows a comparison of the segmentation resiodtsned when using &CuT
with a state of the art method for object category specifiarsegation proposed by Leibe
and Schiele [26]. Note that a similar approach was describdd]. The O8JCuUT algorithm
provides better segmentations using a significantly smallember of exemplars. It achieves
this by exploiting the ability of staiNcUuT for providing excellent segmentations using a good
initialization obtained by the object category model. Feg20(b) shows a comparison of our
results for a non-articulated object (hand) with the globptimum found using the method
described in [35]. We use the same shape template for the dmaimd [35]. The possible poses
of the hand are detected in an image by matching a set of egesngibtained by applying slight
deformation on the shape template. These poses are theitdgnoas input to the @CuUT
algorithm to obtain the pixel-wise segmentation. Note tuatare able to accurately detect and
segment the object. Furthermore, unlike [35], our methadse applicable to parts based models
and can therefore easily handle articulated object caiegor

Figure 21 shows the effects of using only the shape pote@ﬁi]qjl) and only the appearance

“The images and their ground truth, together with the segatiens obtained by 6uCuT, are available at
http://www.robots.ox.ac.uk/"vgg/research/objcutérdhtml.
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Fig. 20. Comparison with other methods. (a) The first image of eachsioews a sample obtained by matching tires model

to the image. The second image is the segmentation obtasiad theOBJCuUT algorithm. The third image shows the result
obtained using [26] which detects extra half limbs (inputlautput images were provided by the authors). (b) The firagan

in each row shows the input and the outline of one of the samnflee second image shows the results of our approach. The

third image is the global optimum obtained by the method rilesd in [35] (provided by the authors).

potential egf(a) by discarding the other completely. Results indicate tr@idgsegmentations

depend on combining both the potentials, as is the case atlOBJCuUT algorithm.

Fig. 21. Effects of shape and appearance potentials. The first coloheach row shows an image containing a cow. The
segmentation results obtained by using only R@B histograms for the foreground and the background providgdHhe LPS
model are shown in the second column. The results obtainagsimg only the shape potential provided by ttes model is
shown in the third column. The fourth column shows the settiens we get using th®©BJCuT algorithm. Results indicate

that good segmentation is obtained only when both shape ppdamance potentials are used.

VIl. DISCUSSION
The approach presented in this work overcomes the probléprevious methods. Specifically,

it efficiently provides accurate segmentation which redemithe object. The accuracy of the
segmentation can be attributed to the novel probabilisiodeh i.e. Object Category Specific

CDRF. Object Category SpecificDRF combines the gri€cDRF models previously used with an
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object category model. While the gr@bRF provides bottom-up information, the object category
model incorporates top-down information about the shapi@fobject.

The efficiency of the method is due to two reasons: (i) we shiolv@v the samples of the
object category models of our choice can be quickly obtaumdg a tree cascade of classifiers
and efficient sum-produap. However, we would again like to emphasize that the techesqu
developed in this paper are general, i.e. they are equaldicaple to other object category
models such as those described in [26], [29]; and (ii)) oueolaion that, within the generalized
EM framework, a sampling-based approximation of the comptitea log-likelihood can be
optimized using a single s$#4NCUT.

However, our method may not scale well when the number of ples is huge, e.g. when
we want to handle multiple object categories simultangousl such cases, the advantage of
using feature sharing methods such as [41] within our ambroeeds to be explored.

Currently, the shape potential provided by the object acategnodel 2 is incorporated as a
unary term in the Object Category SpecifibpRF. An interesting direction for future work would
be to use higher order clique potentials provided(hySome promising work in this area [20]

already seems to indicate that vast improvements are pessitusing more complex potentials.

APPENDIX - EFFICIENT BELIEF PROPAGATION
The message that past passes to its neighbegr, at iterationt is a vector of length equal to

the number of discrete part labetg of p; and is given by:

Zp ) exp(—a(t;, t;) H mt; (30)
SF1,87]
The beliefs (posteriors) aftér |terat|ons are calculated as:
s;éz SF1,8F£]

All messages are initialized td. The algorithm is said to have converged when the rate of
change of all beliefs falls below a certain threshold. Thessages can be computed efficiently
as follows. LetC;(t;) be the set of part labels @f which form a valid pairwise configuration
with t;. We defineT'(i, ) = ¢, p(Z;) Tasi 2, mi; ' (t:), Which is independent of the part label
t; of p; and needs to be calculated only once befgrpasses a messagetp We also define
S(i,t5) = Ytiecis;) P(Zi) Hsrisj m m!;1(t;), which is computationally inexpensive to calculate

sinceC;(t;) consists of very few part labels. The messagg(t;) is calculated as
mi;(t5) — exp(—d1)S(i, t;) + exp(—d2)(T (i, j) — S(i, t;))- (32)
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Clearly, the above message passing equation is equivaleéhat shown in equation (30).
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