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Abstract

The problem of obtaining the maximuaposteriori estimate of a general discrete Markov random
field (i.e., a Markov random field defined using a discrete set of labels) is known ne-bard.
However, due to its central importance in many applications, several approxiralgarithms have
been proposed in the literature. In this paper, we present an analysis of three suithrafybased
on convex relaxations: (i)p-s: the linear programmingLp) relaxation proposed by Schlesinger
(1976) for a special case and independently in Chekuri et al. (2001), Koste(E298), and Wain-
wright et al. (2005) for the general case; (ip-RL: the quadratic programmingé) relaxation of
Ravikumar and Lafferty (2006); and (iil§ocpr-ms: the second order cone programmisgh re-
laxation first proposed by Muramatsu and Suzuki (2003) for two label probledhisgar extended
by Kumar et al. (2006) for a general label set.

We show that thesocr-mMs and theQp-RL relaxations are equivalent. Furthermore, we prove
that despite the flexibility in the form of the constraints/objective function offeregdrgndsocr
theLP-s relaxationstrictly dominates (i.e., provides a better approximation th@®-RL andsocr
MS. We generalize these results by defining a large clas®afr (and equivalenyp) relaxations
which is dominated by ther-s relaxation. Based on these results we propose some sog
relaxations which define constraints using random variables that form cycles @<igtine graph-
ical model representation of the random field. Using some examples we showetheswiisocp
relaxations strictly dominate the previous approaches.

Keywords: probabilistic modelsmap estimation, discret®RF, convex relaxations, linear pro-
gramming, second-order cone programming, quadratic programming, domirelirgtions
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KUMAR, KOLMOGOROV AND TORR

1. Introduction

Discrete random fields are a powerful tool to obtain a probabilistic formulation for variqulis@p
tions in computer vision and related areas (Boykov et al., 2001; Cohen).1i986¢ce, developing
accurate and efficient algorithms for performing inference on a given discretemnaineld is of
fundamental importance. In this work, we will focus on the problem of maximunostepiori
(MAP) estimation. MAP estimation is a key step in obtaining the solutions to many applications
such as stereo, image stitching and segmentation (Szeliski et al., 2006). Furthermaresitlis
related to many important Combinatorial Optimization problems suchascuT (Goemans and
Williamson, 1995), multi-way cut (Dalhaus et al., 1994), metric labelling (Boykosalgt2001;
Kleinberg and Tardos, 1999) and 0-extension (Boykov et al., 2001; Kavza898).

Given dataD, a discrete random field models the distribution (i.e., either the joint or the con-
ditional probability) of a labelling for a set of random variables. Each of these vasiabie
{Vo,V1, -+ ,Vh_1} can take a label from a discrete s$et {lo,l1,---,ln_1}. A particular labelling
of variablesv is specified by a functiori whose domain corresponds to the indices of the random
variables and whose range is the index of the label set, that is,

f:{0,1,---,n—1}—{0,1,--- ,h—1}.

In other words, random variabig takes label . For convenience, we assume the model to be a
Markov random field ¢iRF) while noting that all the results of this paper also apply to conditional
random fields ¢RF).

An MRF specifies a neighbourhood relationsiipetween the random variables, tha{&b) €
E if, and only if, v4 andv, are neighbouring random variables. Within this framework, the joint
probability of a labellingf given dataD is specified as

1
Pr(f,D|0) = mexp(—Q(f,D,e)).
Here 6 represents the parameters of ther andZ(0) is a normalization constant which ensures
that the probability sums to one (known as the partition function). Assuming a pamrisdi.e.,
anMRF with maximum clique size of 2 according to the neighbourhood relatiorEhighe energy
Q(f,D;0) is given by
QDB =5 O+ Y Oiaiw):

Va&V (ab)eE

The termeg_f(a) is called a unary potential since its value depends on the labelling of one random

variable at a time. Similarlyegb;f(a)f(b) is called a pairwise potential as it depends on a pair of
random variables. Note that the assumption of pairnmMBe is not a severe restriction as amgrF

can be converted into an equivalent (i.e., representing the same probability distjilpdiovise
MRF, for example, see Yedidia et al. (2001). For further simplicity of notation, we asshabe
egb;f(a)f(b) = w(a,b)d(f(a), f(b)) wherew(a,b) is the weight that indicates the strength of the
pairwise relationship between variablgsand vy, with w(a,b) = 0 if (a,b) ¢ £, andd(-,-) is a
distance function on the labelsAs will be seen later, this formulation of the pairwise potentials
would allow us to concisely describe our results.

1. The pairwise potentials for anyrRF can be represented in the foﬂﬁo;ij =w(a,b)d(i, j). This can be achieved by
using a larger set of labels= {lo:0,** ,lo;hy» -+ s In—1:n, } SUch that the unary potential of taking labely,; is e;;i if
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We note that a subclass of this problem whefa, b) > 0 and the distance functia(-,-) is a
semi-metric or a metric has been well-studied in the literature (Boykov et al., 2001uCkehl.,
2001; Kleinberg and Tardos, 1999). However, we will focus on the gememkstimation problem.
In other words, unless explicitly stated, we do not place any restriction on the form aiding and
pairwise potentials.

The problem ofwAP estimation for a discret@rF is well known to benp-hard in general. Since
it plays a central role in several applications, many approximate algorithms hamghb@posed in
the literature. In this work, we analyze three such algorithms which are based on celav@tions.
Specifically, we consider: ()P-s, the linear programming.f) relaxation of Chekuri et al. (2001),
Koster et al. (1998), Schlesinger (1976), and Wainwright et al. (2005)QgiRL, the quadratic
programming ¢P) relaxation of Ravikumar and Lafferty (2006); and (iSlocrMs, the second
order cone programmingsocP relaxation of Kumar et al. (2006) and Muramatsu and Suzuki
(2003). In order to provide an outline of these relaxations, we formulate the problemrof
estimation as an Integer Prograrm)(

1.1 Integer Programming Formulation

We define a binary variable vectgrof lengthnh. We denote the element &fat indexa-h-+i as
Xai Wherev, € v andl; € . These elements,; specify a labellingf such that

(1 if f(a) =i,
Xa&i =1 _1 otherwise.

We say that the variabbe,; belongsto variablev, since it defines whether the variablgtakes the
labell;. Let X = xx". We refer to thga-h+i,b-h+ j)" element of the matriX asXap;ij where
Va, Wb € vV andlj,l; € |. Clearly the sum of the unary potentials for a labelling specifies isygiven

by
Ze

Similarly the sum of the pairwise potentials for a labelling given by

1+Xa|

(14 Xai) (T+Xp5) (1+Xaji + Xp;j + Xabiij)
eabl - eabl .
2 2 ] 4
(ab)eZ i l; (a,b)eE i l;

Hence, the followingp finds the labelling with the minimum energy, that is, it is equivalent to the
MAP estimation problem:

IPr X'= argmin( Zva li el (leral + Z ab)eE i l; eablj (1+Xa;i+xz;j+xab;”)
s.t. xe{—LlFﬂ (1)
ShelXai =2—h, (2)
X =xx". (3)
a=bandw otherwise. In other words, a variablgcan only take labels from the sfit;o,- - ,lan—1} since all other

labels will result in an energy value of. The pairwise potential for variableg andvy taking labeld g andly;j
respectively can then be represented in the faui@ b)d(a;i,b; j) wherew(a,b) = 1 andd(a;i,b; j) = egb;ij. Note
that using a larger set of labdlsvill increase the time complexity ofiAp estimation algorithms, but does not affect
the analysis presented in this paper.
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Constraints (1) and (3) specify that the variabteand X are binary such thaXap;ij = XaiXy;j. We
will refer to them as thenteger constraints. Constraint (2), which specifies that each variable
should be assigned only one label, is known asitiigqueness constraint. Note that one uniqueness
constraint is specified for each variable Solving the abover is in generaNp-hard. It is therefore
common practice to obtain an approximate solution using convex relaxations. Wibeésar such
convex relaxations below.

1.2 Linear Programming Relaxation

TheLP relaxation, proposed by Schlesinger (1976) for a special case (where the pairwig&mte
specify a hard constraint, that is, they are either ® pand independently in Chekuri et al. (2001),
Koster et al. (1998), and Wainwright et al. (2005) for the general case, is gs/&llows:

LP-S: X" =argmin 3y, eg\;i(lexa:i) T2 @perl; egb;ij MAW
s.t. X e [-1, 1]nh7X e[-1, 1]nhxnh’
Yhiel Xai =2—h,
Sl Xabjij = (2— N)Xai, (4)
Xa.b;ij = Xba;ji; (5)
1+ Xa;i +Xp;j + Xab;ij > 0. (6)

In the above relaxation, which we calb-s, only those element&y,i; of X are used for which
(a,b) € £ andl;,l; € I. Unlike theip, the feasibility region of the above problem is relaxed such
that the variables,; and Xaij lie in the interval[—1,1]. Further, the constraint (3) is replaced
by Equation (4) which is called thenarginalization constraint (Wainwright et al., 2005). One
marginalization constraint is specified for egehb) € £ andl; € |. Constraint (5) specifies that

X is symmetric. Constraint (6) ensures tlﬁg;ij is multiplied by a number between 0 and 1 in
the objective function. These constraints (5) and (6) are defined f¢adl) € £ andl;,lj € I.

The formulation of tha p-s relaxation presented here uses a slightly different notation to the ones
described in Kolmogorov (2006) and Wainwright et al. (2005). However, itezmgily be shown
that the two formulations are equivalent by using the variaplkesdY instead ofx andX such that

Yai = %,Yab;ij = w Throughout this paper, we will make use of the variablesd

X instead ofy andY. As will be seen in the subsequent sections, this would allow us to concisely
describe our results. Note that the above constraints are not exhaustive, that igssitdeoto
specify other constraints for the problemnokp estimation (e.g., see § 1.3 and 1.5).

1.2.1 FROPERTIES OF THE LPS RELAXATION

e Since theLP-s relaxation specifies a linear program it can be solved in polynomial time. A
labelling f can then be obtained by rounding the (possibly fractional) solution afrth&

¢ Using the rounding scheme of Kleinberg and Tardos (1999),rheprovides a multiplicative
bound of 2 when the pairwise potentials form a Potts model (Chekuri et al., 2001).

2. Consider a set of optimization problerdsand a relaxation scheme defined over this%eln other words, for every
optimization problena € 4, the relaxation scheme provides a relaxation B of A. Lete® denote the optimal value
of the optimization problena. Further, lete® denote the value of the objective functionafat the point obtained
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e Using the rounding scheme of Chekuri et al. (20@B)s obtains a multiplicative bound of
2+ /2 for truncated linear pairwise potentials.

e LP-S provides a multiplicative bound of 1 when the energy functiin D;0) of the MRF is
submodular (Schlesinger and Flach, 2000) (also see Ishikawa 2003 and Schlasirigech
2006 for the stmINCUT graph construction for minimizing submodular energy functions).

e The LP-s relaxation provides the same optimal solution for all reparameterizafiafsd
(Kolmogorov, 2006; Werner, 2007).

We note here that, although the-s relaxation can be solved in polynomial time, the state of
the art Interior Point algorithms can only handle up to a few thousand variables asittlaiots. In
order to overcome this deficiency several efficient algorithms have been pddpdise literature for
(approximately) solving the Lagrangian dualif-s (Kolmogorov, 2006; Komodakis et al., 2007,
Schlesinger and Giginyak, 2007a,b; Wainwright et al., 2005; Werner,)20R&cently, efficient
methods have also been devised for solving the primal problem directly (Raviktialgrz908).

1.3 Quadratic Programming Relaxation

We now describe thePp relaxation for themAP estimationip which was proposed by Ravikumar
and Lafferty (2006). To this end, it would be convenient to reformulate the obgefctinction of the
IP using a vector of unary potentials of lengjth (denoted b)él) and a matrix of pairwise potentials
of sizenh x nh (denoted byéz). The element of the unary potential vector at indaxh+1) is

defined as A
eg\;i = ez]:i;i - z Z |egc;ik‘>

VeeV el

wherev, € v andl; € 1. The(a-h+i,b-h+ j)" element of the pairwise potential mat is
defined such that

2. — dveev 2liel |e§102ik" if a=bi=j,
ab;ij egb;ij otherwise,

whereva, Wy € v andli,lj € I. In other words, the potentials are modified by defining a pairwise
potentialegh,ﬂ;ii and subtracting the value of that potential from the corresponding unary po&;htial
The advantage of this reformulation is that the malfirs guaranteed to be positive semidefinite,
that is,@2 > 0. This can be seen by observing that for any vezwiR"" the following holds true:

72
2'6z = Z Z (|9§b;ij|zzza;i+\9§b;ij\2%;j+29§b;ijza;i2b;j)7
(a,b)ezliljel

ea21b'ij ’
- 6 (za;i + ’zm-) ,
(a,gefli,zjel N |ea21b;ij‘

> 0.

by rounding the optimal solution of its relaxatien The relaxation scheme is said to provide a multiplicative bound
of p for the set4 if, and only if, the following condition is satisfiedE(&*) < pe®,Va € 4, whereE(-) denotes the
expectation of its argument under the rounding scheme employed.

3. A parameteB is called a reparameterization &f(denoted byd = 6) if and only if Q(f,D;8) = Q(f,D;8) for all
labellingsf.
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Using the fact that fok,; € {—1,1},

T4 Xai \° | L1+ Xa
2 2
it can be shown that the following is equivalent to thep estimation problem (Ravikumar and
Lafferty, 2006):

op-RL: X' =argmin(35) 8"+ (1) 87 (). ™)
s.t. ShelXai =2—h,YWaev, (8)
X e {—l, l}nh, 9)

wherel is a vector of appropriate dimensions whose elements are all equal to 1. It is wtrty n

that, althougr@l and®’ define the same energy for a labellihgs the original parameté they
are not a valid reparameterization®since they contain non-zero pairwise potentials of the form
éga;”. By relaxing the feasibility region of the above problenxta [—1,1]™, the resultingap can
be solved in polynomial time sind® = 0 (i.e., the relaxation of thep (7)-(9) is convex). We call
the above relaxatiogP-RL. Note that in Ravikumar and Lafferty (2006), the-RL relaxation was
described using the variabje= 1%* However, the above formulation can easily be shown to be
equivalent to the one presented in Ravikumar and Lafferty (2006).

In Ravikumar and Lafferty (2006), the authors proposed a rounding scheme-far (different
from the ones used in Chekuri et al. 2001 and Kleinberg and Tardos 1999ydhiades an additive
bound" of $ for the MAP estimation problem, where

S= ’egb,’7
(a,gezli,zjel N

that is,Sis the sum of the absolute values of all pairwise potentials (Ravikumar and Laffe@).20
Under their rounding scheme, this bound can be shown to bé tighitg a random field defined over
two random variables which specifies uniform unary potentials and Ising model paimtesgipls
(see Fig. 2(a)). Further, they also proposed an efficient iterative procedure for solviQg-the
relaxation approximately. However, unlike-s, no multiplicative bounds have been established
for the QP-RL formulation for special cases of tiveap estimation problem.

1.4 Semidefinite Programming Relaxation

The spbprrelaxation of thevAP estimation problem replaces the non-convex constdaiatxx " by
the convex semidefinite constrait—xx ' > 0 (de Klerk et al., 2004; Goemans and Williamson,
1995; Lasserre, 2001) which can be expressed as

1 x'
—
(% % )=0

4. A relaxation scheme defined over the set of optimization probl@risssaid to provide an additive bound offor
4 if, and only if, the following holds trueE(é*) < e* + g,VA € 4. Heree is the optimal value oA ande® is the
value obtained by rounding the solutionef

5. The multiplicative bound specified by a relaxation scheme defined over the gtirafzation problems is said
to betight if, and only if, there exists an € 4 such thaE (&) = pe®. Similarly, the additive bound specified by a
relaxation scheme defined ov@ris said to be tight if, and only if, there exists are 4 such thaE(é") = e* +o.
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using Schur’s complement (Boyd and Vandenberghe, 2004). Furtherplikgit relaxes the integer
constraints by allowing the variablgg; andXaj to lie in the interval—1, 1] with Xaa;i = 1 for all

Va € V, i € I. Note that the value of,5;ij is derived using the fact tha,.ii = xg;i. Sincexg;i can only
take the values-1 or 1 in themAP estimationip, it follows thatX,,i = 1. Thespprelaxation is a
well-studied approach which provides accurate solutions fomire estimation problem (e.g., see
Wainwright and Jordan 2004). However, due to its computational inefficiénisynot practically
useful for large scale problems witih > 1000. See however Olsson et al. (2007), Schellewald and
Schnorr (2003) and Torr (2003).

1.5 Second Order Cone Programming Relaxation

We now describe theocprelaxation that was proposed by Muramatsu and Suzuki (2003) for the
MAXCUT problem (i.e.MAP estimation witth= 2) and later extended for a general label set (Kumar
et al., 2006). This relaxation, which we calbcrMs, is based on the technique of Kim and Kojima
(2000). For completeness we first describe the general technigue of Kim and K&i®@) and
later show howsocr-Ms can be derived using it.

1.5.1 SOCP RLAXATIONS

In Kim and Kojima (2000), the authors observed thattbe constrainiX —xx ' = 0 can be further
relaxed to second order congdC) constraints. Their technique uses the fact that the Frobenius
inner product of two semidefinite matrices is non-negative. For example, eoribinner prod-

uct of a fixed matrixC = UUT = 0 with X —xx' (which, by thespp constraint, is also positive
semidefinite). The non-negativity of this inner product can be expressed &s@ronstraint as
follows:

Ce(X—xx")>0,
= [|(U) x> < CeX.

Hence, by using a set of matricgs= {CX|Ck = UK(UY)T = 0,k=1,2,...,nc}, thesppconstraint
can be further relaxed taz socconstraints,that is,

= (U9Tx|2 < CKeX,k=1,--- ,nc.

It can be shown that, for the above setsaic constraints to be equivalent to tis®pP constraint,
nc = . However, in practice, we can only specify a finite sesafc constraints. Each of these
constraints may involve some or all variablgs andXa:ij. For example, it?';b;ij =0, then thek"
socconstraint will not involveXayjj (since its coefficient will be 0).

1.5.2 THE SOCP-MS RLAXATION

Consider a pair of neighbouring variablesandvy, that is,(a,b) € £, and a pair of label§ and
lj. These two pairs define the following variables;, Xp:j, Xaaii = Xop;jj = 1 andXay;ij = Xpaji
(sinceX is symmetric). For each such pair of variables and labelsstie> Ms relaxation specifies
two soc constraints which involve only the above variables (Kumar et al., 2006; Muraraatsu
Suzuki, 2003). In order to specify the exact form of these constraints, we need the following
definitions.
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Using the variables, andvy, (where(a, b) € ) and labeld; andlj, we define the submatrices
x(@bi0) andX (@bi.J) of x andX respectively as:

(@bi.j) :( Xai ) x(@bi.j) _ < Xaagii  Xabi] >
Xoij ) Xoaji Xooijj /-

The socrMs relaxation specifiesoc constraints of the form:
1(Ukss) xEPHD|12 < Clygo X @O, (10)

for all pairs of neighbouring variablg¢s, b) € £ and labeld;,|; € I. To this end, it uses the following

two matrices:
11 1 -1
1 2
CMS_<1 1>>CMS_<_1 1 >

In other wordssocr-Ms specifies a total of[Z|h? socconstraints. Note that both the matri€&$s
andC2,5 defined above are positive semidefinite, and hence can be writ@fas Ul g(Uho) T
andC2,s = U2,5(U2,5) " where

01 0 -1
U]MS:<O 1) andU%ﬂS:<0 1 )7

Substituting these matrices in inequality (10) we see that the constraints defined siyahe1s
relaxation are given by

(U)X |2 < ChgeX(@00),
(i) (@2 < Cyo X201,

= GG =G )-Ce )
1 1)\ X \11 Xoasji - Xobjj )

<0 0><Xa;i>2_<l —1>.<Xaa;ii Xab;ij)

-1 1)\ X -1 1 Xpaji Xobijj /)

= (Xa;i+Xb;j)2§Xaa;ii+Xbb;ji+Xab;ij+xba;ji>

(Xaii — Xprj )% < Xaaii + Xob;jj — Xabsij — Xoajis
= (Xasi +Xb;j)2 < 2+ 2Xabiijs

(Xai — X;j)? < 2 — 2Xap;ij.-

The last expression is obtained using the fact ¥& symmetric anKaaii = 1, for allv; € v and
li €l. Hence, in thesocrMs formulation, themAP estimationP is relaxed to

SOCRMS: X =argminy,, 63 (Hzxa”) + Y (ab)ez.l; Obij M
s.t. x € [-1,1)" X € [—1,1)nhxnh,
ShelXai =2—h,
(Xai — Xo;j )2 < 2— Xapij, (11)
(Xagi +%0;j)% < 2+ 2Xapij, (12)
Xabiij = Xoaiji- (13)
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We refer the reader to Kumar et al. (2006) and Muramatsu and Suzuki (2003gtiilsd The
SOCP-MS relaxation yields the supremum and infimum for the elements of the métrising
constraints (11) and (12) respectively, that is,

(Xai +Xb:j)2

(Xai —Xb;j)z
5 = B

— 1< Xap;ij <1- 5

These constraints are specified for(allb) € £ andl;,|; € . When the objective function afocr
MS is minimized, one of the two inequalities would be satisfied as an equality. This cao\esp
by assuming that the value for the vectohas been fixed. Hence, the elements of the magrix
should take values such that it minimizes the objective function subject to the ¢oissfid) and
(12). Clearly, the objective function would be minimized wh&g;i; equals either its supremum or
infimum value, depending on the sign of the corresponding pairwise poteﬁbtj:id that is,

(Xai+Xp;§)2 ;
Dt 62, > O,
' 1-— (X"’“i_fxb”) otherwise.

Similar to theLP-s andQP-RL relaxations defined above, teecrms relaxation can also be solved
in polynomial time. To the best our knowledge, no bounds have been estabfmhthesocrPms
relaxation in earlier work. Our recent work (Kumar and Torr, 2008) providedfanesat approach
for solving generasocpPrelaxations of thenAP estimation problem for discreterF.

2. Comparing Relaxations

In order to compare the relaxations described above, we require the following definiénsay
that a relaxatiorn dominates (Chekuri et al., 2001) the relaxatian(alternatively,B is dominated
by A) if and only if

min  e(x,X;0) > min _ex,X;0),v0,

(xX)EF(A) (xX)€F(B)

where 7 (A) and ¥ (B) are the feasibility regions of the relaxationsand B respectively. The
terme(x, X; 8) denotes the value of the objective functior(atX) (i.e., the energy of the possibly
fractional labelling(x, X)) for the MAP estimation problem defined over thRF with parametes.

Thus the optimal value of the dominating relaxatiois always greater than or equal to the optimal
value of relaxatiors. We note here that the concept of domination has been used previously by
Chekuri et al. (2001) (to compate-s with the linear programming relaxation of Kleinberg and
Tardos 1999).

Relaxationsn andB are said to bequivalent if A dominatess ands dominatesy, that is, their
optimal values are equal to each other formitrs. A relaxationA is said tostrictly dominate
relaxations if A dominatess but B does not dominate. In other words there exists at least one
MRF with parameteB such that

min  e(x,X;0) > min _e(x,X;8).
(XX)eF (A) (x.X)€F (B)

Note that, by definition, the optimal value of any relaxation would always be lessdhequal to
the energy of the optimal (i.e., theapP) labelling. Hence, the optimal value of a strictly dominating
relaxationa is closer to the optimal value of theap estimationiP compared to that of relaxation

79



KUMAR, KOLMOGOROV AND TORR

B. In other wordsA provides a tighter lower bound farAp estimation thare and, in that sense,
is a better relaxation tham It is worth noting that the concept of domination (or strict domination)
does not apply to the final solutions obtained by rounding the possibly fractional ssluidhe
relaxation. In other words, itis possible for a relaxatBwhich is strictly dominated by a relaxation
A to provide a better final (integer) solution than However, the concept of domination provides
an intuitive measure for comparing relaxations. One may also argue that if a dogiredaxation
provides worse final solutions, then the deficiency of the method may be rooted inutiding
technique used.

We now describe two special cases of domination which are used extensively imiziader
of this paper.

Case |: Consider two relaxations andB which share a common objective function. For ex-
ample, the objective functions of th@-s and thesocrMs relaxations described in the previous
section have the same form. Further,Aedndg differ in the constraints that they specify such that
F(A) C F(B), that is, the feasibility region of is a subset of the feasibility region Bf

Given two such relaxations, we claim tiratlominatess. This can be proved by contradiction:
assume thah does not dominate then, by definition of domination, there exists at least one
parameteP for which B provides a greater value of the objective function thariLet an optimal
solution ofA be (xa,Xa). Similarly, let(xg, Xg) be an optimal solution o8. By our assumption,
the following holds true:

E(XA, Xa; 6) < E(XB,XB;G). (14)

However, sincef (A) C 7 (B) it follows that(xa, Xa) € ¥ (B). Hence, from Equation (14), we see
that(xg, Xg) cannot be an optimal solution ef This proves our claim.

We can also consider a case whéréa) C ¥ (B), that is, the feasibility region of is a strict
subset of the feasibility region @& Using the above argument we see thatominates. Further,
assume that there exists a param@teuch that the intersection of the set of all optimal solutions of
A and the set of all optimal solutions sfis null. In other words if(xg, Xg) is an optimal solution
of B then(xg, Xg) ¢ ¥ (A). Clearly, if such a parametérexists them strictly dominates.

Note that the converse is not true, that isaiflominates (or strictly dominates)it does not
necessarily imply tha# (A) C #(B) (or F(A) C #(B)). In other words, the concept of domination
is related to the value of the objective function and not to the feasibility region. In Ségtior
will consider some examples of relaxations which can be related through theptaficdomination
despite the fact that their feasibility regions are not subsets (or supersets) of each other

Case II: Consider two relaxations andB such that they share a common objective function.
Further, let the constraints @f be a subset of the constraintsaf We claim thata dominatess.
This follows from the fact thaff (A) C ¥ (B) and the argument used in Case | above.

2.1 Our Results

We prove that p-s strictly dominatesocprMs (see Section 3). Further, in Section 4, we show that
QP-RL is equivalent tosocr-Ms. This implies thatp-s strictly dominates th&@pP-RL relaxation.

In Section 5 we generalize the above results by proving that a large classcefland equivalent

QP) relaxations is dominated hyr-s. Based on these results, we propose a novel set of constraints
which result insocprelaxations that dominater-s, QP-RL andsockP-MS. These relaxations in-
troducesoc constraints on cycles and cliques formed by the neighbourhood relationship of the
MRF.
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A preliminary version of this article has appeared as Kumar et al. (2007).

3. LP-S vs. SOCP-MS

We now show that for th&AP estimation problem the linear constraintsLefs, that is,

x € [-1,1" X € [—1,1j"=nh (15)
Shiel Xai = 2N, (16)

Sijel Xabij = (2—h)Xaj, a7)
Xabij = Xoayji, (18)

1+ Xai + Xo:j + Xan;ij > 0. (19)

are stronger than theoCcP-Ms constraints, that is,

x € [~1,1]" X € [—1, 1 nh=nh,

ShetXai =2—h,
(Xai —Xoj)? < 2— 2Xapij (20)
(Xai +Xoj)? < 2+ 2Xapi (21)
Xabiij = Xoaji-

In other words the feasibility region af-s is a strict subset of the feasibility region 8bCcP-mMs
(i.e., F(LP-s) C F(socrMs)). This in turn would allow us to prove the following Theorem.
Theorem 1: TheLP-s relaxation strictly dominates treoCP-Ms relaxation.
Proof: TheLp-s and thesocrms relaxations differ only in the way they relax the non-convex
constraintX = xx . While Lp-s relaxesX = xx " using the marginalization constraint (18pcr
MS relaxes it to constraints (20) and (21). ThecrMs constraints provide the supremum and
infimum of Xap;ij as
(Xasi +X6;j)° (Xasi — %)
2 2 '
Consider a pair of neighbouring variablesandvy, and a pair of label§ andl;. Recall thatsocr
Ms specifies the constraints (20) and (21) for all such pairs of random variables atg] thheis,
for all Xa;i,Xo;j, Xab;ij Such that(a,b) € £ andl;,l; € 1. In order to prove this Theorem we use the
following two Lemmas.
Lemma 3.1: If Xa;, Xp;j @andXap;ij Satisfy theLP-s constraints, that is, constraints (15)-(19), then

—1< Xaij <1-

Xaii — Xp;j| < 1 — Xabij-

The above result holds true for ali, b) € £ andl;, | .
Proof: From theLP-s constraints, we get

1+ Xa; _ 1+ Xgi + Xo:k + Xanjik
2 |kE| 4
1+ Xp;j 1+ Xak + Xp;j + Xapik
- A iy 22
2 4 (22)

Ik€l
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Therefore,
14+-Xa;i LYy
|Xa;i*Xb;j|:2‘ 2xa.7 >
) IiXai XX+ Xabij |\ [ 14X I4HXai+Xoj+Xanij
- 2 4 2 4 ;
S 2 (1+2Xa;i B 1+Xa;i+>it1J;j+>(ab;ij> + 2 <l+;(b;j _ 1+Xa;i+X£t1);j+Xab;ij> ’
= 1— Xabiij-

Note that the inequality holds since both the expressions in the parentheses, that is,

(1+Xa;i 1+ Xaii + Xo; +Xab;ij> <1+Xb;j 1 Xai X +Xab;ij>

2 4 2 4

are non-negative, as follows from equations (19) and (22)}
Using the above Lemma, we get

(Xasi — X, ) < (1= Xapyij) (1 — Xabii), (23)
= (Xasi — Xoj)? < 2(1— Xabij), (24)
= (Xasi —Xo;j)? < 2= 2Xabij- (25)

Inequality (24) is obtained using the fact thal < Xaij < 1 and hence, + Xaij < 2. Using
inequality (23), we see that the necessary condition for the equality to hold tflie-Xay;;) (1 —
Xapij) = 2— 2Xap;ij, that is, Xanij = —1. Note that inequality (25) is equivalent to tse@Cr-Ms
constraint (20). ThuspP-s provides a smaller supremum Xfy;i; whenXap;ij > —1.

Lemma 3.2:If X, Xo:j andXap;ij satisfy theLP-s constraints then

[Xaii +Xp;j | < 1+ Xapiij-

This holds true for al(a,b) € £ andl;, | €.
Proof: According to constraint (19),

= (Xai +Xp;j) < 1+ Xapij- (26)
Using Lemma 3.1, we get the following set of inequalities:
Xaii — Xork| < 1—Xanik, Ik € 1, K # .
Adding the above set of inequalities, we get
Siet ki Xai = Xoij| < Ytk (1 — Xabiik)
= Y il ket (Xasi = Xork) < Vel ket (1 — Xabsik) s

= (h=D)Xai — ez Xok < (h—1) = 3, c1 k2 Xabjiks
= (h—1)Xa; —i—(h—Z)—i—Xb;j < (h—=1)+ (h—2)xg;i + Xabij-

The last step is obtained using constraints (16) and (17), that is,

> Xox=(2—h), 3 Xapik = (2— h)xa;.

Ik€l Ikel
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Rearranging the terms, we get
(Xa;i‘|‘xb;j) < 1+ Xabjij- (27)
Thus, according to inequalities (26) and (27)

Xai +Xo;j] < 14+ Xapij- M
Using the above Lemma, we obtain

(Xasi +Xo;j)? < (14 Xabyij) (14 Xaij)
= (Xasi +X;j)? < 24 2Xabij-

where the necessary condition for the equality to hold trueHXdy,i; = 2 (i.e.,Xan;j = 1). Note that
the above constraint is equivalent to thecrMs constraint (21). Together with inequality (25),
this proves that thep-s relaxation provides smaller supremum and larger infimum of the elements
of the matrixX than thesocrwms relaxation. Thus¥ (LP-S) C F (SOCP-MS).

One can also construct a paramedidor which the set of all optimal solutions sfocrmMs do
not lie in the feasibility region of P-s. In other words the optimal solutions sbcrk-Ms belong to
the non-empty sef (socpMs) — 7 (LP-S), for example, see Fig. 1. Using the argument of Case |
in Section 2, this implies thatp-s strictly dominatessOCP-MS. |

Note that the above Theorem does not apply to the variati@oafrms described in Kumar
et al. (2006) and Muramatsu and Suzuki (2003) which inclogmgular inequalities (Chopra and
Rao, 1993). However, since triangular inequalities are linear constramis can be extended to
include them. The resultingp relaxation would strictly dominate theocrMs relaxation with
triangular inequalities.

4. QP-RL vs. SOCP-MS

We now prove thapp-RL andsOCP-MS are equivalent (i.e., their optimal values are equaMapr
estimation problems defined over &lkFs). Specifically, we consider a vectomvhich lies in the
feasibility regions of theyP-RL andsocrMs relaxations, that isg € [—1, 1]"™. For this vector, we
show that the values of the objective functions of tfrerRL and SOCP-MS relaxations are equal.
This would imply that ifx* is an optimal solution ofP-RL for someMRF with paramete® then
there exists an optimal solutigix*, X*) of the socrMs relaxation. Further, iEQ ande® are the
optimal values of the objective functions obtained usinggRerL andsocrMs relaxation, then
e =¢>,

Theorem 2: The QP-RL relaxation and theocrMs relaxation are equivalent.

Proof: Recall that theppr-RL relaxation is defined as follows:

op-RLi X =argmin () 8+ ()8 (35).
S.t. Z|i€| Xai = 2— h,vva SAA
Xe {_1’ 1}nh7

where the unary potential vect®F and the pairwise potential matré = 0 are defined as

é;;i = e;;i - Z z |e§c;ik‘v (28)

VeeV el
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2 1 3
v
YN
1 -10 10
(@) (b) (c)

Figure 1: (a) An exampleMRF defined using two neighbouring random variables. Note that the

observed nodes are not shown for the sake of clarity of the image. Each randabieva
can take one of two labels, represented by the branches (i.e., the horizontabfities)

trellises (i.e., the vertical lines) on top of the variables. The value of the unary potential

0, is shown next to thé" branch of the trellis on top of,. For examplef}, = 10
(shown next to the lower branch of the trellis on topvgf and eg;l = 3 (shown next to

the upper branch of the trellis on topa). The pairwise potentiaﬁgb;ij is shown next to

the connection between ti8 and j!" branches of the trellises on topef andv, respec-
tively. For examplefZ,,, = —10 (shown next to the bottom-most connection between
the two trellises) an®2,,, = —5 (shown next to the diagonal connection between the
two trellises).(b) The obtimal solution obtained using the-s relaxation. The value of
Xgi IS shown next to thé" branch of the trellis on top of,. Similarly, the value 0Kabiij

is shown next to the connection between ifleand ji" branches of the trellises on top

of v, andvy, respectively. Note that the value of the objective function for the optimal

solution is 6. (c) A feasible solution of thesocrMs relaxation which does not belong
to the feasibility region of P-s and has an objective function value of 2. It follows that
the optimal solution oEocpMs would lie in F (socrMs) — F(LP-s) and have a value
of at most 2. Together with Lemmas 3.1 and 3.2, this proves thatstrictly dominates
SOCPMS.

82 ) 2veev 2l |e§c;ik‘v if a=b,i=j,
O2bij = { egb;ij otherwise. (29)

Here, the term@é;i ande? « are the (original) unary potentials and pairwise potentials for the given

ac;l
MRF. Consider a feasible solutionof the QpP-RL and thesocrMs relaxations. Further, leX be
the solution obtained when minimizing the objective function of slitecP-Ms relaxation whilst
keepingx fixed. We prove that the value of the objective functions for both relaxationg aitbve
feasible solution is the same by equating the coeﬁicierﬁ;}lg)fand ng;i- forallva €v, (a,b) € E

i
andl;,lj € I in both formulations. Using Equation (28), we see @ﬂ_@\tis multiplied by% in the

objective function of theyp-RL. Similarly, 83, is multiplied by ”2"3?‘ in the sockrMs relaxation.

Therefore the coefficients £; in both relaxations are equal for af € v andl; € 1.
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We now consider the pairwise potentials, that(%iﬁ,;ij and show that their coefficients are the
same when obtaining the minimum of the objective function. We consider the folidwim cases.
Casel: Let0Z,;; = 65, > 0. Using Equation (29) we see that, in the-RL relaxation 83, +
82.... is multiplied by the following term:

ba; ji
1+%i \2 (14X )? T+%a\ (14X 14X 14X
(2)+(2+22 o) Ik 1N (g

In the case oBoCcPMS relaxation, sinceegb;ij > 0, the minimum of the objective function is ob-
tained by using the minimum value th¥f,;; would take given thesoc constraints. Sinc is

symmetric, we see théf,,;; + 67, ;; is multiplied by the following term:

14-Xaii +Xp;j HNF{ Xap;ij }
2

1-Xaii +Xp; j+(>§;i+xb; ,-)2/2717 (31)

where the infimum oKapij is defined by constraint (21) in tleeoCP-MS relaxation. It can easily be
verified that the terms (30) and (31) are equal.
Case II: Now consider the case whe@b;ij =02,; < 0. In theQp-RL relaxation, the term

ba; ji
6%ij + 65aji is multiplied by

14+Xai  14+Xpj 14 Xa;i 1+ Xy 14 Xa;i 2 14 X 2
2+2+2<2><2_2_2'(32)

In order to obtain the minimum of the objective function, f@crMs relaxation uses the maximum

value thabap;j would take given thesocconstraints. Thu,;; + 63, ;; is multiplied by

1+Xa;i+Xb;j+SUp{Xab;ij}
2

)

_ 1+Xa;i+xb;j+12—(xa;i—xb;j)2/2 (33)

where the supremum ofy;ij is defined by constraint (20). Again, the terms (32) and (33) can be
shown to be equivalent. |j

Theorems 1 and 2 prove that the-s relaxation strictly dominates ther-rRL and SOCP-MS
relaxations. A natural question that now arises is whether the additive boupe-Ri (proved
by Ravikumar and Lafferty 2006) is applicable to ttre-s and SOCP-MS relaxations. Our next
Theorem answers this question in an affirmative. To this end, we use the roundingesutoposed
by Ravikumar and Lafferty (2006) to obtain the labellififpr all the random variables of the given
MRF. This rounding scheme is summarized below:

e Pick a variable/; which has not been assigned a label.
e Assign the label; to v, (i.e., f(a) = i) with probability%.
e Continue till all variables have been assigned a label.

Recall thaty "} % = 1 for allva € v. Hence, once, is picked it is guaranteed to be assigned a
label. In other words the above rounding scheme terminatesraftgr| steps. To the best of our
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knowledge, this additive bound was previously known only for ¢fferL relaxation (Ravikumar
and Lafferty, 2006).

Theorem 3: For the above rounding schemer-s and socrms provide the same additive
bound as theqQp-RL relaxation of Ravikumar and Lafferty (2006), that i§4 where
S= 73 @per Jh el |9§b;ij| (i.e., the sum of the absolute values of all pairwise potentials). Fur-
thermore, this bound is tight.

Proof: The Qp-RL and socrkwMms relaxations are equivalent. Thus the above Theorem holds
true forsocrMs. We now consider thepr-s relaxation (Chekuri et al., 2001; Koster et al., 1998;
Schlesinger, 1976; Wainwright et al., 2005). We denote the energy of theabgtibelling ase®.
Recall thate" denotes the optimal value of the-s which is obtained using possibly fractional
variables(x*,X*). Clearly,é- < &". The energy of the labelling, obtained after rounding the
solution of theLp-s relaxation, is represented by the tegh)

Using the above notation, we now show that tires relaxation provides an additive bound of
%for the above rounding scheme. We first consider the unary potentials and obsgrve th

Koy 1+x5.
E <9;;i (1+2Xa,|>> = eé;i < +2 a'l> ;

whereE(-) denotes the expectation of its argument under the above rounding scBienilarly, for
the pairwise potentials,

2 1+%i\ (1+%\\ _ a2 14X 4 X1+ Xai Xy
E Gab;ij 2 5 —eab;ij 4 .

We analyze the following two cases:
(i) 8%;; > 0: Using the fact thaX(,.; > x5 +%;;| — 1 (see Lemma 3.2), we get

1+Xg;i +X;;j +X;;ixg;j - (1+Xg;i +Xg;j +X§b;ij)
Xai X} — Xapij
X;;ixé;j +1- ’X;;i +XE;j|
1,

VANVAN

where the equality holds wheq; = Xp,j = 0. Therefore,

- (eib-i,- <1+f<a;i> <1+>zb;j>> cgr TR+ XG) (6|

2 2 = Tabi] 4 4
(i) egb;ij < 0: Using the fact thak,;; <1— X —xg;j| (see Lemma 3.1), we get

1+X;;i +X;;j +X;;ixg;j - (1+X;;i +Xé;j +X§b;ij)
X;;ixé;j -1+ ’X;;i _XE;j|
_17

v v

where the equality holds wheq; = Xp,j = 0. Therefore,

E(Bﬁb.ij <1+)A(a?i> <1+>A<b;j>> -2 (1+X§;i+xé;ij+xgb;ij)+ |e§1b;ij|.

2 2 — “abi] 4 4
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Summing the expectation of the unary and pairwise potentials fog allv, (a,b) € £ andl;,|; 1,

we get
S

S
g <E@)<d+<e+=
<E(&) < +4_ +4,

which proves the additive bound fop-s.

(a) (b)

Figure 2: An exampleRF for proving the tightness of ther-s additive bound oﬁ. (@) TheMRF
consisting of two random variableg andv,. The potentials are shown similar to Fig. 1.
Note that the unary potentials are uniform while the pairwise potentials form an Ising
model. (b) An optimal solution of theLP-s relaxation for themRF shown in (a). The
values of the variables;; are shown next to thigh branch of the trellis of,. Note that
all variablesx,;i have been assigned to 0. The values of the variakjgs are shown next
to the connection between ti8 and jt" branch of the trellises of, andv,. Note that
Xapyij = —1 if 6Z,;; > 0 andXay;j = 1 otherwise.

This additive bound can indeed be shown to be tight by using the following simphepdsa
Consider an instance of theap estimation problem for amRrF defined on two variableg =
{Va,Vp} each of which can take one of two labels from the Iset{lo,l;}. Let the unary and
pairwise potentials be as defined in Fig. 2(a), that is, the unary potentials are uniformeand th
pairwise potentials follow the Ising model. Note that thigF is a chain of size 2 and can thus, be
solved exactly using thep-s relaxation (Chekuri et al., 2001; Wainwright and Jordan, 2003) (i.e.,
the optimal value of the objective function of the-s relaxation is exactly equal to the energy of
the MAP estimate). However, our aim is to show that for a particular randomized roundiegiech
theMRF in Fig. 2(a) offers an example of tightness for the additive bound.

An optimal solution of the_p-s relaxation is given in Fig. 2(b). Clearlg® = 2 (e.g., for the
labelling f = {0,0} or f = {1,1}) while E(&") = 2+ 2 = & + 3. Thus the additive bounds obtained
for the LP-S, QP-RL andsocrMs algorithms are the same. In fact, one can construct arbitrarily
largeMRFs (i.e.,MRF defined over a large number of variables) with uniform unary potentials and
Ising model pairwise potentials for which the bound can be shown to be tighj}

The above bound was proved for the case of binary variables (i.e., h = 2)hyeieand Kalan-
tari (1987) using a slightly different rounding scheme. Our result can be viewedeasegalization
of this for any arbitrary number of labels. The above Theorem proves a tight adoldivnd using
a simple rounding scheme. However, using this rounding scheme in practicalipplicmay not
be desirable as it generates an independent random number for roundingtioadtdabelling of
each random variable. We note here that better bounds can be obtained éosecial cases of
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the MAP estimation problem using thee-s relaxation together with more clever rounding schemes
(such as those described in Chekuri et al. 2001 and Kleinberg and Tardds 1999

5. QP and SOCP Relaxations over Trees and Cycles

We now generalize the results of Theorem 1 by defining a large clase@frelaxations which
is dominated by P-s. Specifically, we consider theocprelaxations which relax the non-convex
constraintX = xx' using a set of second order cors() constraints of the form

(U Tx|| < CkeX,k=1,---,nc (34)

whereCX = UX(UX)T =0, for allk=1,---,nc. In order to make the proofs of the subsequent
Theorems easier, we make two assumptions. However, the Theorems would helemueithout
these assumptions as discussed below.

Assumption 1: We assume that the integer constraints
x € {-1,+1}"M X € {~1,+1}"™, (35)

are relaxed to
x € [—1,+1"™ X e [-1, 1) xnh, (36)

with Xaaii = 1, for all v € v,l; € I. The constraints (36) provide the convex hull for all the points
defined by the integer constraints (35). Recall that the convex hull of a setri$ pothe smallest
convex set which contains all the points. We now discuss how the above assuisptibrestrictive
with respect to the results that follow. Lete a relaxation which contains constraints (36). Using

it is possible to obtain another relaxatipiioy substituting constraints (36) by some other relaxation
of the integer constraints. By the definition of convex hull, it would follow th&ta) C 7 (B).

In other wordsa dominatess (see Case | in Section 2). Hence,aifis dominated by thep-s
relaxation, then.p-s would also dominate.

Assumption 2: We assume that the set of constraints (34) contains all the constraints specified
in the socrMs relaxation. Recall that for a given pair of neighbouring random variablesjghat
(a,b) € £, and a pair of labelk, |; € |, socr-Ms specifiessoc constraints using two matrices (say

C! andC?) which are 0 everywhere except for the following2 submatrices:

Coaji - Chirjj 1 1)\ Gaaji Chpgjj -1 1

In the case where a given relaxatiardoes not contain theoCcrMs constraints, we can define a
new relaxatiors. This new relaxatiors is obtained by adding all theocPMs constraints toa.

By definition,B dominatesa (although not necessarily strictly, see Case Il in Section 2). Hence, if
B is dominated by theP-s relaxation then it follows thatP-s would also dominate. Hence, our
assumption about including tlecpP-MS constraints is not restrictive for the results presented in
this section.

Note that eaclsocPrelaxation belonging to this class would not include the marginalization
constraints. Hence, it would define an equivalemtrelaxation (similar to the equivalegr-RL
relaxation defined by theocrms relaxation). By definition of equivalent relaxations, all these
relaxations will also be dominated hy-s. Before we begin to describe our results in detail, we
need to set up some notation as follows.
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5.1 Notation

WO—W (D—®) ® ®
V)—) (O— ® ©

(@) (b) (©)

Figure 3: (a) An exampleMRF defined over four variables which form a cyclé) The setEX
specified by the matri€k shown in Equation (39), that iE = {(a,b), (b,c), (c,d)}. (c)
The sevk = {a,b,c,d}. See text for definitions of these sets.

We consider arsoc constraint which is of the form described in Equation (34), that is,
|(UR)Tx|| < CXe X, (38)

wherek € {1,--- ,nc}. In order to help the reader understand the notation better, we use an example
MRF shown in Fig. 3(a). ThisaRF is defined over four variables= {va,Vp,Vc,Vq} (cOnnected to

form a cycle of length 4), each of which take a label from thelset{lo,l1}. For thisMRF we
specify a constraint using a matr&& > 0 which is 0 everywhere, except for the following«%
submatrix:

Chaoo Chnoo Chcoo Chaoo 2110
Clga;OO Cltjb;OO Cléc;OO Clt;d;OO — 1211 (39)
CIéa;OO CIéb; 00 CIéc;OO CI(fd;OO 1121
Cléa;OO Cléb;oo CI&C;OO CIéd;OO 0112

Using thesocconstraint shown in Equation (38) we define the following sets:

e The setEX is defined such thai, b) € EXif, and only if, it satisfies the following conditions:

(a,b) € £,
3l;,1j €I such thaCl ;; # 0.

Recall thatt specifies the neighbourhood relationship for the givert. In other word<€EX is
the subset of the edges in the graphical model oftke such thaCk specifies constraints for
the random variables corresponding to those edges. For the examp(ghown in Fig. 3(a))
andCKX matrix (in Equation 39), the s& obtained is shown in Fig. 3(b).

e The setv¥is defined as € VK if, and only if, there exists &, € v such that(a,b) € EX. In
other words/¥ is the subset of hidden nodes in the graphical model oftke such thatCX
specifies constraints for the random variables corresponding to those hidden noda&)Fig.
shows the serk for our examplesoc constraint.
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e The setTk consists of elements i € 7K which satisfy

acVKlel,
b e VK el, such thaC'gb;ij £0.

In other words the seT’® consists of the set of indices for the vectowhich are constrained
by inequality (38), that is, the coefficient 8f; wherea;i € 7% are non-zero in theHs of
inequality (38). Note that in Equation (39) the constraint is specified using only thelgabel
for all the random variables. Thus the sef ¥ is given by

T"={(80),(b;0),(c; 0),(d; 0)}.
For each sef ¥ we define three disjoint subsetsdf x 7% as follows.
e The setZ is defined as
= {(a&i,b; )| (ai,b; j) € T* x T, (a,b) € E, (a,b) ¢ EX}.

Note that by definitiorC;; = 0 if (a;i,b; j) € Ty‘. ThusZ indexes the elements of matrix
X which are not constrained by inequality (38) but are present in th&'set 7. For the
matrix CX in Equation (39), the seff is given by

T = {(2,0,d;0)}.

e The setZ is defined as
T = {(@i.bi))|(&i.bij) € Tx T (a.b) ¢ £}.

In other words the sef indexes the elements of matr¥ which are constrained by in-
equality (38) but do not belong to any pair of neighbouring random variabletg tHat the

variablesXayij such that(a;i,b; j) € Z,X were not present in thep-s relaxation. For the
matrix CX in Equation (39), the sef¥ is given by

T¥ = {(a;0,c;0), (b;0,d;0)}.

e The setZ) is defined as
Tf = {(ai,b; })|(ai,b; ) € TF x T¥ (a,b) € EX}.

In other words the sefX indexes the elements of matr¥ which are constrained by in-
equality (38) and belong to a pair of neighbouring random variables. For the r@Atiix
Equation (39), the sefzk is given by

Tf = {(a;0,b;0), (b;0,c;0)(c; 0,d; 0)}.

Note that7J 7 U T} = T* x T*. For a given set of pairwise potenti#§,;; we define
two disjoint sets ofZX as follows.
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e The setfl‘z"+ corresponds to non-negative pairwise potentials, that is,
Ty = {(&i,b; ))|(&i,b; ) € T, 8 > O},

Thus the sefZ‘Z'i indexes the elements of matiwhich belong toTzk and are multiplied by
a non-negative pairwise potential in the objective function of the relaxation.

e The sel‘Iz'i corresponds to negative pairwise potentials, that is,
T = {(asi, b })|(&i.b; ]) € T, 03 < O},

Thus the setZX indexes the elements of matri which belong toZ)* and are multiplied
by a negative pairwise potential in the objective function of the relaxation. NotéZ“gha:
‘Iz'i U ‘Iz‘i. For the purpose of illustration let us assume that, for the exammpian Fig. 3(a),
682500 > O While 82, < 0 and6Z;., < 0. Then,

75 = {(a,0,b;0)},
T¥ ={(b;0,¢;0),(c;0,d;0)},

We also define a weighted gra@f = (VK EX) whose vertices are specified by the ¥étand
whose edges are specified by the Bt The weight of an edgéa,b) € EX is given byw(a, b).
Recall thatw(a,b) specifies the strength of the pairwise relationship between two neighbouring
variablesv; andvy. Thus, for our exampleoc constraint, the vertices of this graph are given in
Fig. 3(c) while the edges are shown in Fig. 3(b). This graph can be viewed as a subfjtap
graphical model representation for the giveRF.

Further, we define the submatricésandX¥ of x andX respectively such that

X = {Xailasi € T4,
XK = {Xapij| (@i, b; ) € T x T}

For our example, these submatrices will be given by

Xa;:0 Xag;00 Xab,00 Xac00 Xad;00
X = X0 Xk = Xpa;00  Xbb;00 Xoc,00  Xbd;00
Xc:0 Xea00 Xeb00 Xec00  Xed:00
Xd:0 Xda;00 Xdb;oo  Xdc00  Xdd:00

Using the above notation, we are now ready to describe our results in detail.

5.2 QP and SOCP Relaxations over Trees

We begin by considering those relaxations where sbe constraints are defined such that the
graphsGK = (VK EX) form trees. For example, the gra@f defined by thesoc constraint in
Equation (39) forms a tree as shown in Fig. 3(b). We denote such a relaxation, whidlessexc
constraints only over trees, [®BoCPT. Note thatsockPms (and henceQP-RL) can be considered
a special case of this class of relaxations where the number of vertices in eaishemeal to two
(since the constraints are defined for(@allb) € £).
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We will remove this restriction by allowing the number of vertices in each tree to be arbitrarily
large (i.e., between 1 amg. We consider one such tr&= (V,E). Note that for a given relaxation
SOcCPT, there may be seversloc constraints defined using this tr&e(or its subtrees). Without
loss of generality, we assume that the constraints

H(Uk)TXH S Ck.xak: 17 7n/Cv
are defined on the tre@. In other words,
GkCcGk=1,--,n,

whereGK C G implies thatGK is a subtree of. In order to make the notation less cluttera, will
drop the superscript k from the sets defined in the previous sectiofsince we will consider only
one treeG in our analysis).

We will now show thatsocpk-T is dominated by thep-s relaxation. This result is independent
of the choice of the tre€ and matrice€X. To this end, we define the terea(x) for a given value
of Xt as

62,
elxr) =y (G;;mL S 2")xa;i.

(aleT (b;)eT

Further, for a fixekt we also define the following two terms:

= i 02 Xepi
%(XT) (XT,XT)erfp(lgOCPT)( Z abyllxabvllv

ai,b;j)e
xr) = min 02, Xabiis
%( ) (XT,XT)ET(LP-S) (a;i’t;)eljz ab’” '

where¥ (socprT) and ¥ (LP-S) are the feasibility regions gfocp 1T andLpP-Srespectively. We use
the notationxt,Xt) € F(SOCPT) loosely to mean that we can obtain a feasible soluioiX) of
socPkT such that the values of the variableg wherea;i € T andXayi; where(a;i,b; j) € 7 x T
are equal to the values specified>byandXy. The notationxt,Xt) € F (LP-S) is used similarly.
Note that for a giverxr the possible values oft are constrained such th@ggr, X1) € F(SOCPT)
and(xt,Xt) € F(LP-3) (in the case oBoCcPT andLP-s respectively). Hence different values of
xt will provide different values o&5(xr) ande(xr).

The contribution of the tre6 to the objective function ofoCPT andLP-S is given by

eS :minel(XT) &(x1)

X7 2 + 4 ’
o :minel(XT)ij%(XT)’
Xt 2 4

respectively. Assuming that the tre€sdo not overlap, the total value of the objective function
would simply be the sum @& (for socp-T) or € (for LP-s) over all treess. However, since we use

an arbitrary parameté&in our analysis, it follows that the results do not depend on this assumption
of non-overlapping trees. In other words if two traé@sandG? share an edgéa,b) € ‘£ then we

can simply consider twaAP estimation problems defined using arbitrary parameigrand 6,

such thaB; + 6, = 6. We can then add the contribution@f for the MAP estimation problem with
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paramete; to the contribution ofG, for the MAP estimation problem with paramet8s. This
would then provide us with the total contribution G and G, for the originalMAP estimation
defined using parametér

Using the above argument it follows that if, for &@land for all8, the following holds true:

aixe) 4 S ¢ bl S0 v e [-1,2)7)
- &S(xr) < &(xr), ¥xr € [-1,2]'7 o

thenLpP-s dominatessocP-T (since this would imply tha¢® < €-, for all G and for all@). This is
the condition that we will use to prove that-s dominates alsocprrelaxations whose constraints
are defined over trees. To this end, we define a vestor{w, k= 1,---,n.} of non-negative real
numbers such that

Z‘**Cla(b;ij = 0. V(a1,b; ) € Ta.

Due to the presence of the matric8% defined in Equation (37) (which result in ttsocPMs
constraints for al(a, b) € £ andl;,l; € 1), such a vectowwould always exist for anyirF parameter
8. We denote the matrizkwkck by C. Clearly,C > 0, and hence can be written@s=UU .

Using the constraintg(UX)"x||? < Cke X1 together with the fact thaby, > 0, we get the fol-
lowing inequality®

ko [(U9) Tx|? < FraaCre X,
= [UTX|[2< CeX,
= [JUTX|]? < Sajer CaniiXaaii + ¥ (ai byj)e Cabiij Xabij + 3 (ai by)e 7, Cabij Xabsij
= UTX|? = Saier Caaii — 3 (i ) e Cabiij Xabij < 3 (aisj)ezs O Xabi»

(41)
where the last expression is obtained using the factGhat = egb;ij for all (a;i,b;j) € T2 and
Xaaiii = 1 for all v € v andl; € I. Note that the above inequality provides a lower bound%()XT).
Another lower bound of5(xr) is provided by the constraints thatl < Xapij < 1 for all (a;i,b; j) €
T,. Since the objective function being minimized contagxr), it follows that in the absence of
any other constraints (which is our assumptie(xt ) would be equal to the maximum of the two
lower bounds, that is,

max{ > |81 X |+ U X[|* — > Caaii — Cab:inab;ij}'
(&i,b;))ez aieT (ai,b;))enn
The first expression is obtained by substituting the following valueXfer; where(a;i,b; j) € Z:

1 if  8%,,>0
= =
Xebi| { 1 otherwise,

while the second expression is thas of inequality (41). Clearly, ife?(xT) is equal to the first
expression thees(xr) > e5(xt), that is,LP-s dominatessocrT. In what follows, we will only

6. Note that there are no terms correspondingaid,b; j) € o in inequality (41) sinc&ap;ij = 0 if (ai,b; j) € To. In
other words Xa,;ij vanishes from the above inequality(&i,b; j) € 7o.

93



KUMAR, KOLMOGOROV AND TORR

consider the non-trivial case when

Sxr) = min Y 8 Xebis
(&i,b])eT

= HUTXHZ_ Z Caa;ii— Cab;ijxab;ij- (42)
aieT (ai,b;))eTy

For theLP-s relaxation, from Lemmas 3.1 and 3.2, we obtain the following valug; oft ):

Xaii +Xo;j| — 1 < Xapjij < 1—|Xai — Xoyj

= &(xr) = MINY (ai bij)e T egb;inab;iJ"
=3 (aibij)etss O (1Xai +X:j 1) = ¥ (i) ety O%pij (Xai — Xorjl) —
3 (i bij)e s |8 - (43)

We are now ready to prove one of our main results which generalizes Theorem21owever,
before proceeding with the proof, we note that our result can also be obtained wesimgntiant
constraints of Wainwright and Jordan (2003) (which imply that-s provides the exact solution for
the MAP estimation problems defined over tree-structured random fields). However, as wilibe see
shortly, the proof presented here allows us to generalize our results to certain cycles.

Theorem 4: socprelaxations (and the equivalenp relaxations) which define constraints only
using graph$s = (V, E) which form (arbitrarily large) trees are dominated by tires relaxation.

Proof: We begin by assuming thal(i, j) > 0 for all I;,1; € | and later drop this constraint on
the distance functioh. We will show that for any arbitrary tre€ and any matrixC, the value of
e5(x7) is greater than the value ef(xT) for all xt. This would prove inequality (40) which in turn
would show that theP-s relaxation dominatesocrT (and the equivalergp relaxation which we
call Qp-T) whose constraints are defined over trees.

It is assumed that we do not specify any additional constraints for all the variélgswvhere
(&i,b; j) € 71 (i.e., for Xap;j not belonging to any of our trees). In other words these variakles
are bounded only by the relaxation of the integer constraint, thatisg< Xapij < +1. Thus in
Equation (42) the minimum value of tieHs (which is equal to the value @(XT)) is obtained by
using the following value 0Kay;i; Wwhere(a;i,b; j) € 71:

o 1 if Can;ij = 0,
Xebi| _{ —1 otherwise.

Substituting these values in Equation (42) we get
%(XT) = ||UTXH2* Za;ieTCaa;ii - E(a;i,b;j)eﬂ |Q-1b;ij |»

= &(XT) = Yajer CaniiXgi + 3 (i by j) e, CabiijXasiXorj + 3 (ai by ) e Oapi | Xeii X

— Yajcr Caaii — ¥ (aib;j)en [Cabijl;

where the last expression is obtained using the fact @at UTU. Consider the term
Y (aib;j)e7i CabijXaiXp;j Which appears in th&Hs of the above equation. For this term, clearly

7. Recall thad(-,-) is a distance function on the labels. Together with the weiglits) defined over neighbouring
random variables, it specifies the pairwise potentiaﬁzagﬁ =w(a,b)d(i, j).
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the following holds true
|Cab;ij|

> CapijXaiXoj < ) > 0% + %)) (44)
(ai.bj)en (ai.b])eT
since for all(a;i,b; j) € T
Caiij < [Capiijls
XaiiXp;j < 7()(62“;)(%;])-

Inequality (44) provides us with an upper bound on the valuggptr ) as follows:

('EQ'(XT) < Za;ie‘TCaa:iiX§;i T2 (a@ibj)en ‘Cazb:ij‘ (Xa21;i +X%;j) + 2 (@ibj)en egb;ijxél;ixb:i
— Yaier Caaii — ¥ (aib;j)ez |Cabiij- (45)
Note that in order to prove inequality (40), that is,
&5(xr) < &(xr),vxr € [-1,1]7,
it would be sufficient to show thags(x7) specified in Equation (43) is greater than thies of
inequality (45) (since theHs of inequality (45) is greater thaeg‘(xT)). We now simplify the two
infimumses (x7) ande3(xt) as follows.
LP-S Infimum: Let zy;j = /|Xai|(1— |Xai|). From Equation (43), we see that the infimum
provided by the.p-s relaxation is given by
Y i) e, Oaij (1Xai +X6:1) — 3 @iy e Oapi (1Xai = Xoiil) — 3 @i by e 185
= =3 (@ibi)es, 185l (1— [Xai +Xo:j| +XaiXo;j)
— 2 (@ibj)es ‘eazlb;ij |(1— [Xasi — Xorj | — XaiXp; )
+ 3 (i i) 73 O X X
> =) (@ibj)eT |e§b;ij (1= Xaii) (L= [Xo;j 1) — 23 (i i) e ‘eazlb;ij |Z;i Zp;j +
+ 3 (i) e 7 O  Xaui X - (46)
The last expression is obtained using the fact that
(1= [Xai 4 X0 | +XaiXo;j) < (L= [Xaii) (1= [Xo;j]) + 2Zai 25,
(1= [Xai = Xoj | = XaiiXo;j) < (L= [Xaii) (L — [Xo;j]) + 22ai 2.

SOCP Infimum: From inequality (45), we see that the infimum provided bysber 1 relax-
ation is given by

S aier CaaiiXg; + 3 (@i bij)e \Cazb;ij\ OGi +X6,5) + 3 (ai ) e 7 O X X
~ Yaier Caaii — ¥ (aiibij)e [Cabij]
- ~ Sacr Canil(1 =) — % (@i e [Catif (1~ 3 — 31
+ 3 (@i i) 73 O XX
< —Yaier Caaii(1— Xai)? = 3 (@i j)en [Cavij| (1 — [Xai|) (1 — o))
_Zzaiie’fCaa?”zg;i =23 (@ibij)en |Cavij|Zaiz;j
+z(a;i7b§j)€’fze§b;ijxa:ixb;j' (47)
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Figure 4: (a) An example subgrapl® which forms a tree. The weights of the edges and corre-
sponding elements of the vector are also shown(b) An example subgrapt which
forms an even cycle where all weights are positive. The elemergsue defined using
the {+1, —1} assignments of the vertices.

The last expression is obtained using

X

1—X§;i >(1- |Xa;i|)2+22§;i7
2 2
150> (1 |xai ) (1 X ) + 22220

In order to prove the Theorem, we use the following two Lemmas.
Lemma 5.1: The following inequality holds true for any matr& > O:

Y aier Caaii (1= [Xai|)? + 3 (ai.oijyezs |Cabij [ (1 — [Xasi] ) (1 — %)
> 2 (aib))eT ‘egb;ij (1= [Xai[) (1~ |Xb;j )

In other words, the first term in threH s of inequality (46) exceeds the sum of the first two terms in
theRHsS of inequality (47).

Proof: The proof relies on the fact th&t is positive semidefinite. We construct a veator=
{mq,a=1,---,n} wheren is the number of variables. Lgi(a) denote the parent of a non-root
vertexa of treeG (where the root vertex can be chosen arbitrarily). The vattes defined such
that

0 if adoes not belong to tred,

B 1 if aisthe root vertex oG,
e = —Mya it w(a,p(a) >0,
Mpa If w(ap(@)<O0.

Herew(-,-) are the weights provided for a giverrRF. Fig. 4(a) shows an example of a graph which

forms a tree together with the corresponding elemenis.dfising the vectom, we define a vector
sof lengthnh (whereh = |lI|) such thats,; = 0 if &;i ¢ 7 andsgi = Ma(1— |xgi|) otherwise. Since
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C is positive semidefinite, we get

s'Cs>0
= Yaier Caaii (1— Xail)2+ 3 (ai b:j)e s MaMbCabiij (1 — [Xai|) (1 — [Xo;)
+Z (&i,b;]) E‘Izmanbeabu( - |Xa:i|)(1_ ’Xb;j) >0,
= Yaier Caaii (1 [Xai|)? + ¥ (@i brj) e MaMoCabiij (1 — [Xai ) (1~ [Xo;j)
>3 (aibij)es |05 | (1 — [Xaii) (1= [Xo;j),
= Yajer Caaii(1- |Xa;i|)2+2(a;i7b;j)ef[1 |Cabij | (1 — [Xail ) (1 — |Xo;j1)
> Y (@ibj)es |e§b;ij|(l_ Xai| ) (1= [Xo;jl)- W
Lemma 5.2: The following inequality holds true for any matr > O:

Y Camizait Y [Cavijlzaizei> Y |8y |%iz-
aleT (&i,b;))eny (&i,b;))eT

In other words the second term in tke's of inequality (46) exceeds the sum of the third and fourth
terms in inequality (47).

Proof: Similar to Lemma 5.1, we construct a vectwf lengthnh such thats,i =0 if &;i ¢ 7
andsgi = MaZy; otherwise. The proof follows by observing thdtCs > 0. [ |

Using the above two Lemmas, we see that the sum of the first two terms of inequality (46)
exceed the sum of the first four terms of inequality (47). Further, the third and the fifth térms o
inequalities (46) and (47) are the same. Since inequality (46) provides the lower fligitxa-)
and inequality (47) provides the upper limit@j(xr), it follows thates(xt) > e5(xt) for all X7 €
[—1,1]I7I. Using condition (40), this proves the Theorem. |j

The proofs of Lemmas 5.1 and 5.2 make use of the fact that for any neighgcandom
variablesv; andyvy, (i.e., (a,b) € E), the pairwise potentlaﬁgb have the same sign for djl I € 1.
This follows from the non-negativity property of the dlstance function. However, fEimed can be
extended to the case where the distance function does not obey the nonityggaiperty. To this
end, we define a parame@which satisfies the following condition:

Q(f,D;8) = Q(f,D;8),Vf.

Such a parametdr is called the reparameterization ®fi.e., 8 = 6). Note that there exist several
reparameterizations of any paramelekVe are interested in a parame®awhich satisfies

Z |eab|1|_| e§b|1| V(a b)Gf (48)
liljel liljel

It can easily be shown that such a reparameterization always exists. Specificallyectimsigen-
eral form of reparameterization described by Kolmogorov (2006), that is,

1
0. = eela;i + Mba;i,

2

Babiij = O2bij — Mbai — Man;j-

Clearly one can set the values of the terig;; and May;j such that Equation (48) is satisfied.
Further, the optimal value afr-s for the paramete is equal to its optimal value obtained usifig
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For details, we refer the reader to Kolmogorov (2006). Using this parafetes obtain an.p-s
infimum which is similar in form to the inequality (46) for any distance function (i.e., withoeat
positivity constraintd(i, j) > 0 for all I;,Ij € I). This Lp-s infimum can then be easily compared
to thesocPkT infimum of inequality (47) (using slight extensions of Lemmas 5.1 and 5.2), thereby
proving the results of Theorem 4 for a general distance function. We omit details.

As an upshot of the above Theorem, we see that the feasibility regianr-sfis always a
subset of the feasibility region gfocr-T (for any general set of trees asdc constraints), that is,
F(LP-S) C F(SOCPT). This implies thatf (LP-S) C ¥ (QP-T), whereQP-T is the equivalentp
relaxation defined bgocpT.

We now show how the above proof can be generalized to certain cycles. Toghefhmr
knowledge, the alternative proof in Wainwright and Jordan (2003) cannotvaljriextended to
these cases.

5.3 QP and SOCP Relaxations over Cycles

We now prove that the above result also holds true when the gsdphms aneven cycle, that is,
cycles with even number of vertices, whose weights are all non-negativenmnafiositive provided
d(i, j) >0, foralll;,l 1.

Theorem 5: Whend(i, j) > 0 for all I;,l; € I, the socprelaxations which define constraints
only using non-overlapping grapk&which form (arbitrarily large) even cycles with all positive or
all negative weights are dominated by ttre s relaxation.

Proof: Itis sufficient to show that Lemmas 5.1 and 5.2 hold for a gi@gh (V, E) which forms
an even cycle. We first consider the case wlﬁé};@ > 0. Without loss of generality, we assume that
V ={1,2 ...t} (wheret is even) such tha,i + 1) cEforalli=1,---,t—1. Further(t,1) € E
thereby formlng an even cycle We construct a veotarf sizen such thama =—-1%ifaeV and
m, = 0 otherwise. Wherﬁ) . < 0, we define a vectom such thatmy =1ifacV andm, =0
otherwise. Fig. 4(b) shows an example of a gr&ptvhich forms an even cycle together with the
corresponding elements of. Usingm, we construct a vectarof lengthnh (similar to the proofs
of Lemmas 5.1 and 5.2). Lemmas 5.1 and 5.2 follow from the factth@s > 0. We omit details.

It is worth noting that the feasibility region of the abosecPrelaxation (withsoc constraints
defined using some special form of cycles) is not a subset of #he relaxation. However, we
are still able to show thatP-s dominates such asocPrelaxation. The above Theorem helps
illustrate the difference between comparing the feasibility regions of relaxations anuhpihayéng
the concept of domination. Specifically, if the feasibility region of relaxatias a subset of the
feasibility region of relaxatios, thens dominates\. However, the converse of the above statement
is not true.

Theorem 5 can be proved for cycles of any length whose weights are all reeggtav similar
construction. Further, it also holds true fmid cycles (i.e., cycles of odd number of variables) which
have only one positive or only one negative weight. However, as will be isethe next section,
unlike trees it is not possible to extend these results for any general cycle.
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6. Some Useful SOC Constraints

We now describe twgsocPrelaxations which include all the marginalization constraints specified
in LP-S. Note that the marginalization constraints can be incorporated withiadlke®framework
but not in theqpr framework.

6.1 The SOCP-C Relaxation

ThesocPkc relaxation (where denotes cycles) defines second order camer) constraints using
positive semidefinite matriceS such that the grapfs (defined in § 5.1) form cycles. Let the
variables corresponding to vertices of one such c@&lef lengthc be denoted asc = {w|b €
{aq,a,---,ac}}. Further, lelc = {lj|j € {i1,i2,--- ,ic}} € 1° be a set of labels for the variables.
Thesocrc relaxation specifies the following constraints:

e The marginalization constraints, that is,

> Xabij = (2—h)xai,¥(a,b) € E,li .

liel
e A set ofsocconstraints
IlUTx|| < CeX, (49)

such that the grapfs defined by the above constraint forms a cycle. The magriis O
everywhere except the following elements:

Q’kaal,lk,ll _{ Dc(k7|> otherwise.

HereD. is ac x ¢ matrix which is defined as follows:

1 if k—1]=1,
De(k, 1) =< (1)1 if k—1|=c—1,
0 otherwise,

andA; is the absolute value of the smallest eigenvalub of

In other words the submatrix & defined by andlc has diagonal elements equal¥gand off-
diagonal elements equal to the element®gf As an example we consider two cases when3
andc = 4. In these cases the matid is given by

R
Ds=[ 1 0 1 | andD4= ;
110 0 10 1
-1 00 1

respectively, while\z = 1 andA4 = /2. Clearly,C = UTU > 0 since its only non-zero submatrix
Acl + D¢ (wherel is ac x cidentity matrix) is positive semidefinite. This allows us to define a valid
soc constraint as shown in inequality (49). We choose to definestheconstraint (49) for only
those set of labellg which satisfy the following:

DC(k7|>e§kal;iki| = z Dc(k’l)egk@?jkjl’v{jl’jz’.“ ’jC}'
(

(.)€ a,a)€E
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Note that this choice is motivated by the fact that the varialflgs.,i, corresponding to these sets
Ve andlc are assigned trivial values by the-s relaxation in the presence of non-submodular terms
(see example below), that is,

o — akall ’Ikll B ’
Kaayiixii { 1 otherwise.

In order to avoid this trivial solution, we impose tBecconstraint (49) on them.

Since marginalization constraints are included ingberc relaxation, the value of the objec-
tive function obtained by solving this relaxation would at least be equal to the eatasmed by the
LP-S relaxation (i.e.SOCP-C dominates pP-S, see Case Il in Section 2). We can further show that
in the case wherl| = 2 and the constraint (49) is defined over a frustrated éystecr-c strictly
dominates P-s. One such example is given below. Note that if the gim&®F contains no frustrated
cycle, then it can be solved exactly using the method described by Hammef1&8).

0 1 0
1 I 1 1
1 5 1 1 L gl
(@) (b) (©)

Figure 5: An exampleaRF defined over three random variables- {va, vy, Vc} shown as unfilled
circles. Each of these variables can take one of two labels from the=sg, |1} which
are shown as branches (i.e., the horizontal lines) of trellises (i.e., the vertical Imes) o
top of the random variables. The unary potentials are shown next to the corresponding
branches. The pairwise potentials are shown next to the edges connecting tihes@nc
two neighbouring variables. Note that the pairwise potentials define@fby and(a, c)
form a submodular Ising model (ifa) and (b) respectively). The pairwise potentials
defined for(b,c) are non-submodular (ic)). In other words, the aboverF defines a
frustrated cycle.

Example: We consider a frustrated cycle and show thatr-c strictly dominates.P-s. Specif-
ically, we consider amRF with v = {va,Vp,Vc} andl = {lo,11}. The neighbourhood of thigRF
is defined such that the variables form a cycle of length 3, thatis, {(a,b), (b,c),(c,a)}. We
define a frustrated cycle which consists of all 3 variables ofsims using the unary and pairwise
potentials shown in Fig. 5, that is, the unary potentials are uniform and the pairwise steetfiae
only one non-submodular term (between the vertlzendc). Clearly, the energy of the optimal
labelling for the above problem is 4. The value of the objective function obtaipesblving the
LP-S relaxation is 3 at an optimal solution shown in Fig. 6.

8. A cycle is called frustrated if it contains an odd number of non-submodular terms.
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Figure 6: An optimal solution provided by the-s relaxation for theuRF shown in Fig. 5. The
value of variablexy; is shown next to thé" branch of the trellis on top of,. In this
optimal solution, all such variableg;; are equal to 0. The value of the varialXg,;j is
shown next to the connection joining theand thejt" branch of the trellises on top uf
andvy, respectively. Note thafa,ij = —1 whenegb;i > 0 andXay;ij = 1 otherwise. This
provides us with the minimum value of the objective functionefs, that is, 3.
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Figure 7: An optimal solution provided by tls® cr-c relaxation for thevukRF shown in Fig. 5. This
optimal solution provides us with the optimal value of 3 which greater than ther-s
optimal value for the solution shown in Fig. 6. Note that the optimal solutionre$
does not belong to the feasibility region ®bCcrC as it violates constraint (50). This
example proves thatocp c strictly dominates.P-s.

TheLp-soptimal solution is no longer feasible when thecr c relaxation is used. Specifically,
the constraint

(Xa;0 + Xo:1 + Xc;l)2 < 34 2(Xab;01 + Xac01+ Xoc:11), (50)

is violated. In fact, the value of the objective function obtained usingtherc relaxation is 375.
Fig. 7 shows an optimal solution of tis®cr-c relaxation for thevrF in Fig. 5. The above example
can be generalized to a frustrated cycle of any length. This provesdiztc strictly dominates
theLP-srelaxation (and hence, tlgP-RL andsOCP-MS relaxations).

The constraint defined in Equation (49) is similar to the (linear) cycle inequality constraints
(Chopra and Rao, 1993) which are given by

g DC(k7I)Xakal;ikil >2-c
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We believe that the feasibility region defined by cycle inequalities is a strict subset otsikiliey
region defined by Equation (49). In other words a relaxation defined by addingiogqglgalities to
LP-swould strictly dominatesocr-c. We are not aware of a formal proof for this. We now describe
the socrQ relaxation.

6.2 The SOCP-Q Relaxation

In the previous section we saw that-s dominatessocPrelaxations whose constraints are defined
on trees. However, theocrc relaxation, which defines its constraints using cycles, strictly dom-
inatesLP-s. This raises the question whether matri€eshich result in more complicated graphs
G, would provide an even better relaxation for thep estimation problem. In this section, we
answer this question in an affirmative. To this end, we define@oprrelaxation which specifies
constraints such that the resulting graptform a clique. We denote this relaxation BpCPQ
(whereq indicates cliques).

The socPkQ relaxation contains the marginalization constraint and the cycle inequalities (de-
fined above). In addition, it also define®c constraints on graphG which form a clique. We
denote the variables corresponding to the vertices of cliglasvg = {w|b € {as,ap,--- ,a4}}. Let
lo ={lj|j € {i1,i2,--- ,iq}} be a set of labels for these variables Given this set of variableg,
and labeldq, we define arsocconstraint using a matrik of sizenh x nhwhich is zero everywhere
except for the elemenG,4:i,i, = 1. Clearly,C is a rank 1 matrix with eigenvalue 1 and eigenvector
u which is zero everywhere excey, i, = 1 wherev,, € vg andl;, € lg. This implies thaC > 0,
which enables us to obtain the followisg C constraint:

2
(Zxak;ik> <qg+ gxakaa;ikil . (51)

We choose to specify the above constraint only for the set of lag@lbich satisfy the following

condition:
Z 96211<64;iki| z z egkal;ikh’v{jl’jz"” Jat-
(ax,a)€E (ax.)€E
Again, this choice is motivated by the fact that the variablgs.i,i, corresponding to these setg
andlg are assigned trivial values by the-s relaxation in the presence of non-submodular pairwise
potentials.

When the clique contains a frustrated cycle, it can be shownsthat @ dominates thepP-s
relaxation (similar tesocrC). Further, using a counter-example, it can proved that the feasibility
region given by cycle inequalities is not a subset of the feasibility region definedrsgraint (51).
One such example is given below.

Example: We present an example to prove that the feasibility region given by cycle inequalities
is not a subset of the feasibility region defined by stwec constraint

2
(Zxak;ik> <q+ Zxakaﬁikil ) (52)

which is used irsocrQ. Note that it would be sufficient to provide a set of variakibes<) which
satisfy the cycle inequalities but not constraint (52).
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Figure 8: An infeasible solution fosocrQ. The value of the variablg,; is shown next to the
it" branch of the trellis on top of,. The value 0fXap;ij is shown next to the connection
between thé" and thejt" branches of the trellises on topwaf andv, respectively. It can
easily be verified that these variables satisfy all cycle inequalities. However, theyt do no
belong to the feasibility region cfocrQ since they violate constraint (53).

To this end, we consider anrF defined over the random variables= {Vva,Vp, V¢, Vq} Which
form a clique of size 4 with respect to the neighbourhood relationghipat is,

E ={(a,b),(b,c),(c,d),(a,d),(a,c),(b,d)}.

Each of these variables takes a label from thd sef{lo,l1}. Consider the set of variablgg, X)
shown in Fig. 8 which do not belong to the feasibility regionsafcpQ. It can be easily shown
that these variables satisfy all the cycle inequalities (together with all the constraints .of-the
relaxation). Howeverx, X) defined in Fig. 8 does not belong to the feasibility region ofsbep
Q relaxation since it does not satisfy the followiagc constraint:

( S xa;o>2 <442 (( > xab;o()) . (53)

VaEV ab)eE

7. Discussion

We presented an analysis of approximate algorithmsifar estimation which are based on convex
relaxations. The surprising result of our work is that despite the flexibility in the form of the-objec
tive function/constraints offered byr andsocr theLP-s relaxation dominates a large classgf
andsocrprelaxations. It appears that the authors who have previouslyssedrelaxations in the
combinatorial optimization literature (Muramatsu and Suzuki, 2003) and those whodputed

QP relaxation in the machine learning literature (Ravikumar and Lafferty, 2006) wekganeaf

this result.However, our results do not discourage future research oisocprbased relaxations
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On the contrary, we have proposed two reacPrelaxations $0CP-Cc andsocrQ) and presented
some examples to prove that they provide a better approximatiorn_Lthan We also believe that
SOC constraints are easier to obtain (using the method of Kim and Kojima 2000)Lth&aon-

straints. An interesting direction for future research would be to determine thebesbnstraints
for a givenMAP estimation problem (e.g., with truncated linear/quadratic pairwise potentials).
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