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Abstract

We propose a new family of latent vari-
able models called max-margin min-entropy
(m3e) models, which define a distribution
over the output and the hidden variables
conditioned on the input. Given an input,
an m3e model predicts the output with the
smallest corresponding Rényi entropy of gen-

eralized distribution. This is equivalent to
minimizing a score that consists of two terms:
(i) the negative log-likelihood of the output,
ensuring that the output has a high proba-
bility; and (ii) a measure of uncertainty over
the distribution of the hidden variables con-
ditioned on the input and the output, ensur-
ing that there is little confusion in the val-
ues of the hidden variables. Given a training
dataset, the parameters of an m3e model are
learned by maximizing the margin between
the Rényi entropies of the ground-truth out-
put and all other incorrect outputs. Train-
ing an m3e can be viewed as minimizing an
upper bound on a user-defined loss, and in-
cludes, as a special case, the latent support
vector machine framework. We demonstrate
the efficacy of m3e models on two standard
machine learning applications, discriminative
motif finding and image classification, using
publicly available datasets.

1 Introduction

Latent variable models (lvm) provide an elegant for-
mulation for several applications of practical impor-
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tance. For example, in computer vision, we may wish
to learn a model of an object category such as ‘car’
from images where the location of the car is unknown,
and is therefore treated as a latent (or hidden) vari-
able. In computational medicine, we may wish to di-
agnose a patient based on the observed symptoms as
well as other unknown factors—represented using hid-
den variables—such as the family’s medical history.

An lvm consists of three types of variables: (i) the
observed variables, or input, whose values are known
during both training and testing; (ii) the unobserved
variables, or output, whose values are known only dur-
ing training; and (iii) the hidden variables, whose val-
ues are unknown during both training and testing. An
lvm models the distribution of the output and hidden
variables conditioned on, or jointly with, the input.
Modeling the conditional distribution results in dis-
criminative lvms, while modeling the joint distribu-
tion results in generative lvms. Given an input, the
output is typically predicted by either (i) computing
the most probable assignment of the output and the
hidden variables according to the aforementioned dis-
tribution [5, 25]; or (ii) computing the most probable
assignment of the output by marginalizing out the hid-
den variables [4]. Both these prediction criteria ignore
an important factor: how certain are we about the
values of the hidden variables for the predicted out-
put? Since the underlying assumption of lvm is that
the hidden variables provide useful cues for predicting
the output, we argue that minimizing the confusion
in their values will help improve the accuracy of the
model. Furthermore, in many cases there is value in
obtaining an estimate of the hidden variables them-
selves. For example, using an lvm for a ‘car’ we would
like not only to classify an image as containing a car or
not, but also predict the location of the car if present.

We propose a novel family of discriminative lvms,
called max-margin min-entropy (m3e) models, that
predicts the output by minimizing the Rényi en-
tropy [18] of the corresponding generalized distribu-
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tion (that is, the unnormalized part of the distribution
that models the output under consideration). This
amounts to minimizing a score that consists of two
terms: (i) the negative log-likelihood of the output ob-
tained by marginalizing the hidden variables; and (ii)
the Rényi entropy of the normalized conditional prob-
ability of the hidden variables given the input and the
output. In other words, the predicted output not only
has a high probability, but also minimizes the uncer-
tainty in the values of the hidden variables.

Given a training dataset, the parameters of an m3e

model are learned by maximizing the margin be-
tween the Rényi entropies of the generalized distribu-
tions corresponding to the ground-truth output and
all other outputs. Intuitively, this ensures that the
output of a training sample is correctly predicted by
the model. We show that the corresponding optimiza-
tion problem amounts to minimizing an upper bound
on a user-defined loss over the training dataset. Fur-
thermore, we show that the m3e family includes, as
a special case, the latent support vector machine (or
latent svm for short) formulation [5, 25].

In order to use the m3e family of models in prac-
tice, we propose an efficient trust region style algo-
rithm for learning their parameters. Our approach re-
lies only on a solver for structured support vector ma-
chine (or structured svm for short) problems [23, 24],
of which there are several reported in the litera-
ture [13, 20]. Our algorithm is directly applicable
for problems where the space of latent variables is
tractable (for example, small number of latent vari-
ables with a small number of putative values, or when
the underlying graphical model is a tree). When faced
with an intractable latent space, similar to other lvms,
we can resort to approximate inference schemes in or-
der to obtain an estimate of the Rényi entropy.

We demonstrate the efficacy of m3e models on two
standard machine learning applications using publicly
available datasets: discriminative motif finding and
image classification.

2 Related Work

The most commonly used method for learning the pa-
rameters of an lvm is the expectation-maximization
(em) algorithm [4, 22], or its many variants [6, 16],
including discriminative em [19]. The em algorithm
attempts to maximize the expected likelihood of the
training data, where the expectation is taken over a
distribution of the hidden variables. Once the pa-
rameters are learned, the output of the test sample
is typically predicted by marginalizing out the hidden
variables (corresponding to the objective optimized by
soft em) or by maximizing the joint probability of the

output and the hidden variables (corresponding to the
objective optimized by hard em, which approximates
the expectation by a pointwise estimate). As argued
earlier, predicting the output in this manner does not
take into account any measure of uncertainty in the
values of the hidden variables.

Recently, Felzenszwalb et al. [5] and Yu and
Joachims [25] independently proposed the latent svm

framework, that extends the structured svm [23, 24]
to handle hidden variables. The parameters of a la-
tent svm are learned by minimizing an upper bound
on a user-defined loss, a process that is closely re-
lated to hard em. The latent svm formulation has
steadily gained popularity, not least because its pa-
rameter learning problem only requires a maximum a

posteriori inference algorithm—a well-studied problem
with several accurate approximate (and in some cases,
exact) methods. In section 5, we will show that latent
svm can be viewed as a special case of the m3e family.

Finally, we note that there have been several works
reported in the literature based on the principle of
maximum entropy [10], including classification [9] and
feature selection [12]. Maximum entropy classifica-
tion has also been extended to handle hidden vari-
ables [11]. However, unlike m3e, maximum entropy
methods measure the entropy of the input and the
output, and not the entropy of the hidden variables
(which are, in fact, marginalized out).

3 Preliminaries

Notation. We denote the input by x ∈ X , the out-
put by y ∈ Y and the hidden variables by h ∈ H. As
mentioned earlier, the value of input x is known dur-
ing both training and testing, the value of the output
y is only known during training and the value of the
hidden variables h is not known during either training
or testing. We denote the parameters of our model
by w. For simplicity, we assume a discrete setting.
In this case, the conditional probability of the out-
put and the hidden variables, given the input, can be
viewed as a set Px = {Pr(y,h|x;w), ∀(y,h) ∈ Y×H},
whose elements are non-negative and sum to one. Fur-
thermore, we denote the conditional probability of the
hidden variables, given the input and a particular out-
put y, as the set Py

x = {Pr(h|y,x;w), ∀h ∈ H}. A
generalized distribution refers to a subset of the distri-
bution Px [18]. Of particular interest to us are those
subsets that correspond to a particular output y, that
is, Qy

x = {Pr(y,h|x;w), ∀h ∈ H}, where we use Q
instead of P to indicate the fact that generalized dis-
tributions need not sum to one.

Rényi Entropy. Throughout the paper, we will em-
ploy the concept of Rényi entropy [18], a family of mea-
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sures for the uncertainty in a distribution. The entire
family of Rényi entropy measures is parametrized by
a single positive scalar α. Formally, the Rényi entropy
of a generalized distribution Qy

x is given by

Hα(Qy
x;w) =

1

1− α
log

(∑

h Pr(y,h|x;w)α

∑

h Pr(y,h|x;w)

)

. (1)

Some interesting special cases of Rényi entropy in-
clude the well-known Shannon entropy (corresponding
to taking the limit α → 1) and the minimum entropy
(corresponding to taking the limit α→∞),

H1(Q
y
x;w) =

−
∑

h Pr(y,h|x;w) log Pr(y,h|x;w)
∑

h Pr(y,h|x;w)
,

H∞(Qy
x;w) = − log max

h
Pr(y,h|x;w). (2)

The Rényi entropy family is complete in that no other
function can satisfy all the postulates of an uncertainty
measure. We refer the reader to [18] for details.

4 M3E Models

We wish to develop an lvm such that, given an in-
put x, the best output y∗ is predicted by optimizing
an appropriate measure such that (i) y∗ has a high
probability; and (ii) y∗ minimizes the confusion in the
values of the hidden variables. Using this lvm will not
only allow us to accurately predict the output (for ex-
ample, whether the image contains a ‘car’ or not) but
also the hidden variables (the location of the car in
the image) with high certainty, which is important in
many applications. The key observation of this work
is that the readily available Rényi entropy of general-
ized distributions is just such a measure. Specifically,
it can be verified that for any output y, the following
holds true:

Hα(Qy
x;w) = − log Pr(y|x;w) + Hα(Py

x ;w). (3)

In other words, the Rényi entropy of the generalized
distribution of an output y is the sum of the negative
log-likelihood of y (corresponding to point (i)) and the
Rényi entropy of the normalized conditional probabil-
ity of the hidden variables given y (corresponding to
point (ii)). We now provide a formal description of the
family of lvms, which we refer to as the max-margin
min-entropy (m3e) models, that uses Rényi entropy
for prediction.

Given an input x ∈ X , an m3e model defines a con-
ditional distribution over all possible outputs y ∈ Y
and hidden variables h ∈ H. For simplicity of the de-
scription, and computational tractability of the corre-
sponding learning and inference algorithms, we focus
on log-linear models. Specifically, for a given set of
parameters w, the distribution is given by

Pr(y,h|x;w) =
1

Z(x;w)
exp

(

w⊤Ψ(x,y,h)
)

, (4)

where Ψ(x,y,h) refers to the joint feature vector of
the input, output and hidden variables, and Z(x;w) is
the partition function that normalizes the distribution
to sum to one. Given an input x, the corresponding
output is predicted by minimizing the Rényi entropy
of the corresponding generalized distribution, that is,

y∗ = argmin
y

Hα(Qy
x;w). (5)

5 Learning M3E Models

Given a training dataset D = {(xi,yi), i = 1, · · · , n},
we would like to learn the parameters w of an m3e

model such that it predicts the correct output of a
given instance. To this end, we propose a parameter
estimation approach that tries to introduce a margin
between the Rényi entropy of the ground-truth output
and all other outputs. The desired margin is specified
by a user-defined loss function ∆(yi,y) that measures
the difference between the two outputs y and yi. Sim-
ilar to previous max-margin formulations, we assume
that ∆(y,y) = 0 for all y ∈ Y .

Formally, our parameter estimation approach is spec-
ified by the following optimization problem:

min
w,ξ≥0

1

2
||w||2 +

C

n

n
∑

i=1

ξi (6)

Hα(Qy
i ;w)−Hα(Qyi

i ;w) ≥ ∆(yi,y)− ξi,

∀y 6= yi, ∀(xi,yi) ∈ D,

where we use Qy
i instead of Qy

xi
for conciseness. The

objective function of the above problem consists of two
terms. The first term corresponds to regularizing the
parameters by minimizing its ℓ2 norm. The second
term encourages the Rényi entropy for the ground-
truth output to be smaller than the Rényi entropy of
all other outputs by the desired margin. As can be
seen from the constraints of the above problem, the
greater the difference between yi and y (as specified
by the loss function ∆(·, ·)), the more the desired mar-
gin. The fixed term C > 0 is the relative weight of
these two terms.

Problem (6) can also be seen as minimizing a regular-
ized upper bound on the user-defined loss ∆(yi,yi(w))
over the training dataset, where yi(w) denotes the pre-

dicted output of the ith training sample using the pa-
rameters w. More precisely, the following proposition
holds true.

Proposition 1. ∆(yi,yi(w)) ≤ ξi, where ξi are as
defined in problem (6).

Proof. Since yi(w) is the predicted output using the

m3e model, yi(w) = argminŷ Hα(Qŷ
i ;w). Using this
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observation, we obtain the following:

∆(yi,yi(w))−Hα(Qyi

i ;w)

≤ ∆(yi,yi(w))−Hα(Q
yi(w)
i ;w)

≤ max
ŷ

(

∆(yi, ŷ)−Hα(Qŷ
i ;w)

)

= ξi −Hα(Qyi

i ;w). (7)

Canceling the common term Hα(Qyi

i ;w) in the first
and last expressions of the above inequalities proves
the proposition.

The above proposition raises the question of the re-
lationship between m3e models and the recently pro-
posed latent svm formulation [5, 25], which was also
shown to minimize an upper bound on the loss func-
tion [25]. Our next proposition provides an answer to
this question by showing that the m3e model corre-
sponding to the minimum entropy (that is, α→∞) is
equivalent to latent svm.

Proposition 2. When α = ∞, problem (6) is equiv-
alent to latent svm.

The proof is omitted since it follows simply by substi-
tuting the minimum entropy H∞ (see equation (2)) in
problem (6).

6 Optimization for Learning M3E

Models

While problem (6) is not convex, it has a tractable form
that allows us to obtain an accurate set of parameters.
Specifically, the following proposition holds true.

Proposition 3. Problem (6) is a difference-of-convex
program for all values of α 6= 1.

Proof Sketch. The objective function of problem (6)
is clearly convex is w and slack variables ξi. The non-
convexity arises due to the constraints. Specifically,
the constraints can be simplified as

1

1− α
log

∑

h

exp(αw⊤Ψ(xi,y,h))

−
1

1− α
log

∑

h

exp(w⊤Ψ(xi,y,h))

−
1

1− α
log

∑

h

exp(αw⊤Ψ(xi,yi,h))

+
1

1− α
log

∑

h

exp(w⊤Ψ(xi,yi,h))

≥ ∆(yi,y)− ξi. (8)

Since each term in the lhs of the above constraint
has the so-called log-sum-of-exponentials form that
is known to be convex, it follows that problem (6)

is a difference-of-convex program. In other words,
each of its constraints can be written in the form
fi(w) − gi(w) ≤ 0, where both fi(w) and gi(w) are
convex.

An approximate solution to difference-of-convex pro-
grams can be obtained using the concave-convex pro-
cedure (cccp) [26]. Briefly, starting with an initial
estimate w0, cccp approximates the convex function
gi(w) using a linear function g′i(w) whose slope is de-
fined by the tangent of gi(w) at the current estimate
wt. Replacing gi(w) by g′i(w) in the constraints re-
sults in a convex program, which is solved optimally
to obtain a new estimate wt+1. The entire process is
repeated until the objective function of the problem
cannot be reduced below a user-specified tolerance.

The cccp algorithm is guaranteed to provide a saddle
point or local minimum solution to problem (6) [21].
However, it requires solving a series of optimization
problems whose constraints are in the log-sum-of-
exponentials form. While these constraints are convex,
and the resulting problem can be solved in polynomial
time, the typical runtime of the standard solvers is
prohibitively large for real world applications. In § 6.2
we propose a novel trust region style algorithm that
provides an approximate solution to problem (6) by
solving a series of structured svm problems. However,
we begin by describing an important exception, corre-
sponding to the minimum entropy (that is, α → ∞),
where the cccp algorithm itself reduces to a series of
structured svm problems.

6.1 Learning with the Minimum Entropy

Algorithm 1 The cccp algorithm for parameter estima-
tion of the minimum entropy m3e model.

input D = {(x1,y1), · · · , (xn,yn)}, w0, ǫ.
1: t← 0
2: repeat

3: Update h∗
i = argmaxhi∈H w⊤

t Φ(xi,yi,hi).
4: Update wt+1 by fixing the hidden variables to

h∗
i and solving the following convex problem:

min
w,ξi≥0

1

2
||w||2 +

C

n

∑

i

ξi, (9)

w⊤(Ψ(xi,yi,h
∗
i )−Ψ(xi,y,h))

≥ ∆(yi,y)− ξi,

∀y 6= yi, ∀h ∈ H, ∀(xi,yi) ∈ D.

5: t← t + 1.
6: until Objective function cannot be decreased be-

low tolerance ǫ.

While Proposition 2 demonstrates that the minimum
entropy m3e model and the latent svm are equivalent,
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there is a subtle but important difference in their re-
spective optimization using cccp. Consider the cccp

algorithm for the minimum entropy m3e model, de-
scribed in Algorithm 1. The m3e model specifies a
margin between the ground-truth output yi and all
other incorrect outputs y 6= yi. In order to ensure
that the problem defines a valid upper bound, it con-
strains the slack variables to be non-negative, that is,
ξi ≥ 0. During cccp, this results in a succession of the
convex optimization problems (9). In contrast, latent
svm simply specifies a margin between the ground-
truth output and all outputs including the ground-
truth (which ensures ξi ≥ 0 since ∆(yi,yi) = 0) [25].
During cccp, this results in the following additional
set of constraints:

w⊤(Φ(xi,yi,h
∗
i )− Φ(xi,yi,h)) ≥ −ξi, ξi ≥ 0,

∀h ∈ H, ∀(xi,yi) ∈ D. (10)

The additional constraints of latent svm encourage the
most likely estimates of the hidden variables to remain
unchanged during the parameter update step (step 4),
since they try to maximize the margin between the
log probability of (yi,h

∗
i ) and the log probabilities of

(yi,h). Intuitively, this is a bad idea since it could
make the algorithm converge earlier than desired. In
our experiments we show that the minimum entropy
m3e model provides better results than latent svm.

6.2 Learning with General Entropies

As mentioned earlier, when α 6= ∞, the cccp algo-
rithm requires us to solve a series of convex prob-
lem whose constraints contain terms in the log-sum-
of-exponentials form. This limits the ability of cccp

for learning the parameters of a general m3e model us-
ing large datasets. To make m3e practically useful, we
propose a novel optimization approach for problem (6),
which is outlined in Algorithm 2. Our approach con-
sists of two main steps: (i) linearization (step 3); and
(ii) parameter update (step 4). During linearization,
we obtain an approximation of the Rényi entropy for
a general α using a first-order Taylor’s series expan-
sion around the current parameter estimate wt. This
approximation, denoted by H ′

α(·;w), is a linear func-
tion in w. Hence, the parameter update step reduces
to solving the structured svm problem (13). Since
linearization provides a good approximation for the
Rényi entropy near wt, but a poor approximation far
from wt, we restrict the update step to search for new
parameters only around wt (analogous to defining a
trust region for non-convex problems [2]) by specify-
ing the constraint ||w −wt||

2 ≤ µ. It is worth noting
that this constraint can be easily incorporated into any
standard structured svm solver [13, 20, 23, 24], which
makes Algorithm 2 computationally tractable.

Algorithm 2 The algorithm for parameter estimation of
the m3e model with general α.

input D = {(x1,y1), · · · , (xn,yn)}, w0, ǫ.
1: t← 0
2: repeat

3: For each input (xi) and output y ∈ Y , compute
the following terms

Gα(Qy
i ;wt) = ∇wHα(Qy

i ;w)|wt
, (11)

Cα(Qy
i ;wt) = Hα(Qy

i ;wt)−w⊤
t Gα(Qy

i ;wt).

The above terms can be used to approximate the
Rényi entropy Hα(Qy

i ;w) using the first-order
Taylor’s series approximation as

Hα(Qy
i ;w) ≈ H ′

α(Qy
i ;w) (12)

= w⊤Gα(Qy
i ;wt) + Cα(Qy

i ;wt)

4: Update wt+1 by solving the following convex
problem:

min
w,ξi≥0

1

2
||w||2 +

C

n

∑

i

ξi, (13)

H ′
α(Qy

i ;w)−H ′
α(Qyi

i ;w)

≥ ∆(yi,y)− ξi,

∀y 6= yi, ∀(xi,yi) ∈ D,

||w −wt||
2 ≤ µ.

The term µ specifies a trust region where H ′
α(·)

accurately approximates H ′
α(·).

5: t← t + 1.
6: until Objective function cannot be decreased be-

low tolerance ǫ.

The parameter µ governs the size of the trust re-
gion, and therefore, influences the trade-off between
the speed and the accuracy of our algorithm. Specif-
ically, a large µ will allow us to search over a large
space thereby increasing the speed, but may converge
to an inaccurate solution due to the poor approxima-
tion provided by the linearization step over the entire
trust region. A small µ will restrict us to a region
where the approximation provided by the lineariza-
tion is accurate, but will slow down the algorithm. In
practice, we found that the following simple strategy
provided a desirable trade-off. We start with a large
value µ = µmax, obtain the solution w′ and compute
the objective of problem (6). If the objective function
has decreased above the tolerance ǫ since the previous
iteration, then we set wt+1 = w′. Otherwise, we an-
neal µ← µ/λ and solve problem (13) to obtain a new
w′. Algorithm 2 is said to converge when the differ-
ence in the objective of problem (6) computed at wt+1

and wt is below tolerance ǫ.
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Figure 1: The average (over all proteins and folds) test errors for the motif finding experiment across varying values
of C and α. Left: All values of C and α that were used in our experiments. Right: Zoomed-in version to highlight the
difference in performance among the various methods. For each (protein,fold) pair, the model with the best train error
out of 4 random initializations was chosen. Further results are provided in Table 1. As can be seen, lower values of α
achieve the best test errors, and larger values of α approach the performance of latent svm, which solves the same problem
as an m3e with α = ∞ with a slightly different optimization procedure. Note that the results for α = 1 become unstable
for larger values of C due to numerical instability during parameter estimation. Best viewed in color.

7 Experiments

We now demonstrate the efficacy of m3e models using
two standard machine learning applications that have
previously been addressed using the latent svm formu-
lation: motif finding and image classification [14, 25].
Specifically, we show how the more general m3e formu-
lation can be used to significantly improve the results
compared to latent svm.

To help other researchers use m3e models in their
work, we will make all the code necessarily to replicate
our experiments available online. All the datasets used
in our experiments are publicly available. As these
datasets were previously used in [14], we borrow heav-
ily from their text to describe the experimental setup.

7.1 Motif Finding

Problem Formulation. We consider the problem
of binary classification of dna sequences. Specifically,
the input vector x consists of a dna sequence of length
l (where each element of the sequence is a nucleotide
of type A, G, T or C) and the output space Y = {0, 1}.
In our experiments, the classes correspond to two dif-
ferent types of genes: those that bind to a protein of
interest with high affinity and those that do not. The
positive sequences are assumed to contain particular
patterns, called motifs, of length m that are believed
to be useful for classification. However, the starting
position of the motif within a gene sequence is often
not known. Hence, this position is treated as the hid-
den variable h. Given an input x, an output y and
a hidden variable h, we use the joint feature vector

suggested by [25]. The loss function ∆ is the standard
0-1 classification loss. The number of possible values
of the hidden variables is small (of the order of the
size of the dna sequence), which makes this problem
tractable within the m3e formulation without having
to resort to approximate inference schemes.

Dataset. We use the publicly available UniProbe
dataset [1] that provides positive and negative dna se-
quences for 177 proteins. For this work, we chose five
proteins at random. The total number of sequences
per protein is roughly 40, 000. For all the sequences,
the motif length m is known. In order to specify a clas-
sification task for a particular protein, we randomly
split the sequences into roughly 50% for training and
50% for testing. We report results using 5 folds.

Results. Figure 1 shows the test errors for latent
svm and various m3e models across different values of
C. The values are averaged over all 25 (protein, fold)
pairs. For each protein and each fold, we initialize the
methods using four different random seeds, and report
the test error corresponding to the seed with the best
training error (with ties broken by training objective
value). As the results indicate, using high values of
α provides similar results to latent svm. Recall that
while the objective for an m3e model with α = ∞ is
equivalent to that of latent svm, the optimizations for
each are different, thereby yielding different results.
The m3e models with low values of α achieve signif-
icantly better performance than latent svm, indicat-
ing that these values are more suitable for predicting
whether a dna sequence has a high affinity towards
binding to a particular protein. Table 1 shows the av-
erage test error for the best C and α values. The best
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m3e model achieves 2.2% lower test error than the best
latent svm model. The improvements are statistically
significant for each of the 5 proteins using a paired
t-test, with a maximum p-value of 3.0e-4.

Latent svm m3e

Protein 052 C = 5000 C = 7500, α = 0.25
Train Error 28.6% 26.9%
Test Error 29.2% 27.4%
Protein 074 C = 5000 C = 10000, α = 0.25
Train Error 26.7% 23.6%
Test Error 27.6% 24.2%
Protein 108 C = 500 C = 10000, α = 0.25
Train Error 26.8% 25.0%
Test Error 27.1% 25.3%
Protein 131 C = 750 C = 750, α = 0.25
Train Error 28.8% 27.3%
Test Error 29.2% 27.6%
Protein 146 C = 1000 C = 5000, α = 0.25
Train Error 22.2% 19.9%
Test Error 22.5% 20.1%
Average

Train Error 26.6% 24.5%
Test Error 27.1% 24.9%

Table 1: Average training and test errors for 5 randomly
chosen proteins, split into 5 random folds. For each pro-
tein, the parameters that achieved the best mean training
error across folds were chosen, and those parameters are
shown. The m3e models outperform latent svm on each
protein, and overall yield an improvement of over 2% in
terms of both the training error and the test error.

7.2 Image Classification

Problem Formulation. Given a set of images along
with labels that indicate the presence of a particular
object category in the image (for example, a mam-
mal), our goal is to learn discriminative object mod-
els. Specifically, we consider two types of problems: (i)
given an image containing an instance of an object cat-
egory from a fixed set of c categories, predict the cor-
rect category (that is, a multi-class classification prob-
lem, where the set of outputs Y = {0, 1, · · · , c − 1});
(ii) given an image, predict whether it contains an in-
stance of an object category of interest or not (that
is, a binary classification problem, where Y = {0, 1}).
In practice, although it is easy to mine such images
from free photo-sharing websites such as Flickr, it is
burdensome to obtain ground truth annotations of the
exact location of the object in each image. To avoid
requiring these human annotations, we model the lo-
cation of objects as hidden variables. Formally, for a
given image x, label y ∈ Y and location h, the score is
modelled as w⊤Φ(x,y,h) = w⊤

y Φh(x), where wy are
the parameters that corresponds to the label y and
Φh(·) is the hog [3, 5] feature extracted from the im-
age at position h (the size of the object is assumed to
be the same for all images—a reasonable assumption

for our datasets). The number of possible values of the
hidden variables is of the order of the number of pixels
in an image, which makes m3e learning tractable with-
out resorting to approximate inference. For both the
settings (multi-class classification and binary classifi-
cation), the loss function ∆(y, ŷ) is the standard 0-1
classification loss.

Dataset. We use images of 6 different mammals (ap-
proximately 45 images per mammal) that have been
previously employed for object localization [8, 14]. We
split the images of each category into approximately
90% for training and 10% for testing. We report re-
sults for 5 such randomized folds.

Results. As in the motif finding application, we ini-
tialize each method using four different random seeds,
and report the test error corresponding to the seed
with the best training error (with ties broken by train-
ing objective value). Fig. 3 shows the results of the
multi-class classification setting, averaged over all 5
folds. As can be seen, latent svm performs poorly
compared to the m3e models. All m3e models with
α ≥ 1000.0 (including α = ∞) provide the best test
error of 12.3%. Fig. 2 shows the average (over 5 folds)
test errors for all 6 binary classification problems. For
the “llama” class, m3e models achieve the same perfor-
mance as latent svm. For the “rhino” class, similar to
the multi-class classification setting, α = ∞ provides
the best results. For the other four classes (“bison”,
“deer”, “elephant”, and “giraffe”), the best perform-
ing m3e models use a smaller value of α (between 2.0
and 8.0). This illustrates the importance of selecting
the right value of α for the problem at hand, instead of
relying solely on the minimum entropy, as is the case
with latent svm. Overall, the average test classifica-
tion errors across all six mammals are 5.7% for latent
svm, 5.4% for the minimum entropy m3e model, and
4.2% for the best m3e model. The improvements of
m3e over latent svm are statistically significant in 4 of
the 6 classes over all random seeds as well as for the
“elephant” class when only the best seed value is used.

8 Discussion

We presented a new family of lvms called m3e models
that predict the output of a given input as the one
that results in the minimum Rényi entropy of the cor-
responding generalized distribution. In the m3e frame-
work the predicted output (i) has a high probability
and (ii) minimizes the uncertainty in the hidden vari-
ables. We showed how the parameters of an m3e model
are learned using a max-margin formulation can that
be viewed as minimizing an upper bound on a user-
defined loss. Latent svm is a special case in our fam-
ily of models. Empirically, we demonstrated that the
more general m3e models can outperform latent svm.
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Figure 2: Image classification test errors for all six mammal classes. Each number is averaged across 5 random folds; in
each fold, the model with the best training error out of 4 random initializations was chosen. For each mammal, the m3e

model that achieved the best test error is shown with the corresponding α value indicated, along with latent svm and the
minimum entropy m3e model (α = ∞). The average test classification errors across all six mammals are 5.7% for latent
svm, 5.4% for the minimum entropy m3e model, and 4.2% for the best m3e model. Best viewed in color.

Similar to other lvms, when the latent variable space is
small, or when the underlying distribution is tractable
(for example, a small tree-width distribution), the pa-
rameters of an m3e model can be learned accurately.
Specifically, in this case, parameter learning is equiv-
alent to solving a difference-of-convex optimization
problem using cccp [26] or other recently proposed
algorithms [14]. When the latent variables lie in an ex-
ponentially large space, m3e can lend itself to approx-
imate optimization. For example, we could design an
appropriate variational inference procedure that best
approximates a Rényi entropy of interest. This offers
an interesting direction for future work.

The introduction of m3e models yields several inter-
esting questions. For example, is it possible to deter-
mine the best value of α for a type of hidden variable?
Given a problem that requires different types of hidden
variables (say, learning an image segmentation model
using partially segmented images, bounding box anno-
tations, image-level labels), should we employ different
α values for them? Can these α values be learned?
Answers to these questions would not only be of great
practical importance, but would also reveal interesting
theoretical properties of the m3e family of models.

Finally, we note that while the method described in
this paper employs Rényi entropy, other forms of en-
tropy, such as the generalized Rényi entropy [15], the
Havrada-Charvat entropy [7] or Rao’s quadratic en-

Figure 3: Test errors for the multi-class classification set-
ting. Latent svm performs poorly compared to the m3e

models, which attain the best test error of 12.3% for all
α ≥ 1000.0 in our experiments.

tropy [17], are also readily applicable within our max-
margin learning framework. In addition, the general-
ized Rényi entropy can be easily optimized using our
trust region style algorithm. Designing efficient op-
timization techniques for learning m3e models with
other entropies remains an open challenge.
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