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Abstract

In this paper, a mathematical analysis in order to generate a chaotic behavior for
piecewise smooth systems submitted to one of it’s specific bifurcations, namely
the corner one, is proposed. This study is based on period doubling method.
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Existence of solutions (74H20), Chaotic behavior (74H65), Bifurcations
connected with nontransversal intersection (37G25).

1. Introduction

Piecewise Smooth Systems (P.W.S) are dynamic systems given by two or
more sets of differential equations such that those systems switch from one phase
space (defined by smooth dynamics) to another one when some switching con-
ditions are satisfied, those regions are separated by finitely smooth codimension
one boundaries; In fact, discontinuities represent an important class of nonlin-
ear dynamical systems, these systems exhibit complex behavior that cannot be
explained only by using the bifurcation analysis associated to smooth dynamic
systems [15], they can undergo all the bifurcations relied to smooth systems
but they have also a specific type of bifurcations called border collision bifur-
cations, as grazing, sliding, chattering, corner... that occur when a fixed point
collides with a borderline resulting in a change in the associated Jacobian ma-
trix. Note that many papers deals with on piecewise smooth maps that are
continuous across the borderlines [3, 4], however, many switching dynamic sys-
tems as DC-DC converters [5], thyristor controlled reactor circuits [23], digitally
controlled systems [16] give rise to discontinuous maps. The bifurcation theory
for one and two dimensional continuous piecewise maps has been developed in
[3, 11, 10, 20, 24]. M. Feigin obtained some results on periodic orbits for con-
tinuous maps [13] and some authors extend the Feigin’s approach to the case
of one dimensional discontinuous maps [18]: the idea is to consider a piecewise
linear approximation of the relied system in the neighborhood of the disconti-
nuity plane in order to obtain general existence conditions of period-1, period

∗Corresponding author
1This work was partially supported by the “Haut Conseil Franco-Algrien Universitaire et

de Recherche”

Preprint submitted to Elsevier April 4, 2009



-2 fixed points before and after a border collision bifurcation. On the other
hand, one of the most striking feature of piecewise smooth systems is that they
exhibit sudden transitions from periodic attractors to chaos in the absence of
any period doubling or other bifurcation cascades usually observed in smooth
systems [19]. Hereafter treating the case of way to chaos: via grazing bifurca-
tion in [6] and via the sliding one in [7], we consider the case of way to chaos
via corner bifurcation: it is certainly the easier to understand graphically, but
also one of the most tedious one to analyze. This is due to its specific topo-
logical structure (the discontinuity boundary is a corner -type formed by the
intersection between two smooth codimension one surfaces at a nonzero angle)
and to its very particular assumptions. The paper provides the foundations of
a rational approach of transition to chaos by period doubling base on the relied
Poincaré map introduced by di Bernardo and co-workers [10].
On the other hand, an important feature to consider is that there exist two
types of chaotic attractors: the fragile chaos corresponding to the disappearance
of the attractors or the coexistence of another attractors when some parame-
ter is perturbed and the robust chaos corresponding to the absence of periodic
windows that could destroy the chaotic behavior of the system for small per-
turbations of the bifurcation parameter. In many practical applications, it is
of the most importance to maintain a robust chaotic comportment as in com-
munications, electrical engineering [21, 22], so, an overview of some important
issues concerning the robustness of chaos in smooth dynamic systems is given
in [1, 2, 12]. The result obtained in [1] contradicts the conjecture that robust
chaos cannot occur for smooth systems, here, the analysis concerns piecewise
smooth systems submitted to corner bifurcations, our approach guaranties a
robust chaotic behavior (in the meaning that for some small bifurcation param-
eter variations, the system behavior stays chaotic), the robustness analysis is
different from those given in the previous results and is obtained directly from
the proposed approach.

The paper is organized as follows: In section II, some recalls on the Poincaré
map associated to the corner bifurcations are given and the problem statement
is established; in section III, the periodic existence and uniqueness problem
solution’s analysis is presented based on the Implicit Functions theorem; a
way to chaos by period doubling method is proposed in section IV. Finally,
an example based on this approach with simulations results and comments are
presented in section V.

2. Recalls and Problem statement

Let us consider the following piecewise smooth system:

ẋ =

{

F1(x) if H1(x) ≥ 0 or H2(x) ≥ 0
F2(x) if H1(x) < 0 and H2(x) < 0

(1)

where x : I −→ D, D is an open bounded domain of Rn with n ≥ 3, I is the
time interval .

F1, F2 : Cabs(I, D) −→ Ck(I,D), k ≥ 2.
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where Ck(I, D) is the set of Ck functions defined on I and having values
in Rn, the norm for Ck(I,D) is defined as follows:
x ∈ Ck(I,D) : ‖x‖k = sup

t∈I

‖x(t)‖n + sup
t∈I

‖ẋ(t)‖n + ... + sup
t∈I

∥

∥x(k)(t)
∥

∥

n

x(k)(.) is the kth derivative of x(.), ‖.‖n is a norm defined on Rnand
Cabs(I,D) is the set of absolutely continuous functions defined on I and having
values in D provided with the norm: x ∈ Cabs(I, D) : ‖x‖ = sup

t∈I

‖x(t)‖n

According to [8], (Ck(I, D), ‖.‖) and (Cabs(I, D), ‖.‖) are Banach spaces.
Now, let’s consider for i = 1, 2 two C1 applications: Hi : D −→ R such that

they define the sets:
S0

1 = {x(t) ∈ D : H1(x(t)) = 0} and S0
2 = {x(t) ∈ D : H2(x(t)) = 0}

It is assumed that S0
1 and S0

2 intersect along a corner (noted C) with a
smooth codimension two surfaces, this generates a non-zero angle, now let’s
consider (without loss of generality) an initial point (x0, t0) = (0, 0) (after an
eventual translation), such that (0, 0) is on the corner C i.e satisfies the following
assumption:

Assumption:

H-1) ∇H1(0, 0) ×∇H2(0, 0) 6= 0 .

Moreover, the following regions are not empty:
Dint = {x(t) ∈ D : H1((x(t)) < 0 and H2((x(t)) < 0}
Dout = {x(t) ∈ D : H1(x(t)) ≥ 0 or H2(x(t)) ≥ 0}
Both vector fields F1 and F2 are defined on both sides of Dint and Dout

respectively.
Now, in order to define the corner-collision trajectory, two possibilities oc-

cur: external collision and internal one, where for the sake of clarity both
collisions are given for systems of dimension 2 (see figure 1):

Figure 1: Poincaré map associated to corner collision

Remark 1. The internal corner becomes an external one by changing the cor-
responding obtuse angle to an acute one. So, the complete study of the internal
case (for example) is sufficient.

So, in order to avoid sliding phenomena, one requires the following assump-
tions for each case:
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Assumptions:

For the external corner collision:
A-1)< Fi(0, 0),∇H1(0, 0)) >< 0 and < Fi(0, 0),∇H2(0, 0) >> 0 , i = 1, 2.

For the internal corner collision:
A-2)< Fi(0, 0),∇H1(0, 0)) >≥ 0 or < Fi(0, 0),∇H2(0, 0) >≤ 0 , i = 1, 2.

where < ., . > is a usual scalar product on Rn.
As it was highlighted in the introduction, the system (1) characterizes the

behavior of an increasing number of dynamic systems in applied sciences and
engineering, those piercewise smooth systems can present a specific switching
bifurcations particularly when depending on some parameter such as grazing,
chattering, sliding,... So, in order to present a complete bifurcation analysis,
one assumes that the system (1) depends smoothly on a parameter ε defined
in a neighborhood Vε of 0 such that at ε = 0, there exists a periodic orbit
x(t) := p(t) that intersects with the corner C at the point x∗ = 0 = p(0)
corresponding to t∗ (where t∗ is defined modulo the periodicity of (1)) and that
there exists a neighborhood of x noted Vx such that there is no other points of
collision near x∗, so by continuity, one can assume that this will be also true
locally for a sufficiently small ε.

Consequently, the system (1) is rewrite as follows:

ẋ =

{

F1(x, ε) if H1(x) ≥ 0 or H2(x) ≥ 0
F2(x, ε) if H1(x) < 0 and H2(x) < 0

(2)

Such that p(t) is an T periodic orbit, thus for (x, ε) in the neighborhood of
(0, 0)ǫVx × Vε and using the smooth dependence of the parameters on Vε and
the lack of further grazing, sliding or corner collisions outside Vx permits to
define the time -T flow map noted Πper as follows:

Πper :(x, ε) → Πper (x, ε) = Px + Qε + o(x, ε)
Where P is a n×n nonsingular matrix, Q is a n dimensional non null vector

and o(x, ε) −→ 0 when (x, ε) −→ (0, 0).
Two different cases of bifurcations involving corner can occur:
Case 1, internal bifurcation: the construction of the corresponding Zero-

time Discontinuity Map (noted ZDM) is done according to [10] and the corre-
sponding Poincaré map takes the form:

Π∗

per :(x, ε) → Π∗

per (x, ε) = P ∗x + Q∗ε + o(x, ε).
Where P ∗ is a (n−1)×(n−1) nonsingular matrix, Q∗ is a (n−1) dimensional

non null vector. Thus, when the considering trajectory enters in Din in the
neighborhood of C, one obtains the following Poincaré normal form by the
composition of Π∗

per with the ZDM:

P1(x, ε) =

{

Px + Qε + o(x, ε) if non-crossing
Px + (F1 − F2) < a2, x > +Qε + o(x, ε) if crossing

(3)
where:

a2 = J2 −
1

2
< J2, F1 > J1, Ji =

∇Hi

< ∇Hi, Fi >
, i = 1, 2 (4)

4



and for the sake of compactness, F1, F2 and ∇H stand (and also for the
next case) respectively for F1(0), F2(0) and ∇Hi (0).

Case 2, external bifurcation: the local analysis permitting to define the
Poincaré map is different in computations than the previous case but the prin-
ciple is the same: the construction of the ZDM in done according to [10] and by
composing with its flow map, the corresponding Poincaré normal form is given
by:

P2(x, ε) =

{

Px + Qε + o(x, ε) if non-crossing
Px + (F1 − F2) < a

1
, x > +Qε + o(x, ε) if crossing

(5)
where

a
1

= J1− < J1, F2 > J2 (6)

Note that for the sake of notation simplicity, the projection of x on the
Poincaré section and its corresponding neighborhood are also noted respectively
by x and Vx, P ∗is noted P and Q∗ is noted Q.

3. Problem analysis

In this section, local existence an uniqueness of periodic solutions for prob-
lem (2) are investigated for the two cases; Knowing that searching a periodic
orbit of (2) is equivalent to determine a fixed point of its Poincaré map Pi(., ε),
then the problem becomes to resolve for each case i = 1, 2 the following equa-
tion:

Pi(x, ε) = x , where (x, ε)ǫVx × Vε (7)

So, both possibilities are considered:
First possibility: there is no crossing:

Thus, one only considers the first equation of the system (2) and the problem
becomes to analyze the same equation for the two cases given by:

γ(x, ε) = Px + Qε − x + o(x, ε) = 0, where (x, ε)ǫVx × Vε (8)

Now, in order to use the Implicit Functions theorem, the following assumption
is necessary:

Assumption:

H-2) (P − Id) is a nonsingular matrix, where Id is the (n − 1) × (n − 1)
identity matrix.

And it comes:

Lemma 1. Under assumptions H -1), H-2) and A
i
) associated to each case

i = 1, 2, there exist a neighborhood vε=0 ⊂ vε in R, a neighborhood νx=0 on the
Poincaré section’s (defined in Rn−1) and an unique application x∗: vε=0 −→
νx=0 solution of γ(x∗(ε), ε) = 0 such that x∗(0) = 0, furthermore, the periodic
solution x∗of (2) depends continuously on ε.
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Second possibility: a crossing occur:
Thus the problem of finding a periodic solution of problem (2) when crossing
occurs is equivalent to analyze for each case i = 1, 2, the following corresponding
equations:

for case 1, (internal collision bifurcation):

β1(x, ε) = Px + (F1 − F2) < a2, x > +Qε + o(x, ε) − x = 0 (9)

where a2 is given by (4) and (x, ε)ǫVx × Vε.

for case 2, (external collision-bifurcation):

β2(x, ε) = Px + (F1 − F2) < a
1
, x > +Qε + o(x, ε) − x = 0 (10)

where a1 is given by (6) and (x, ε)ǫVx × Vε.

So, as for the first case (of non-crossing) and in order to use the Implicit
functions theorem, the following assumptions are needed relatively to each case
i = 1, 2:

Assumptions:

B-i) Bi = (P − Id + (F1 − F2)a
T
i ) is a nonsingular matrix.

Thus, one obtains:

Lemma 2. Under assumptions H -1) and A-i), B-i) specific to each case i =

1, 2, there exist a neighborhood υi
ε=0 ⊂ vε in R, a neighborhood νi

x=0 on the

Poincaré section’s (defined in Rn−1) and an unique application x∗∗

i : υi
ε=0 −→

νi
x=0 solution of βi(x

∗∗

i (ε), ε) = 0 such that x∗∗

i (0) = 0, furthermore, the
periodic solution x∗∗of (2) depends continuously on ε.

Now, after analyzing the problem of existence and uniqueness of solutions
for piecewise smooth systems submitted to corner bifurcations, the aim of the
next section is to present a mathematical approach in order to generate chaotic
behavior for this type of systems.

4. Way to Chaos

First, recall that there exist three types of dynamic systems:
1-Stochastic systems that evolve with hazard in the space such that they

have no representing equations and any exact prevision of their comportment
is possible.

2-The deterministic systems that are represented by known mathematical
equations permitting to predict exactly the evolution of these systems at any
fixed time.

3-The chaotic systems that are also deterministic but have an infinitely more
complex behavior characterized by two features:

3-1) A great sensitivity to initial conditions (measured by the biggest Lya-
pounov exponent).

3-2) The complex structure of its attractor (called strange attractor and
measured by the topological entropy [14]).
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The aim of this work is to present a mathematical analysis permitting to
generate a deterministic chaos for piecewise smooth systems given by the form
(2) and that are submitted to those specific bifurcations namely the corner
ones, so according to [14] or [25], one way to generate chaotic behavior for one
dimensional discrete systems is those based on period doubling. Nevertheless,
simulations show that it is also possible to generate chaos for piecewise smooth
systems of dimension greater than 1. In this section, we propose a mathematical
analysis for p.w.s systems of dimension 3 and by choosing a Poincaré map
orthogonal to the surface, the considered system will be defined in dimension
1, this enables us to invoke the famous result (see for example [25]): “Period
three implies chaos”. More precisely, the problem becomes to determine for
each map βi, i = 1, 2, three distinct points noted respectively xi, yi and zi such
that: βi(xi, ε) = yi, βi(yi, ε) = zi and βi(zi, ε) = xi; this well be done naturally
in three steeps as follows:
First step: analyze of the equation:

βi(xi, ε) = yi = xi + ηi, (xi, ε)ǫVxi
× Vε (11)

where for a sake of simplicity, ηi stands for a vector defined in Rn−1, having
only one component (namely the j one, where j is some fixed value between 1
and n− 1) equal to some fixed value (noted also ηi) and the others components
are nulls.
Thus, the equation (11) is equivalent to:

Ψi(xi, ε, ηi) := βi(xi, ε) − xi − ηi = 0, (xi, ε)ǫVxi
× Vε (12)

And by considering the following assumptions for each case i = 1, 2:
Assumptions:
C-i) Ci = (P − 2Id + (F1 − F2)a

T
i ) is a nonsingular matrix.

One obtains (with the same arguments than the previous results):

Lemma 3. Under assumptions H-1), A-i), and C-i) specific to each case i =
1, 2, there exist a neighborhood ϑi

ε=0 ⊂ υi
ε=0 in R, a neighborhood υηi

in R , a
neighborhood υxi=0 on the Poincaré section’s (defined in Rn−1) and an unique
application x∗∗∗

i : ϑi
ε=0 × υηi=0

−→ υxi=0 solution of Ψi(x
∗∗∗

i (ε, ηi), ε, ηi) = 0
such that x∗∗∗

i (0, 0) = 0, furthermore, x∗∗∗

i depends continuously on ε and ηi.

Second step: analyze of the equation:

βi(βi(xi, ε), ε) = zi = yi + µi = x∗∗∗

i (ε, ηi) + ηi + µi (13)

where µi stands for a vector defined on Rn−1, having only one component equal
to some fixed value(noted also µi) and the others are nulls, thus, the equation
(13) is equivalent to:

Γi(ε, ηi, µi) := β(x∗∗∗

i (ε, ηi) + ηi, ε) − x∗∗∗

i (ε, ηi) − ηi − µi = 0 (14)

and in order to continue the process, the following assumptions (according
to each case) are necessary:
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Assumptions:

D-i) Di = (Bi

∼

Cj + I0
d) −

∼

Cj − I0
d is a vector such that it’s j component

(noted dj) is non null.

where
∼

Cj is the j column of the inverse matrix of Ci and I0
d is the vector

that only the j component is equal to 1 and the other components are null.
And one obtains:

Lemma 4. Under assumptions H-1), A-i),C-i) and D-i) specific to each case
i = 1, 2, there exist a neighborhood υi

ε=0 ⊂ ϑi
ε=0, a neighborhood νηi=0

⊂ υηi=0
,

a neighborhood νµi=0 in R and an unique application η∗i : υi
ε=0 × νµi=0 −→

νηi=0
solution of Γi(ε, η

∗

i (ε, µi), µi) = 0 such that η∗i (0, 0) = 0, furthermore, η∗i
depends continuously on ε and µi.

Third step: analyze of the equation:

βi(βi(βi(xi, ε), ε), ε) = xi (15)

So, taking account the previous results obtained in first and second steps, thus
analyzing equation (15) is equivalent to analyze the following one:

Πi(ε, µi) := βi(x
∗∗∗(ε, η∗

i
(ε, µi)) + η∗

i
(ε, µi) + µi), ε)

− x∗∗∗
i

(ε, η∗
i
(ε, µi)) − η∗

i
(ε, µi) − µi = 0

(16)

and in order to use the Implicit Functions theorem, the following assumptions
are required for each case i = 1, 2 :

Assumptions:

E-i) Ei = Bi(
∼

Cjα + αI0
d + I0

d) −
∼

Cjα is a non null scalar, where α = − 1
dj

,

And it comes:

Lemma 5. Under assumptions H-1), A-i), C-i), D-i) and E-i) specific to each
case i = 1, 2, there exist a neighborhood ωi

ε=0 ⊂ υi
ε=0, a neighborhood θµi=0

in
νηi=0

and an unique application µ∗

i : ωi
ε=0 −→ θµi=0

solution of Πi(ε, µ
∗

i (ε)) =
0 such that µ∗

i (0) = 0, furthermore, µ∗

i depends continuously on ε.

The next corollary sums up the results obtained after the three steps nec-
essary to generate period-doubling:

Corollary 6. Under assumptions H-1), A-i), C-i), D-i) and E-i) specific to
each case i = 1, 2, the system (2) admits a chaotic behavior.

Comparing this result to the previous ones given in [6, 7], that correspond
to the grazing and the sliding bifurcations, highlights the fact that corner bi-
furcations need less restrictive assumptions, consequently, corner bifurcations
seem better choice for many applications as chaotic emitter design, DC-DC
converters,...

Note also that this approach can also be extended to piecewise smooth
systems of dimension n greater than 3 and such that the dimension of the
sliding surface (noted d) satisfies n − d = 2.
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5. An illustrative example

Let us consider the following piercewise smooth system:







ẋ1 = f11(x1, x2, x3)
ẋ2 = f12(x1, x2, x3))
ẋ3 = f13(x1, x2, x3)

if xǫDint (17)

and







ẋ1 = f21(x1, x2, x3)
ẋ2 = f22(x1, x2, x3)
ẋ3 = f23(x1, x2, x3)

if xǫDout (18)

where:

f11(x1, x2, x3) = x2 − (x2
1 + x2

2 − (1 + 10ε(sin(777x3) + 1)2))x1

f12(x1, x2, x3) = −x1−(x2
1 + x2

2 − (1 + 10ε(sin(777x3) + 1)2))x2

f13(x1, x2, x3) = ε(x3 − cos(330x2) − (x3 − sinx2)
3)

and

f21(x1, x2, x3) =
x2

π
− 100x2

3((x1 + 2)2 + x2
2 − (3 + 10x3)

2)x1

f22(x1, x2, x3) = −(
x1 + 2

π
) − 100x2

3((x1 + 2)2 + x2
2 − (3 + 10x3)

2)x2

f23(x1, x2, x3) = 10πε(x3 + sin(500x1x3)) − εx3
3

The functions that define borders S0
1 , S0

2 and domains Din and Dout are:
H1(x1, x2, x3) = −x1 + 1 and H2(x1, x2, x3) = −x2 such that:

S0
1 =

{

(x1, x2, x3)ǫR
3 : H1(x1, x2, x3) = 0

}

S0
2 =

{

(x1, x2, x3)ǫR
3 : H2(x1, x2, x3) = 0

}

Dint =
{

(x1, x2, x3)ǫR
3 : H1(x1, x2, x3) < 0 and H2(x1, x2, x3) < 0

}

Dout =
{

(x1, x2, x3)ǫR
3 : H1(x1, x2, x3) ≥ 0 or H2(x1, x2, x3) ≥ 0

}

The conditions for internal collision are satisfied and computations give us
the corresponding Poincaré map:

P (x, ε) =































(

e2π 0
0 −e−2π

)

x + o(x, ε)

if non-crossing
(

e2π 0
0 −e−2π

)

x +

(

−0.231
−0.113

)

<

(

2.411
−1.013

)

, x > +o(x, ε)

if crossing
(19)

where x = (x1, x2)
T and o(x, ε) −→ 0 when (x, ε) −→ (0, 0).
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For all simulations, the system is initialized in x1(0) = 1.1, x2(0) = 0,
x3(0) = 0.

Moreover, in order to highlight the proposed way to chaos different values
of ε in zero’s vicinity are considered:

• For ǫ = 0, the system (17-18 ) generates an attractive limit cycle, see figure
2.
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Figure 2: Limit Cycle for ǫ = 0

• For ǫ = 0.001, a period doubling appears see figure 3.
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Figure 3: Period Doubling for ǫ = 0.001

• For ǫ = 0.1, a chaotic behavior occurs see figure 4.
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Figure 4: Chaotic Behavior ǫ = 0.1

These simulation results are in accord with the well founded of the proposed
analysis (at least) for the considered system (17) and (18).
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6. Conclusion

In this paper, we have proposed a mathematical analysis for generating
chaos with respect to piecewise smooth systems submitted to corner bifurca-
tions. This approach shows that route to chaos is available not only for some
fixed value of the bifurcation parameter but also for any value of this parameter
in a neighborhood of this value. Consequently, it is possible to generate robust
chaos for piecewise smooth systems submitted to corner bifurcations.

Obviously, this study is pertinent for bounded continuous subsystems at
least of dimension 3. This work is based on the conjecture that “period three
implies chaos” is also valid for discrete systems of dimension two and upper.
The well-founded of this approach is highlighted by simulations results. Their
are many possible extensions to this work, for example generating chaos for
piecewise smooth systems with at least three different subsystems, more than
one corner domains, piecewise smooth systems submitted simultaneously to
different types of border bifurcations (for example grazing, sliding, corner),
piecewise smooth systems having more than one bifurcation parameter,...

On the other hand, our analysis for corner (and also for sliding and grazing
bifurcations) may be a useful tool for study the way to chaos in a general hybrid
system composed of discrete events subsystems and piecewise smooth subsys-
tems. At our point of view, the only difference in this case with our proposed
approach is that each Poincaré map is function of the discrete event state. For
such class of hybrid system, application domains are huge and include: many
piecewise smooth systems driven by computers, many biological systems,...
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