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Abstract. A data tree is a unranked ordered tree where each node
carries a label from a finite alphabet and a datum from some infinite
domain. We consider the two variable first order logic FO?(<, 41, ~) over
data trees. Here +1 refers to the child and the next sibling relations while
< refers to the descendant and following sibling relations. Moreover ~ is
a binary predicate testing data equality. We exhibit an automata model,
denoted DA¥ | that is more expressive than FO?(<, 41, ~) and such that
emptiness of DA# and satisfiability of FO?(<, +1,~) are equivalent as
decision problems.

This is proved via a model of counter tree automata, denoted EBVASS,
that extends Branching Vector Addition Systems with States (BVASS)
with extra features for merging counters. We show that, as decision prob-
lems, reachability for EBVASS, satisfiability of FO?(<, +1, ~) and empti-
ness of DA# are equivalent.

Introduction

A data tree is a unranked ordered tree where each node carries a label from a
finite alphabet and a datum from some infinite domain. It is a convenient model
of XML documents [4], where data represent attribute values or text contents.
The special case of data words has been considered in the realm of program
verification, as they are suitable to model the behavior of concurrent, commu-
nicating or timed systems, where data can represent e.g. process identifiers or
time stamps [1, 6, 7].

Finding decidable logics or automaton models over data trees is an important
quest when studying data-driven systems. Problems like deciding wether two
properties of XML documents are equivalent usually reduce to the satisfiability
problem, i.e. testing whether a formula is satisfied by some data tree or not. One
standard formalism to express properties of XML documents is the logic XPath.
Although satisfiability of XPath in the presence of data values is undecidable,
there are known decidable data-aware fragments [12, 4,11, 10, 13].

As advocated in [4], the logic FO?(<,+1,~) can be seen as a relevant frag-
ment of XPath. Here FO?(<, +1, ~) refers to the two-variable fragment of first
order logic over unranked ordered data tree, with predicates for the child and the
next sibling relations (+1), predicates for the descendant and following sibling



relations (<) and a predicate for testing data equality between two nodes (~).
Over data words, FO?(<, 41, ~) is decidable [5] and its fragment FO*(+1,~),
without the descendant and following sibling relations, is decidable over data
trees [4]. But the decidability status of FO?(<,+1,~) over data trees remains
open — see the related work section below.

In this paper we introduce a new model of automata, denoted DA#, and
show that this model is expressive enough to capture the expressive power of
FO?(<, +1, ~) over data trees. It is an extension from data words to data trees of
the Data Automata (DA) model of [5], chosen with care in order to be expressive
enough to capture the logic but also not too powerful for not going beyond the
computational power of the satisfiability problem of FO?(<, +1, ~).

Our first result (Section 2) shows that languages of data trees definable in
FO?(<, 41, ~) are also recognizable by DA#. Moreover the construction of the
automaton from the formula is effective. This implies that the satisfiability prob-
lem of FO2(<7 +1,~) reduces to the emptiness problem of DA#. Even though
DA# are more expressive than FO?(<, 41, ~), we will see that emptiness of DA#
and satisfiability of FO?(<, 41, ~) are actually equivalent as decision problems.

To show this we introduce a model of counter automata, denoted EBVASS,
working on binary trees (without data values). This model extends BVASS by
allowing new features for merging counters. In a BVASS the value of a counter at
anode z is the sum of the values of that counter at the children of x, plus or minus
some constant specified by the transition relation. In EBVASS a constraint can
be added enforcing the following behavior at node x: the counters at its children
are decreased by the same arbitrary number n, then the sum is performed as for
BVASS, and finally, the resulting counter is increased by n.

Our second result (Section 3) shows that the emptiness problem for DA#
reduces to the reachability problem for EBVASS. Finally we show in Section 4
that the latter problem can be reduced to the satisfiability of FO*(<, 41, ~),
closing the loop. Altogether, this implies that showing (un)decidability of any of
these problems would show (un)decidability of the three of them.

Related work. This paper is an extension to data trees of the work of [5] over data
words. In [5] it is shown that, over data words, satisfiability of FO?(<, +1, ~)
and reachability of VASS are interreducible. As the latter is known to be decid-
able, FO?(<, +1,~) is decidable. The DA model introduced in [5] (running on
data words) is more expressive than FO?(<, +1,~), and the associated empti-
ness problem is shown to be equivalent to the reachability problem of VASS.
However the obvious extensions of DA to data trees are either too weak to cap-
ture FO?(<, +1,~) or too expressive and undecidable (see Section 5). Here we
weaken the strongest of these extensions, still capturing the expressive power of
FO?(<,+1,~), but such that the associated emptiness problem is equivalent to
satisfiability of FO?(<, 41, ~).

BVASS is a model of counter automata extending VASS and running on trees
with a feature adding counters when branching, see [15] for a survey of the various
formalisms equivalent to BVASS. In [4] it is shown that reachability of BVASS
reduces to satisfiability of FO?(<, 41, ~) over data trees. As the reachability of



BVASS is a long standing open problem, [4] concluded that showing decidability
of FO2(<, +1, ~) seems unlikely in the near future. The issue remains wide open.
The extension EBVASS allowed us to show the converse direction, i.e. reducing
satisfiability of FO?(<, +1, ~) to reachability of EBVASS.

There are many other works introducing automata or logical formalism for
data words or data trees. Some of them are shown decidable using counter au-
tomata, see for instance [9,13]. The link between counter automata and data
automata is not surprising as the corresponding models only compare data val-
ues via equality. Hence they are invariant by permutation of the data domain
and therefore, often, it is enough to count the number of data values satisfying
some properties instead of knowing their precise values.

1 Preliminaries

Unranked ordered data forests. We work with finite unranked ordered trees and
forests over an alphabet E, defined inductively as follows: for any a € E, a is
a tree. If t1,--- ,t; is a finite non empty sequence of trees then t; + --- + &,
is a forest. If s is a forest and a € E, then a(s) is a tree. The set of trees and
forests over E are respectively denoted by Trees(E) and by Forests(E). A tree is
called unary (resp. binary) when every node has at most one (resp. two) children.
We use standard terminology for trees and forests defining nodes, roots, leaves,
parents, children, ancestors, descendants, following and preceding siblings. For
two nodes x and y of a forest, we use x < y to denote the fact that x is an ancestor
of y or, equivalently that y is a descendant of x. Given a forest ¢ € Forests(E),
and a node z of t, we denote by t(x) the label of z in ¢.

We say that two forests t; € Forests(E) and to € Forests(F) have the same
domain if there is a bijection from the nodes of £; to the nodes of ¢ that respects
the parent and the next-sibling relations. In this case we identify the nodes of
t; with the nodes of t5 and the difference between t; and to lies only in the
label associated to each node. Given two forests ¢ € Forests(E), to € Forests(F)
having the same domain, we define t; ® to € Forests(E x F) as the forest over
the same domain but such that for all node z, t; ® to(x) = (t1(x), t2(x)).

The set of data trees over a finite alphabet A and an infinite domain D
is defined as Trees(AxD). Note that every data tree ¢ € Trees(AxD) can be
decomposed into two trees a € Trees(A) and d € Trees(D) such that t = a ® d.

Let A4 be the alphabet which extends A with a new symbol #. Given a data
tree t = a ® d and a data value d € D, let t[d] € Trees(A4) be the tree having
the same domain as t with t[d](z) = a(z) if d(x) = d and t[d](x) = # otherwise.
Given t € Trees(A4) we denote by tl, the tree defined from ¢ by applying the
following confluent rewriting rules at any node of ¢ until none of them apply
(where x ranges over Forests(Ax)).

#(# (@) = #(@), #(0) +# = #(@), #+#(@) > #(@)



Ezample 1. Applying the above transformations to the following data tree gives
this reduction sequence.

w2 T 4 T # 7% T #
/N / \ / \ / \ \ I\

b,2 a,3 # O # #  # H# H# # # c
NN /\
b,6 ¢,1b,5 ¢,3 H# c # H# H#H c H# #H c # ¢

Logics on data forests. Data forests are seen as models for first order logic. The
domain of such a model is the set of nodes in the forest. Let FO?(<, 41, ~) be
the set of first order sentences with two variables built with the predicates a(z)
(a € A is the label of z), © ~ y (z and y carry the same data value), z = y (the
nodes are equal), E_,(x,y) (y is the sibling immediately next to z), E|(z,y) (z
is the parent of y), and E—, E|| which are the non reflexive transitive closures
respectively of E_, and E|, minus respectively E_, and E| (i.e. they define two
or more navigation steps). The reason for this non standard definition of E—,
and E|| is that it will be convenient that equality, £_,, |, E— and E| are
disjoint binary relations.

We will often make use of the macro, = || y, and say that x is parallel to
y, as a shortcut for the formula z # y A ~E_,(z,y) A “E_L(y,z) A ~E | (x,y) A
_'E~L(ya SU) N-E= (l’, y) N-E= (ya .’E) A _'Eli (fE, y) A _'Eli (ya .’E)

We also consider the extension MSO?(<, +1, ~) of FO?(<, +1, ~) with exis-
tentially quantified monadic second order variables. Every formula of MSO? (<,+1,~)
has the form dR; ...3R,, ¢ where ¢ is a FO2(<7 +1, ~) formula called the core,
involving the variables Ry, ..., R, as unary predicates.

Automata model for data forests. We now define the automata model, denoted
DA#, that we use in this paper. A DA# is a pair (A, B) where A is a non-
deterministic letter-to-letter transducer taking as input a forest in Forests(A)
and returning a forest in Forests(B) with the same domain, while B is a forest
automata taking as input trees in Forests(B).

A data forest t = a ® d € Forests(A x D) is accepted by (A, B) if

1. there exists a forest @’ € Forests(B) such that a’ is a possible output of A
on a and,
2. for all d € D, (a’ ® d)[d]}+ is accepted by B.

Hence, DA# is an generalization to forests of the data automata model of [5],
with a normalization using the rewriting rules before running B. This normal-
ization step is necessary in order to avoid undecidability as shown in Section 5.

In the following straightforward lemma, we use the term letter projection for
a relabeling function defined as h : A — A, where A and A’ are alphabets.

Lemma 1. The class of DA# languages is closed under union, intersection and
letter projection.



2 From FO?*(<,+1,~) to DA#

In this section we show the following result.

Theorem 1. Given a formula ¢ in FO*(<,+1,~), there exists a DA# D, ef-
fectively computable from ¢, accepting the set of data forests satisfying ¢.

The proof works in two steps. During the first step we provide a normal form for
sentences of FO?(<, 41, ~) that is essentially an MSO?(<, 41, ~) formula whose
core is a conjunction of simple formula of FO?(<,+1,~). In a second step we
show that each of the conjunct can be translated into a DA#, and we conclude
using composition of these automata by conjunction, see Lemma 1.

Intermediate Normal Form. We show that every FO?(<, +1, ~) formula can be
transformed into an equivalent MSOZ(<7 +1,~) formula in intermediate normal
form:

38y -+ 38 A\ xi

where each x; has one of the two following simple forms:

VaVy a(z) A By) Ao(z,y) = y(z,y) (1)
Vady a(z) = (B(y) Ad(z,y) Ae(z,y)) ()
where each of « and ( is a type: a conjunction of monadic predicates or their
negation (these unary predicates are either from A or from Sy, ..., Sk, i.e. intro-

duced by the existentially quantified variables), d(z,y) is either x ~ y or x ¢ y,
v(z,y) is one of =E=(x,y), ~E| (z,y) or =(z || y), and €(x,y) is one of x =y,
E—>(1’7 y)a E_, (ya I)a El(xa y)a EJ,(ya SC), E= (:)C, y)a E= (ya x)v Ell (Ia y)7 Ell (yv :C)a
x || y or false.

This normal form is obtained by simple syntactical manipulation very similar
to the one given in [5] for the data words case. The proof is omitted in the
extended abstract (see Appendix A for the details).

Construction of the Automaton. We now show how to transform a formula in
intermediate normal form into a DA#. Let A be the initial alphabet and let A’
be the new alphabet formed by combining letters of A with the newly quantified
monadic predicates Si, ..., S. By closure of DA# under intersection and letter
projection (Lemma 1), it is enough to construct a DA automaton for each
formula of the form (1) or (2), accepting the data trees in Trees(A’ x D) satisfying
the formula. In the discussion below, a node whose labels satisfies the type «
will be called an a-node.

We do a case analysis depending on the atoms involved in the formula of
the form (1) or (2). For each case we construct a DA# (A, B) recognizing the
set of data trees satisfying the formula. The construction borrows several ideas
from the data word case [5], but some extra work is needed as the tree structure
is more complicated. Many of the cases build on generic constructions that we
describe in the following remark.



Remark 1. It will be useful for the DA# (A, B) to distinguish a finite number of
specific data values. We will then say that (A, B) marks the data value of a node
x using the new color c. This can be done as follows. The transducer A marks
the node z with a specific new color ¢’. At the same time it guesses all the nodes
sharing the same data value as z and marks them with a new color c¢. Then, the
forest automaton B checks, for every data value, that either none of the nodes
are marked with ¢ or ¢/, or that all nodes not labeled with # are marked with
c or ¢ and that ¢’ occurs exactly once in the same tree. It is now clear that for
the run to be accepting, A must color exactly one data value and that all the
nodes carrying this data value must be marked with ¢ and ¢’. The transducer A
can then build on this fact for checking other properties. A generic example of
the usefulness of this behavior is given below.

Once a data value is marked with a color ¢, then a property of the form
Vavy a(x) AB(y) Az # y — v(z,y) is a conjunction of VaVy a(x) Ac(z) A B(y) A
—c(y) = v(z,y) with VaVy a(x) A—c(z) AB(y) Az £ y — v(x,y). The first part,
Vavy a(z) A c(x) A B(y) A —e(y) — v(z,y) is now a regular property and can
therefore be tested by A. Hence it is enough to consider the case where = does
not carry the marked data value. The same reasoning holds if two data values
are marked or if the formula starts with a Voz3y quantification.

The complete case analysis is omitted in this extended abstract (see Appendix B).
We only provide below one of the most difficult cases, where the formula has the
form VaVy a(z) A B(y) Az 4y — —(z || y). It expresses the property that every
two nodes of type respectively « and § and with different data values cannot be
parallel (recall that parallel means not parents and not siblings).

Subcase 1: There exists two a-nodes that are parallel.

Let 1 and x5 be two parallel a-nodes and let z be their least common
ancestor. We can choose 7 and x5 such that none of the a-nodes are parallel
to z or sibling of z, because if this was not the case then there is an a-node
x3 parallel to z or sibling of z, and therefore x3 is parallel to z1, and we can
replace zo with x3, continuing with a strictly higher node z. Let z; and z be
the children of z that are respectively ancestors of z; and x,. Note that by
construction, z; # 2. If 1 = z; and there is an a-node z3 in the subtree of z,
different from z; and parallel to z, then we replace x; by x3 and proceed. In
other words we ensure that if 1 = z; then there is no a-node parallel to z; in
the subtree of z. We do the same trick to enforce that if zo = 25 then there is no
a-node parallel to z; in the subtree of z. Notice that we cannot have at the same
time x1 = 21 and zo = z. All these properties can be specified in MSO and
therefore can be tested by a tree automaton. Let d; and ds be the data values
of 1 and zo (possibly di = da).

Consider now a $-node y whose data value is neither d; nor ds. If y is parallel
to z or sibling of z, then the formula cannot be true as it is contradicted by (x1,y).
If y is an ancestor of z then, as no a-node is parallel to z, none is parallel to
y, and hence the formula cannot be falsified with this y. Assume now that y is
inside the subtree of z. If y = z; and x5 # 2o, then the formula is contradicted by



(z2,y). If y = 21 and 29 = 29, then, by hypothesis, there is no a-node parallel to
y in the subtree of z, and there is no a-node parallel to y outside the subtree of
z, and altogether, and the formula holds for y. If y # z; and y is a descendant of
z1, then the formula is contradicted by (z2,y). The cases where y is descendant
of yo are symmetric: in this case, the formula can only be true if y = yo and
x1 = z1. The remaining cases, where y is in the subtree of z and not in the
subtrees of y; and g9, all make the formula false. Indeed, in each of these cases,
either (z1,y) or (z2,y) contradicts the formula.

With this discussion in mind, this case can be solved as follows: The trans-
ducer A guesses the nodes x1, x2, 21, 22 and z and checks that they satisfy
the appropriate properties. Moreover, A guesses whether d; = ds and marks
accordingly the data values of x1 and xo with one or two new colors. The forest
automaton B will then check that the data values are marked appropriately as
in Remark 1.

Moreover A checks that for all marked S-nodes there is no a-node parallel to
it and with a different data value, a regular property as explained in Remark 1.
It now remains for A to check that every unmarked S-node y behaves according
to the discussion above: y is an ancestor of z or y = z; and o = 29 or y = 29
and x; = 2. This is a regular property testable by A.

Subcase 2: There are no two parallel a-nodes.

Let x be an a-node such that no a-node is a descendant of x. By hypothesis,
all a-nodes are either ancestors or siblings of z. Let d be the data value of =x.
We distinguish between several subcases depending on whether there are other
a-nodes that are siblings of = or not.

If there is an a-node z’ that is a sibling of x, then let d’ be its data value
(possibly d = d'). Consider now a S-node y whose data value is neither d nor d’.
Then in order to make the formula true, ¥y must be an ancestor or a sibling of x.

In this first case, the transducer A guesses the nodes x and z’ and marks
the corresponding data values with one or two new colors (according to whether
d = d’ or not). The forest automaton B will then check that the data values
are marked correctly as explained in Remark 1. For the marked S-nodes, the
property is regular and can also be checked by A. It remains for A to check that
every unmarked S-nodes is either an ancestor of x or a sibling of x.

Now, if there are no a-nodes that are sibling of z, and y is a -node whose
data value is not d, then in order to make the formal true, y cannot be parallel
to x, and therefore, y can be an ancestor, a descendant or a sibling of x.

In this second case, the transducer A guesses the node z, marks its data value
using a new color. The forest automaton B will then check that the data values
were marked correctly as explained in Remark 1. The transducer A checks that
all marked p-nodes make the formula true, and that all unmarked S-nodes are
not parallel to x.



3 From DA# to Counter Tree Automata

In this section we show that the emptiness problem of DA# can be reduced to the
reachability of a counter tree automata model that extends the branching vector
addition systems (BVASS). Our counter automata model, called EBVASS, runs
on binary trees over a finite alphabet.

We aim at showing that, for all DA# D, the set of trees a such that there is
a tree d such that a ® d is accepted by D can be recognized by some EBVASS.

We will actually only show this for DA# running over binary data trees. It
is well known that unranked trees can be transformed into binary tree using the
first-child /right-sibling encoding and that this point of view preserves regularity.
Using a simple extension to data trees of this encoding, it is straightforward to
show that the general case reduces to the binary data tree case (see Appendix C).

Lemma 2. Given a DA% D there exists a DA# D', effectively computable from
D, accepting exactly the binary encodings of the data trees accepted by D.

Definition of EBVASS. An EBVASS is a tree automata equipped with counters.
It runs over binary trees over a finite alphabet A. It can increase or decrease its
counters but cannot perform a zero test. For BVASS, when going up in the tree,
the new value of each counter is the sum of its values at the left and right child.
An EBVASS can change this behavior using simple arithmetical constraints.

More precisely an EBVASS is a tuple (A, @, qo, k, ) where A is a finite alpha-
bet, @ is a finite set of states, go € @ is the initial state and k& € N is the number
of counters, and ¢ is the set of transitions which are of two kinds: e-transitions
(subset denoted d.) and up-transitions (subset denoted d,,).

Informally, an e-transition may change the current state and increment or
decrement one of the counters. Formally, d is a finite subset of (Q xA) x (Q xU)
where U = {I;,D; : 1 < i < k} is the set of possible counter updates: D;
stands for decrement counter i and I; stands for increment counter i. We view
each element of U as a vector over {—1,0,1}* with only one non-zero position.

Informally, an up-transition depends on the label of the current node and,
when the current node is an inner node, on the states reached at its left and right
child. It defines a new state and the new value of each counter is the sum of the
values of the corresponding counters of the children. Moreover an up-transition
can be associated with a set of constraints of the form C;, © C;, — C; (for inner
nodes) which modify this process as follows: before performing the addition of
the counters a number n is guessed, the counter i; of the left child is decreased
by n, the counter i of the right child is decreased by n and, once the addition of
the counters has been executed, the counter ¢ is increased by this same number
n. Note that n must be so that all intermediate values remain positive.

More formally d,, is a finite subset of : (Q x A X Q) x (Q x 2X) where x is the
finite set of elements of the form C;, © C;, = C; with 1 <iy,49,7 < k.

A configuration of an EBVASS is a pair (¢, f) where ¢ € Q and f is a
valuation of the counters, a function from [k] to N. The initial configuration is
(qo, fo) where fo is the function setting all counters to 0. There is an e-transition



of label a from (g, f) to (p, g) if (¢,a,p,u) € 6. and g = f + u (in particular this
implies that f +u > 0). We write (g, f) ¢ (p,9), if (p,g) can be reached from
(g, f) via a finite sequence of e-transitions of label a.

Given a binary tree a € Trees(A), a run p of a EBVASS is a function from
nodes of a to configurations verifying for all leaf =, p(z) = (qo, fo) and for all
nodes z,z1,z2 of a with xz; and x5 the left and right child of z, and p(x) =
(pv f)a p(xl) = (qlv f1),p($2) = (QQ, f2) there exists (phgl)? (p2792) such that:

a(z) a(z2)
L (a1, /1) = (P1,91), (@2, f2) —¢ (P2, 92),
. (plva(x)vp%pa 9) S 5ua
3. for each constraint § € © of the form C;, © C;, — C; there is a number
ng (ng may be 0) and vectors vp 1,v92,u9 € N¥ having ng respectively at
position i1, 42 and ¢ and all other positions set to zero,
4. hy = g1 — Xycove,1 = 0 and hy = g — Xgcovp2 > 0, f = h1 + ha + Xpcouy.

[\

The reachability problem for an EBVASS asks on input p € @), whether there
is a tree and a run on that tree reaching the configuration (p, fo) at its root.
Without the constraints © we have the usual notion of BVASS [15].

Remark: We shall consider in the following some new constraints of the form
0 = Cp,0C}, —1 Cp. Such a constraint is interpreted like C),, ©C), — Cp, except
that the number ny is forced to be equal to 1. They can easily be simulated using
e-transitions and auxiliary states, decreasing the counter Cp,, at the left child and
the counter Cp, at the right child, then performing the up-transition with the
remaining constraints and finally increasing the counter C,. Similarly we shall
use constraints of the form 0 = C,,© —; C, and 0§ = O Cp, —1 C, where
only the counter at the left (resp. right) children is decreased. Note that these
constraints are evaluated before the other constraints of the form C,, ©C,, — C,,.

Reduction from DA# to EBVASS.

Theorem 2. Given a DA¥ D, there exists a EBVASS E, effectively computable
from D, accepting exactly the trees a such that a®d is accepted by D for some d.

Proof. Assume D = (A, B) is a data automata running over Trees(A x D), with
A = (Qa,AB,Fa,A4) and B = (Qp,B, Fp, Ap). To simplify the notations,
for any tree a € Trees(A) we shall write a’ € A(a) if the tree a’ € Trees(B) is
a possible output of A on a. The forest automaton B is assumed deterministic
and complete, i.e. for every a’ € Trees(B U {#}), B evaluates into exactly one
state of (). In particular, let p» € Q) be the state on which B evaluates on
the tree with a single node labeled with #. Moreover we assume wlog that the
states of B indicate whether the last letter read was a # or not. In the former
case we say that the state is a #-state.

To any data tree t € Trees(B x D), and any data value d occurring in t,
the state corresponding to the evaluation of B on t[d]]4 is called the B-state
associated to d in t. To any data tree t € Trees(B x D), we associate a function Ky



from Qp\{px} into N such that for all p € Qp\{p%}, K+¢(p) is the number of data
values having p as associated B-state on t. Note that because B is deterministic
and complete, there is at most one non #-state p such that K¢(p) # 0 and
actually K¢(p) = 1. This state is the one associated to the data value of the root
of t. We call this special state the root-state of t.

We now construct an EBVASS E = (A, Q, qo, k, §) with k = |Q | —1 recogniz-
ing the projection on A of the data trees accepted by D. Each configuration of £
is of the form (g, f) where ¢ € @ and f is a function associating to each counter
its value. In the remaining part of this proof we view each such function f as
a function from @ p into the natural numbers. The EBVASS FE is constructed
such that every state of @) is made of a state of 4, a state of @ g, together with
auxiliary information. For each g € @ we call the state of @ 4 contained in ¢ the
A-state of ¢q. F will also ensure the following property:

(¢) if E can reach the configuration (g, f) at a non leaf mode, then f has only
one non #-state p verifying f(p) # 0 and actually f(p) = 1.

We will refer to this state p as the root-state of f. The EBVASS F is con-
structed such that every state ¢ € ) contains the root-state of the current
configuration, denoted as the root-state of ¢ in the sequel. Finally E will verify
the following property which clearly implies the result:

(x) E reaches the configuration (¢, f) at the root of a tree a iff there is a data
treet = a®d and a’ € A(a) such that Ka/gd = flgp\(p,) and there is a run
of A witnessing a’ € A(a) whose value at the root of a is the A-state of q.

Notice that the property () is invariant under permutations of D. Hence
if a tree d witnesses the property (), then any tree d’ constructed from d by
permuting the data values is also a witness for (x). This observation will be
useful for showing the correctness of the construction of E.

Intuitively E works as follows. Let x be a node of ¢ whose label is a € A.
From configurations (¢1, f1) and (g2, f2) reached respectively at the left and right
children 1 and z2 of x, E does the following: it simulates A using a and the A-
states of q; and ¢ obtaining the new A-state for x together with the relabeling
a’ € B of z. Now F needs to simulate B on all data values, updating the counters
appropriately. In order to do this, E has to “guess” the data value d of d at =,
assuming that it has already guessed the subtrees d; and ds of d at z1 and x,.
Of course, E cannot make a guess amongst an infinite set of choices, but it is
enough for F to guess whether the data value is a new data value or not, i.e.
whether d is present in dy or ds. In the case d is already present, E' guesses the
B-state associated to d in the subtrees t; and t5 of ¢ rooted at x; and x5. Note
that because B is deterministic and complete, these guesses imply whether d is
the data value of 1 or or/and of x5 in d. Moreover E guesses whether the data
value at x7 occurs in the subtree ds at x5 or not, and vice-versa for the data
value at zo. These tests make finitely many guesses and we will see that this
is enough for E to recover the computations on trees (a’ ® d)[e]] for all data
values e.



‘We now work out the details. We set Q = Q4 X QB X Qo, where Qg is a finite

set of auxiliary control states. For any state ¢ € @, its first component gives the
A-state of ¢ while the second provides its root-state.
Let us now define the transitions of E. The simulation of A is straightforward:
We ensure that for every e-transition (q,a,q’,u) of E, the A-states of ¢ and
¢’ coincide, and that for every up-transition (¢, a, g2, ¢, ©) of E, there exists a
transition of A of the form (p1,a,ps,p,a’), for some o' € B such that py, ps and
p are the A-states of g1, ¢ and gq.

We now define how the counters are modified during the transitions in order
to maintain the properties (¢) and (x). For each of the guesses that E made about
how the data values at z, x1 and x5 are related, we define a set of constraints
© and add the up-transitions (g1, a, ¢z, ¢, ) into E, where ¢1,a,qgs and g are
related as above in order to simulate A. We let a’ be the letter guessed by A for
relabeling the current node x and let p; and ps be the respective root-state of
¢ and .

Due to space limitations we only provide one case of guess. The others are treated
similarly (see Appendix D).

For the case where E guessed that the data value d of the current node is equal
to the data value of both its children, we set © as the union of the constraint
Cp, ©C,, —1 C,, for the unique state p such that (p1,a’, p2) — pis a transition of
B, and constraints of the form C,, ©C,, — C, for each transition (v1, #,v2) — v
of B where vy, vy are #-states.

Correctness is shown by induction on the depth of the tree based on the
inductive hypotheses (¢) and (). Immediately after defining a set © and adding
a transition of the form (g1, a, ¢2, ¢, @) into the set of transitions of E, we show
that using this transition maintains (¢) and (x). We assume that F reached the
configuration (g, f) at the root x of a tree a.

If « is a leaf node, then by definition of EBVASS, ¢ is the initial state of E
and f = fy (the function setting all counters to 0), hence (x) holds.

If z is an inner node, then let a; and as be the subtrees of a rooted at the
children x; and x5 of z. By induction on (*) we have trees d; and ds such that
there is a run of D on t; = a; ® dy and t3 = as ® dy with the appropriate
properties. We construct from di, do and the transition of E giving (g, f) a tree
d = d(dy, ds) such that D also has the expected run on t = a ® d.

For each constraint 6 of the form C,, © C,, = C, or Cy, © Cy, —1 Cy,
where u, us u € Qp*, we let ng be the number used by the run of E when using
this transition. By induction hypothesis (x) there are at least ng data values in
d; having u; as associated B-state in a; ® di, and ny data values in dy having
ug as associated B-state in as ® ds. For showing (x), we pick ng such data values
in each subtrees and call them the data values associated to 6. We do this for
all constraints # and we choose the associated data values such that they are
all distinct. This is possible because of the semantic of the constraints, making
sure the counters are big enough and therefore, by (%), that there is enough data

4 For the sake of readability, we index the C’s with states of B and not integers.



values. The constraints of the form C,, © Cy, —1 C, where u is a non #-state,
for which ng = 1, will ensure the propagation of (¢). We now apply to ds a
permutation on the data values such that for all § the data values associated to
0 in dy are identified with the ones for d; and such that all other data values
are distinct. In order to simplify the notations we call the resulting tree also ds.
We then construct d by adding a root of label d to the d; and d3, where d is
chosen according to the guesses made by E: d is equal to the data value of the
root of dy if E guessed so, to the data value of the root of ds if E guessed so,
or to an arbitrary data value of d; or dy whose associated B-states are the one
guessed by E.

Let us show that in the above detailed case, t = a ®d has the desired properties.
Notice that the presence of the constraint C), ©C,, —1 C), guarantees that data
values of z, x1 and x5 are equal in d (recall that p; and py are the root-states of
q1 and ¢2). Let a’ be the outcome of the run of A on a as simulated by E, and
let a) and a} be its left and right child. Let t' = a’ ® d. Let e be a data value
occurring in d.

For e = d, the root symbol of t'[e]l4 is @’ and C, is increased by 1 as
expected, thanks to the constraint C,, © C,, —+1 C,. By induction hypothesis
(¢), and since B is deterministic and complete, f(p) = 1 and for all other non
#-state the corresponding value via f will be 0. Hence p is the new root-state
of ¢ and f and (o) holds.

For e # d we consider 3 subcases. If e occurs in both dy and ds then t'[e]] 4
has the form #(s1, s2) for some non empty forests s; and s2. Let vy and v
be the states reached by B when evaluating s; and so, they are the B-states
associated to e in a} ® dy and a}, ® dy. By construction of d, there are ng such
data values e, where § = C,, © C,, = C, for the appropriate v. These ng data
values will contribute to an increase of C, by ng as expected.

Assume now that e occurs in d; but not in ds (the remaining case being
symmetrical). Then t'[e] has the form #(#(s),#) where s is some non empty
forest and therefore t'[e]| 4 has the form #(s’) (see Example 1). Hence the
state associated to e on t’' is the same as the one associated to e on ¢;. This
is consistent with the behavior of E that propagates upward the value of the
counter corresponding to this state, after applying the constraints.

Altogether this shows that t = a ® d verifies (%). O

4 From Counter Tree Automata to FO?*(<, +1,~)

We show in this section that reachability of EBVASS can be expressed as a
sentence of F02(<7 +1,~). This concludes the loop of reductions, showing that
reachability for EBVASS, satisfiability of FO?(<, +1, ~) and emptiness of DA#
are equivalent as decision problems.

Theorem 3. The reachability problem for EBVASS reduces to the satisfiability
problem for FO?(<,+1,~).



Proof (sketch). Given an EBVASS F = (A,Q, qo,k,0) and a state p € Q, we
compute a sentence ¢ € FO?(<,+1,~) such that ¢ has a model iff the con-
figuration (p, fo) is reachable. We associate to E the following finite alphabet
AE =0U {D’L7IZ | 1<i< k} ) {T97L97R9 | RS @7 (p17a7p27p7 9) € 5}
Intuitively D; says that the counter ¢ has been decreased, I; says that the counter
1 has been increased, the letters Ly, Ry and Ty will be used to enforce the
constraint 6. The formula ¢ will essentially accept binary trees of Trees(Ag x D)
encoding runs of E (we will see that ¢ will also accepts some other trees).

We start by the encoding of a single transition p € 9.

If p is an e-transition then we encode it with two nodes x,y where y is the
unique child of x and the label of x is p while the label of y is D; (resp. I;) if p
was decreasing (resp. increasing) counter i.

If 1 is a up-transition with set of constraints @, then we encode it using a
subtree of this form:

— The root has label p,
— below the root there is a (vertical) sequence of nodes of arity one whose labels

form a word of Yyeo 9=c; oc;, »c;(1iTp)*, where X denotes concatenation,
— the last node of that sequence has arity two and two branches starts from

that node: the left one and the right one,
— the sequence of labels of the left branch form a word of Yyco o=c,, oc,,—c; (Di, Lo)*,
— the sequence of labels of the right branch form a word of Ypco 9=c,, oc;, -, (Di, Ro)™,
— for all # the number of occurrences of Ly, Ry and Ty are the same.

If all these items but the last one are satisfied, we say that the resulting
tree is a pseudo-encoding of the up-transition p. Notice that pseudo-encodings
of up-transitions form a regular tree language.

From there, the encoding of a run is obtained in the obvious way by con-
catenating encodings of transitions. The formula ¢ essentially describes this con-
struction. It first enforces that the tree has the desired shape:

— The tree is a repetition of a sequence of the form: a pseudo-encoding of one
up-transitions followed by the encodings of several e-transitions

— the sequencing is valid: if u and v are consecutive transitions in the tree then
the starting state of one is the ending state of the other,

— the state ¢y can be found at the leaves and the state p is reached at the root.

Note that the above three conditions can be checked by a standard tree automa-
ton over Ag, and therefore can be expressed in EMSO where the forest order
part is on FO?(<,+1,~). Therefore, by setting A = A, x A’ for a suitable A’
matching the existential part of the EMSO formula, the property above can be
expressed in FO?(<, +1,~).

The formula now needs to make sure that no counter ever get negative and
that pseudo-encodings of up-transitions are actually real encodings. This is where
data values enter the play.

The formula ¢ enforces that



1. no two nodes with label D; for 1 < i < k can have the same data value,

same thing with the labels I;,

3. for all ¢ € [k], every node with label D; has a descendant with label I; and
with the same data value,

4. for all ¢ € [k], every node with label I; has an ancestor with label D; and
with the same data value.

o

These four conditions enforce that the counters never get negative and that they
are all set to 0 at the root. It remains to enforce that all pseudo-encodings can
be transformed into real encodings. This is done with the following conditions.

5. no two nodes with label Ty for 8 € x can have the same data value,

6. same thing with the labels Ly and Ry,

7. every node with label Ty has a descendant with label Ly and with the same
data value,

8. every node with label Ty has a descendant with label Ry and with the same
data value,

9. every node with label Ly has a ancestor with label Ty and with the same
data value,

10. every node with label Ry has a ancestor with label Ty and with the same

data value.

It is now easy to show that ¢ has the desired property: ¢ has a model iff
(p, fo) is reachable by E, see Appendix E for the details.

5 Undecidability of Stronger Models

A DA# (A, B), as defined in Section 1, runs over data forests in two steps: the
first step is a relabeling specified by the transducer A, the second step is the
computation of B on ”projections” of the resulting forest, one for each data
value. The projection of a data forest ¢ on a data value d € D is also defined in
two steps: (i) a relabeling using # for those nodes whose data value is not d,
denoted t[d], (i) the deletion of contiguous #-nodes in t[d] as defined by some
simple rewriting rules, resulting in ¢[d] 4.

This is in contrast with the Data Automata defined in [5] which runs on
data words but each projection does not remove consecutive #. In other terms,
Step (i¢) is not performed. We show in this section that suppressing Step (i)
would make our automata model undecidable.

More formally, a strong forest data automaton (DAP) is defined as for DA% but
with the following semantic: A data forest t = a®d € Forests(A x D), is accepted
by a given DA” D = (A, B) if:

1. there exists a forest a’ € Forests(B) such that a’ is a possible output of A

on a and,
2. for all d € D, (a’ ® d)[d] is accepted by B.

The proof of the following result is given in Appendix F.
Proposition 1. Emptiness of DA’ is undecidable.



6 Conclusion

We have seen that satisfiability of F02(<, +1,~), emptiness of DA# and reach-
ability of EBVASS are equivalent problems in terms of decidability. The main
open problem is of course whether they are all decidable or not.

The use of the EBVASS constraints of the form C;, © C;, — C; is crucial for
the construction of Section 3. It seems that their semantics cannot be simulated
with the usual BVASS, but it remains to be formally established wether EBVASS
are strictly more expressive that BVASS, and wether this extension is needed in
order to capture the expressive power of FO2(<, +1,~) on data trees.

In [2] it was shown that, over data words, the Data Automata model of [5]
is more expressive than the Register Automata of [14]. It is not obvious that
our automata model DA# captures the expressive power of the straightforward
extension of register automata to data trees. This remains to be investigated.
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Appendix
A Intermediate Normal Form

We show here that every FO?(<,+1,~) formula can be transformed into an
equivalent MSOQ(<, +1,~) formula in intermediate normal form:

35 ---3Sk /\ Xi
where each x; has one of the following forms:
(1) Vavy a(z) A By) Ad(z,y) = v(2,y) ®3)
(2) Vady ale) - (5(9) A 8w, ) A e(z,) (@)
where each of o and f is a type: conjunction of monadic predicates or their nega-
tion (these unary predicates are either from A or from Sy, ..., Sk, i.e. introduced

by the existentially quantified variables), d(x,y) is either  ~ y or = % y, v(x,y)
is one of "E=(z,y), ~Ey (z,y) or ~(z || y), and €(z,y) isoneof x =y, E_,(x,y),
E_(y,z), E/(z,y), E,(y,2), Ex(2,y), Ex(y,2), £ (2,y), B (y,7), x | y or
false.

This normal form is obtained by simple syntactical manipulation and is very
similar to the one given in [5] for the data words case.

Scott mormal form. We first transform the formula into Scott Normal Form
obtaining a formula of the form:

¢ =381...38, Vavy x A \ VaTy xi

where x and every x; are quantifier free, and S1,....S,, are new unary predi-
cates. This transformation is folklore: a new unary predicate Sy is introduced
for each subformula 6(x) with one free variable for marking the nodes where the
subformula holds. The subformula 6(x) is then replaced by Sg(z) and a conjunct
Vx(Sp(z) <> 6(x) is added. Eventually this yields the desired normal form.

From Scott to intermediate normal form. We show next that every conjunct of
the core of the formula in Scott Normal Form can be replaced by an equivalent
conjunction of formulas of the form (1) or (2), possibly by adding new monadic
quantifications upfront.

Case VxVy x . Recall that with our definition, the relations E_,, E—, E|, E|, ||
and equality are pairwise disjoint. Hence we can rewrite VzVy yx into an equiva-
lent FO?(<, +1,~) formula in the following form,

Vavy ( =y = P=(z,y)
(w,y) — Y (2,y)

/\ El(xvy) — %(J/’ay)

A E:;(J;’7y) — 1/’:&($ay)

AN Ey(z,y) = ¢y (z,y)
ANz ly = Yy(z,y)



where every formula v is quantifier free and only involves the predicate ~ to-
gether with monadic predicates. They can be obtained from y in the obvious
way.

The resulting formula is equivalent to the conjunction

Vady (z =y A =(2,y))
A VaIy (—\Iast( ) — (E (z,9) A w_,(x,y)))
AVa3y (—leaf(z) — (E|(z,y) Ay (z,y)))
ANV2Vy E=(z,y) — Y=(2,y)

AVavy By (z,y) = ¢y (z,y)
AVaVy z ||y — ¢y (z,y)

where leaf (x) stands for =3y E| (x,y), and last(x) for (Jy E| (y, z))A(-3y E_(z,y)).
The 3 first conjuncts, with quantifier prefix Vx3dy, will be treated later when
dealing with the second case.

For the next 3 conjuncts, putting ——, =, =) in disjunctive normal form
(with an exponential blowup), we rewrite =, 9|, 1 as a conjunction of for-
mulas of the form —(a(x) A B(y) A d(z,y)), where 6(x,y) is © ~ y or z £ y.
By distribution of conjunction over implication, and by contraposition, we ob-
tain for the 3 cases an equivalent conjunction of formulas of the following form
(matching the desired form (1))

Vavy a(z) A B(y) Ad(x,y) = “Ex(z,y)
Vavy o) A B(y) Aé(x,y) = ~Ey(z,y)
VaVy a(x) A B(y) Ad(z,y) = —(x || y)

Case VxIy x . We first transform (with an exponential blowup) x into an
equivalent disjunction of the form

x—\/ag ) A Bi(y) A i (z,y) Aej(z,y)

where a;, 55, §; and €; are as in (2). Next, in order to eliminate the disjunctions,
we add a new monadic second-order variables S, ;, that we existentially quantify
upfront of the global formula, and transform Vz3y x’ into the conjunction

A\ Va3y (o (@) A Sy (@) = (B (y) A () Aej(,y) AVaTy (\/ Sy;i(x))

J J
The first conjuncts express that if S, ;(x) holds, then there exists a node y such
that the corresponding conjunct of x’ holds, and the last conjunct expresses
that for all node z, at least one of the S, ;(x) must hold and can be rewritten
as Va3y (A —Sy,j(z) — false). Now all the conjuncts are as in (2) and we are
done.

B Case analysis for constructing a DA# from a simple
FO?*(<, +1,~) formula

We provide here the complete case analysis for transforming simple formulas of
FO?(<, 41, ~) of the form (1) or (2) into DA#.



Given a data tree, a wvertical path is a set of nodes containing exactly one
leaf and all its ancestors and nothing else. A horizontal path is a set of nodes
containing one node together with all its siblings and nothing else.

We start with formulas of the form (1).

Case 1: Va¥Vy a(x) A B(y) ANx ~y — y(x,y), where y(z,y) is as in (1). These
formulas expresses a property of pairs of nodes with the same data value and
this property can be tested by the forest automaton B. Indeed, for each data
value d, the relations F—, E| and || are preserved for pairs of nodes sharing
a data value when going from ¢ to t[d]|x. Therefore, it is a first-order, hence
regular, property over t[d]] 4.

Case 2: YaVy a(x) A B(y) Nz ¢ y — ~E—(x,y). This formula expresses that a
data tree cannot contain an a-node having a S-node with a different data value
as a sibling to its right, except if it is the next-sibling. Let X be an horizontal
path in a data tree t containing at least one a-node, and let = be the leftmost
a-node in X. Let d be the data value of z. Consider now a #-node y of X whose
data value is not d. Clearly y cannot be such that E—,(z,y) otherwise the formula
would be false. For any other S-node y of X whose data value is d, the pair (z,y)
cannot make the formula false. Moreover, every a-node z’ in X other than z
and with a data value different from d cannot be such that F—(2',y).
With this discussion in mind we construct (A, B) as follows. In every horizontal
path X containing one a-node, the transducer A identify the leftmost occurrence
z of an a-node in X, and marks its with a new color ¢/, and marks all the
nodes of X with the same data as x with a color ¢. As in Remark 1, the forest
automaton B checks that the guesses are correct, i.e. it accepts only forests in
which every horizontal path X satisfy one of the following conditions: X contains
one occurrence of the color ¢’ and all other nodes of X not labelled with # are
marked with ¢, or X contains none of the new colors at all.

The transducer A rejects if there are some unmarked -nodes occurring as
a right sibling (except for the next-sibling) of a node marked with ¢/. Moreover,
A checks that the formula is correct for all marked (-nodes, i.e. there is no
unmarked a-node as left sibling, except for the previous sibling, of a marked
B-node. As explained in Remark 1, this is a regular property.

Case 3: VaVy a(z) A B(y) Az # y — —E) (x,y). The property expressed by this
formula is similar to the previous case, replacing the right sibling relationship
with the descendant relationship.

Let X be a vertical path in a data tree t containing at least one a-node, and
let « be the a-node in X the closest to the root. Let d be the data value of x.
Consider now a (-node y of X whose data value is not d. Clearly y cannot be
such that E|| (z,y) otherwise the formula would be false. For any other -node
y of ¢, the pair (z,y) cannot make the formula false. Moreover, every a-node z’
in X other than =z and with a data value different from d cannot be such that

Ey (2, y).



The construction of (A, B) is similar to the previous case, except that different
vertical paths may share some nodes. The transducer A marks all the a-nodes
that have no a-node as ancestor, with a new color ¢’. Then, for every node z
marked ¢/, A guesses all the nodes inside the subtree rooted at z having the
same data value as x and mark them with a new color ¢. As in Remark 1, the
forest automaton B checks that the guesses of colors are correct for each vertical
path, as in the previous case.

The transducer A rejects if there is some unmarked S-nodes that is a descen-
dant but not a child of a node of color ¢’. Moreover it tests the formula for all
marked -nodes, checking that there is no unmarked a-node as ancestor, except
for the parent node. This is a again a regular property, as explained in Remark 1.

Case 4: Va¥y a(x) AB(y) Az % y — —(x || y). The property expresses that every
two nodes of type respectively a and g and with different data values cannot
be parallel. Recall that two nodes are parallel if they are not parents and not
siblings.

Subcase 4.1: There exists two a-nodes that are parallel.

Let 1 and x2 be two parallel a-nodes and let z be their least common
ancestor. We can choose x1 and zo such that none of the a-nodes are parallel
to z or sibling of z, because if this was not the case then there is an a-node
x3 parallel to z or sibling of z, and therefore x3 is parallel to x;, and we can
replace xo with x3, continuing with a strictly higher node z. Let z; and 25 be
the children of z that are respectively ancestors of x; and x. Note that by
construction, z; # 2. If x1 = z; and there is an a-node x3 in the subtree of z,
different from z; and parallel to zo, then we replace x; by x3 and proceed. In
other words we ensure that if 1 = z; then there is no a-node parallel to z; in
the subtree of z. We do the same trick to enforce that if xo = z then there is
no a-node parallel to z; in the subtree of z. Notice that we cannot have at the
same time x7 = 21 and x2 = 2. All these properties can be specified in MSO
and therefore can be tested by a tree automaton. Let d; and ds be the respective
data values of x; and x5 (possibly d; = da).

Consider now a #-node y whose data value is neither d; nor ds. If y is parallel
to z or sibling of z, then the formula cannot be true as it is contradicted by (z1,y).
If y is an ancestor of z then, as no a-node is parallel to z, none is parallel to
y, and hence the formula cannot be falsified with this y. Assume now that y is
inside the subtree of z. If y = z; and x5 # 25, then the formula is contradicted by
(z2,y). If y = 21 and x5 = 29, then, by hypothesis, there is no a-node parallel to
y in the subtree of z, and there is no a-node parallel to y outside the subtree of
z, and altogether, and the formula holds for y. If y # z; and y is a descendant of
z1, then the formula is contradicted by (z2,y). The cases where y is descendant
of yo are symmetric: in this case, the formula can only be true if y = yo and
1 = z1. In the remaining cases y is in the subtree of z and not in the subtrees
of y1 and y, make the formula false. Indeed, in each of these cases, either (x1,y)
or (z2,y) contradicts the formula.



With this discussion in mind, this case can be solved as follows: The trans-
ducer A guesses the nodes of x1, xs, 21, 2o and z and checks that they satisfy
the appropriate properties. Moreover, A guesses whether d; = ds and marks
accordingly the data values of £ and x5 with two or one new colors. The forest
automaton B will then check that the data values are marked appropriately as
in Remark 1.

Moreover A checks that for all marked S-nodes there is no a-node parallel to
it and with a different data value, a regular property as explained in Remark 1.
It now remains for A to check that every unmarked S-node y behave according
to the discussion above: y is an ancestor of z or y = z; and o = 29 or y = 29
and x; = z;. This is a regular property testable by A.

Subcase 4.2: There are no two parallel a-nodes.

Let « be an a-node such that no a-node is a descendant of x. By hypothesis,
all a-nodes are either ancestors or siblings of z. Let d be the data value of =x.
We distinguish between several subcases depending on whether there are other
a-nodes that are siblings of = or not.

If there is an a-node z’ that is a sibling of z, then let let d’ be its data value
(possibly d = d’). Note that by hypothesis in this case, every a-node is either
a sibling of  or an ancestor x. Consider now a f-node y whose data value is
neither d nor d’. Then, in order to make the formal true, y must be an ancestor
or a sibling of x.

In this case, the transducer A guesses the nodes x and 2’ and marks the
corresponding data values with one or two new colors (according to whether
d = d or not). The forest automaton B will then check that the data values
are marked correctly as explained in Remark 1. For the marked ($-nodes, the
property is regular and can also be checked by A. It remains for A to check that
every unmarked -nodes is either an ancestor of x or a sibling of x.

Now, if there are no a-nodes that are sibling of z, and y is a S-node whose
data value is not d, then in order to make the formal true, y cannot be parallel
to x, and therefore, y can be an ancestor, a descendant or a sibling of z.

In this second case, the transducer A guesses the node z, marks its data value
using a new color. The forest automaton B will then check that the data values
were marked correctly as explained in Remark 1. The transducer A checks that
all marked -nodes make the formula true, and that all unmarked S-nodes are
not parallel to x.

Case 5: Yx3Iy a(x) = (B(y) ANz ~ y Ae(z,y)), where e(x,y) is as in (2). These
formulas express properties of nodes with the same data and therefore can be
treated by the forest automaton B as for the case 1.

Case 6: VxIy a(x) = (B(y) Ax £ y AN E_(x,y)). The transducer A marks every
a-node z, with a new color ¢ and checks that the next-sibling x is a S-node. The
forest automaton B accepts only the forests such that for every node marked
with ¢, its right sibling is labeled with #. The cases where €(x,y) is one of
E_(y,z), E\(z,y), E|(y,z) are treated similarly.



Case 7: Yoy a(x) — (B(y) Az £ y AN E=(x,y)). This property expresses that
every a-node must have a -node as a right sibling, but not as its next-sibling,
and with a different data value.

Let X be an horizontal path. Let y be the rightmost S-node of X and d be
its data value. Consider now an a-node x of X with a data value different from
d. Then either x is to the left of the previous-sibling of = and y can serve as the
desired witness, or  has no witness and the formula is false.

The transducer automaton A, for each horizontal path X containing an a-
node, marks its rightmost S-node y with a new color ¢/, guesses all the nodes of
X with the same data value as y and marks them with a new color c. Then it
checks that all unmarked a-node of X occurs to the left of the previous-sibling of
y. For the all marked a-nodes, it also tests the appropriate regular property. The
forest automaton B checks that for each horizontal paths, either all elements are
marked with ¢ or ¢/, or none.

Cases 8, 9, 10: The constructions for the cases where €(x, y) is one of E— (y, x)),
E| (z,y)), and E| (y,x)) are similar.

Case 11: Vaz3y a(z) — (B(y) AN # y Az || y). This property expresses that
every a-node must have a parallel S-node with a different data value.

Subcase 11.1: There exists two [S-nodes that are parallel.

Let y; and yo be two parallel 8-nodes and let z be their least common ances-
tor. Using the same reasoning as in subcase 4.1, we can choose y; and y» such
that none of the S-nodes is parallel to z or a sibling of z. Let z; and 25 be the
children of z that are the ancestors of y; and ys respectively. By construction,
z1 # z9. Using the same trick as in subcase 4.1, we can ensure that if y; = z;
then there is no S-node parallel to z9, and if yo = zo then there is no S-node
parallel to z;. Moreover, we cannot have at the same time y; = 21 and y» = 25.
Recall that all these properties can be tested by a tree automaton. Let d; and
ds be the respective data values of y; and ys (possibly di = ds).

Consider now an a-node x whose data value is neither di nor do. If x is
parallel to z or a sibling of z, then y; is a witness for x. If x is an ancestor of
z then by hypothesis there is no S-node parallel to x and hence the formula is
false. Assume now that z is in the subtree rooted at z. If z = 2; and ys # 29,
then ys is a B-node parallel to = with a different data value, hence a witness for
x in the formula. If z = z; and y2 = 25, then by hypothesis, there is no -node
parallel to x in the subtree of z, and since there are neither S-nodes parallel
to = outside the subtree of z, the formula must be false. If z # z; and z is a
descendant of z1, then y- is a witness for z. The cases where x is a descendant
of zo are symmetric. In the remaining cases, x is in the subtree of z and not a
descendant of z; or z3. In each of these cases, either y; or ys is a witness for x.

With this discussion in mind, this case can be solved as follows: The trans-
ducer A guesses the nodes of y1, y2, 21, 22 and z and check that they satisfy
the appropriate properties. Moreover, A guesses whether d; = ds and marks
accordingly the data values of z; and z3 with one or two new color. The forest



automaton B will then check that the data values are marked appropriately, as
in Remark 1. Moreover A checks that for every marked a-node, there exists a
[-node making the formula true. It remains for A to check that no unmarked
a-node occurs above z, that if y; = 21 then 2o is not an unmarked a-node and
that if yo = 29 then z; is not an unmarked a-node.

Subcase 11.2: There are no two S-nodes that are parallel.

Let y be an S-node such that no 8-node is a descendant of y. By hypothesis,
all B-nodes are either ancestors or siblings of y. Let d be the data value of y. We
distinguish between several subcases depending on whether there are S-nodes
that are siblings of y or not.

If there exists a S-node 3’ that is a sibling of y, let d’ be its data value
(possibly d = d'). Consider an a-node z whose data value is neither d nor d’.
If z is parallel to y, then we have have a witness (y) for x. If x is an ancestor
or a sibling of y, then the formula cannot be true, because by hypothesis every
B-node cannot be parallel to z. If z is a descendant of y, then y’ makes the
formula true for that z.

Consider now the case where there are no S-node that are sibling of y. Note
that y can have S-nodes amongst its ancestors. Let « be a a-node that has data
value different from d. If x is not parallel to y then the formula must be false.
Otherwise, y is a witness for x.

The transducer A guesses the S-node y and marks its data value using a new
color. Then it checks whether there is an S-node 3’ that is a sibling of y. If yes,
it guesses whether the value at 3’ is the same as the value at y or not, and marks
the data value of ¥’ using a new color. The forest automaton B will then check
that the data values are marked appropriately. For marked a-nodes, A checks
the regular property making the formula true. It now remains for A to check,
in both cases, that every unmarked a-node x satisfy the appropriate condition
described above, i.e. that x is parallel to y or a descendant of y if there exists a
sibling ¢/ and that z is parallel to y otherwise.

Case 12: VxIy a(x) — false. It is sufficient to test with A that no a-node is
present in the tree.

C Reduction to the binary data tree case (Lemma 2)

It is well known that unranked trees can be transformed into binary tree using the
first-child /next-sibling encoding and that this point of view preserves regularity.
We use a simple extension to data trees of this encoding. This mapping called
fensd transforms a forest of Forests(Ay x D) into a binary tree of Trees(A4 x D)
(note that the symbol # is the same as the one used in the definition of ¢[d]] 4
in Section 1), as defined recursively in the following



fensd ((a, d)) = (a,d)((#. d), (#.d)) ifaeAy
fensd ((a, d)(t)) = (a,d)(fensd(t) + (#,d)) if [t >1
fensd((a,d) +t) = (a,d)((#,d) + fensd(t)) i [t] > 1
fensd ((a, d)(t) + ') = (a,d)(fensd(¢) + fensd(t)) if [¢], [¢'] > 1

Forgetting the data values in the above definition of fcnsd, we obtain the clas-
sical first-child /next-sibling mapping fcns, which transforms a forest of Forests(Ax)
into a binary tree of Trees(Ay).

Lemma 2 Given a DA# D, there exists a DA# D’ accepting exactly the
binary encoding of the data trees accepted by D. Moreover D’ can be effectively
computed from D.

s}

Proof. We start with some useful facts.
Fact 1 For all t € Forests(A x D) and d € D, fens(t[d]) = (fensd(t))[d].

Proof. By induction on the forest ¢. If ¢ has the form (a,e), then fensd(t) =
(a,e)((#.,€) + (#,¢€)). Given d € D, if d = e, then t[d] = a and fens(t[d))
a(#,#) = (fensd(t))[d], if d # e, t[d] = # and fens(t[d]) = #(#, #)
(fensd(t)) [d].

If ¢ = (a,e)(t1), then fensd(t) = (a,e)(fensd(ty) + (#,¢€)). Given d € D,
tld] = a(ti[d]) if d = e and t[d] = #(t1[d]) otherwise. In the first case d = e,
fens(t[d]) = alfens(t1[d]), #) = (fensd(t))[d], because by induction hypothesis
fens(t1[d]) = fensd(t1)[d], and similarly, if d # e, fens(E[d]) = #(fens(ty[d]), #) =
(fensd(t))[d]. The cases t = (a,d) + t; and t = (a,d)(t1) + ¢ are similar. O

Fact 2 For all t € Trees(Ay), (fens(t))lu = fens(tlu)ls.

Proof. Let R4 be the rewrite system containing the three rewrite rules presented
in Section 1 for the definition of |4, and let E? denote the relation of appli-
cation of one rule of R4, and R*—#> its reflexive and transitive closure. We can

observe that for all ¢, s € Trees(Ay), if ¢ S then fens(t) ﬁ) fens(s).

It is sufficient to see that this property holds for each of the three rewrite rules
of R#.

#(#(x)) #(x) @) +# — ) #+ ) #(x)

fcnsl fcnsl fcnsl /éns fcnsl fcnsl

HH@+H#H) +#) > H#H@+#) #@+#) HH+H#(@+#) > @+ #)

It follows that for all ¢ € Trees(Ay), fcns(t) # fens(t)4), and since the
rewrite system Ry is confluent and terminating, fens(¢))4 = fens(tx)ly. O

We are now ready to prove Lemma 2. Assume that D = (A, B). Given a tree
automata B, there is a classical construction of a tree automata B’ recognizing



the first-child /next-sibling representation of the forests accepted by B. It readily
extends to letter-to-letter transducers. Hence from A we get a transducer A’
working on binary trees such that from any tree a the relabeling performed by
A’ on fens(a) is the same as the first-child/next-sibling representation of the
relabeling performed by A on a. Together with Facts 1 and 2, this makes the
following diagram commute.

t:a®d7t’:a’®d t'[d] t'[d]|

& acc. or

fcnsd fensd fcns fcns not acc.

4
—bre—— 5 =b®e—> s[d —> fens(t'[d]}y) — §'[d
s e s ¢ s'[d] Ry cns(#'[d]{4) P s'[d

where the tree automaton B” is constructed as follows from B’ (the tree automa-
ton recognizing the first-child /next-sibling representation of the forests accepted
by B). First, we assume that B recognizes only forests in normal form wrt R4
(R4 is defined in the proof of Fact 2). This is not restrictive as the set of trees
in normal forms wrt Ry is regular, hence its intersection with B is also regular.
Second, we compute a tree automaton B* recognizing the set of descendants
under rewriting with the rules of Ry of the tree accepted by B’, using e.g. a
construction from [8]. Finally, B” is the tree automaton recognizing the inter-
section of the set of trees accepted by B* and the trees in normal form wrt R.
The DA# (A’, B") accepts exactly the first child/next sibling encodings of the
data trees accepted by D. O

D Reduction from DA# to EBVASS (Theorem 2)

Theorem 2 Given a DA# D, there exists a EBVASS E accepting exactly the
trees a such that a®d is accepted by D for some d. Moreover E can be effectively
computed from D.

Proof. Assume D = (A, B) is a data automata running over Trees(A x D), with
A=(Qa,AB,Fa,A4) and B = (@p,B, Fg, Ap). To simplify the notation, for
any tree @ € Trees(A) we shall write a’ € A(a) if the tree a’ € Trees(B) is a
possible output of A on a. The forest automaton B is assumed deterministic
and complete, i.e. for every a’ € Trees(B U {#}), B evaluates into exactly one
state of @ p. In particular, let px € Qg be the state on which B evaluates on the
tree with a single node labeled with #. Moreover we also assume wlog that the
states of B indicate whether the last letter read was a # or not. In the former
case we say that the state is a #-state.

To any data tree t € Trees(B x D), and any data value d occurring in t,
the state corresponding to the evaluation of B on t[d]]4 is called the B-state
associated to d in t. To any data tree t € Trees(B x D), we associate a function Ky



from Qp\{px} into N such that for all p € Qp\{p%}, K+¢(p) is the number of data
values having p as associated B-state on t. Note that because B is deterministic
and complete, there is at most one non #-state p such that K¢(p) # 0 and
actually K¢(p) = 1. This state is the one associated to the data value of the root
of t. We call this special state the root-state of t.

We now construct an EBVASS is E = (A, @, qo, k,9) with k = |Qp| — 1 rec-
ognizing the projection on A of the data trees accepted by D. Each configuration
of E is then of the form (g, f) where ¢ € @ and f is a function associating to
each counter its value. In the remaining part of this proof we view each such
function f as a function from @p to the natural numbers.

The EBVASS F is constructed such that every state of @) is mode of a state
of Q 4, a state of @ g, together with auxiliary information. For each ¢ € @ we call
the state of Q4 contained in ¢ the A-state of q. E will also ensure the following

property:

(¢) if E can reach the configuration (g, f) at a non leaf mode, then f has only
one non #-state p verifying f(p) # 0 and actually f(p) = 1.

We will refer to this state p as the root-state of f. E is constructed such that
any state ¢ € @ contains the root-state of the current configuration, denoted
as the root-state of ¢ in the sequel. Finally E will verify the following property
which clearly imply the result:

(x) E reaches the configuration (g, f) at the root of a tree a iff there is a data
treet = a®d and a’ € A(a) such that Ka/gd = flQp\(p,) and there is a run
of A witnessing a’ € A(a) whose value at the root of a is the A-state of g.

Notice that the property (%) is invariant under permutations of D. Hence
if a tree d witnesses the property (), then any tree d’ constructed from d by
permuting the data values is also a witness for (x). This observation will be
useful for showing the correctness of the construction of E.

Intuitively E works as follows. From configurations (g1, f1) and (g2, f2) reached
respectively at the left and right children x; and x5 of a node x whose label is
a € A, it does the following: it simulates A using a and the A-states of ¢; and ¢
obtaining the new A-state for z together with the relabeling a’ € B of . Now
FE needs to simulate B on all data values, updating the counters appropriately.
In order to do this, E has to “guess” the data value d of d at x, assuming that
it has already guessed the subtrees d; and ds of d at z; and x5. Of course, F
cannot make a guess among an infinite set of choices, but it is enough for F to
guess whether the data value is a new data value or not, i.e. whether d is present
in dy or ds. In the case d is already present, E' guesses the B-state associated
to d in the subtrees t; and ty of t rooted at x; and x5. Note that because B
is deterministic and complete, these guesses implies whether d is the data value
of z1 or or/and of z2 in d. Moreover E guesses whether the data value at z
occurs in the subtree ds of x5 or not, and vice-versa for the data value at xs.
These tests make finitely many guesses and we will see that this is enough for
E to recover the computations on trees (a’ ® d)[e]l4 for all data values e.



‘We now work out the details. We set Q = Q4 X QB X Qo, where Qg is a finite

set of auxiliary control states. For any state ¢ € @, its first component gives the
A-state of ¢ while the second provides its root-state.
Let us now define the transitions of E. The simulation of A is straightforward:
We ensure that for every e-transition (g,a,q’,u) of E, the A-states of ¢ and
¢’ coincide, and that for every up-transition (¢, a, g2, ¢, ©) of E, there exists a
transition of A of the form (py,a, ps, p,a’), for some a’ € B such that p;,p, and
p are the A-states of g1, ¢ and gq.

We now define how the counters are modified during the transitions in order
to maintain the properties (¢) and (x). For each of the guesses that E made about
how the data values at x, x1 and x5 are related, we define a set of constraints
© and add the up-transitions (g1, a,ge,q,0) into E, where ¢1,a,q2 and ¢ are
related as above in order to simulate A. We let a’ be the letter guessed by A for
relabeling the current node x and let p;, respectively ps be the root-state of ¢;
and gs.

Before embarking to the case analysis, a few words about correctness.
Correctness is shown by induction on the depth of the tree based on the induc-
tive hypotheses (¢) and (%). Immediately after defining a set © and adding a
transition of the form (¢1,a,qq,q,©) into the set of transitions of E, we show
that using this transition maintains (¢) and (x). We assume that E reached the
configuration (g, f) at the root z of a tree a.

If « is a leaf node, then by definition of EBVASS, ¢ is the initial state of £
and f = fy (the function setting all counters to 0), hence (x) holds.

If x is an inner node, let a; and as be the subtrees of a rooted at the
children 7 and x5 of z, and let (g1, f1) be the configuration reached by E at x
and (go, f2) the configuration reached by E at x5. By induction on (%) we have
trees d; and dy such that there is arun of D on t; = a; ® di and t2 = as R da
with the appropriate properties. We construct from d;, do and the transition of
E giving (q, f) a tree d = d(d1,ds) such that D also has the expected run on
t=a®d.

For each constraint 6 of the form C,, © C,, — C, or Cy, © Cy, —1 Cy,
where u1, us u € Qg°, we let ng be the number used by the run of E when using
this transition. By induction hypothesis (x) there are at least ny data values in
d; having u; as associated B-state in a; ® di, and ng data values in dy having
ug as associated B-state in as ® da. For showing (%), we pick ng such data values
in each subtrees and call them the data values associated to . We do this for
all constraints # and we choose the associated data values such that they are
all distinct. This is possible because of the semantic of the constraints, making
sure the counters are big enough and therefore, by (%), that there is enough data
values. The constraints of the form C,, © C,, —1 C, where u is a non #-state,
for which ng = 1, will ensure the propagation of (¢). We now apply to dy a
permutation on the data values such that for all # the data values associated to
0 in d» are identified with the ones for d; and such that all other data values are
distinct. In order to simplify the notations we call the resulting tree also do. We

% For the sake of readability, we index the C’s with states of B and not integers.



then construct d by adding a root of label d to the d; and d2, where d is chosen
according to the guesses made by E: d is equal to the data value of the root of
d; if FE guessed so, to the data value of the root of ds if E' guessed so, or to an
arbitrary data value of d; or do whose associated B-states are the one guessed
by E. We will show in each case that t = @ ® d has the desired properties.

1. F guessed that the data value d of the current node is equal to the data value
of both its children.

For this case, the set © contains the constraint C,, © Cp,, —1 C) for the

unique state p such that (p1,a’,p2) — p is a transition of B, and constraints of
the form C,, © C,, — C, for each transition (vi,#,v2) — v of B where vy, v
are F#-states.
Correctness. Recall the construction of d. Notice that the presence of the
constraint C},, © C}, —1 C, guarantees that data values of z, z; and x» are
equal in d (recall that p; and py are the root-states of ¢; and ¢2). Let a’ be the
outcome of the run of A on a as simulated by E, and let a} and a} be its left
and right child. Let ¢ = @’ ® d. Let e be a data value occurring in d.

For e = d, the root symbol of t'[e]}x is a’ and C, is increased by 1 as
expected, thanks to the constraint C,, © C,, —+1 C,. By induction hypothesis
(¢), and since B is deterministic and complete, f(p) = 1 and for all other non
#-state the corresponding value via f will be 0. Hence p is the new root-state
of ¢ and f and (o) holds.

For e # d we consider 3 subcases. If e occurs in both dy and ds then t'[e]] 4
has the form #(s1, s2) for some non empty forests s; and s,. Let v; and vy be
the states reached by B when evaluating s; and so, i.e. they are the B-states
associated to e in a} ® dy and a), ® dy. By construction of d, there are ng such
data values e, where § = C,, © C, = C,, for the appropriate v. These ng data
values will contribute to an increase of C, by ngy as expected.

Assume now that e occurs in d; but not in do (the remaining case being
symmetrical). Then t'[e] has the form #(#(s),#) where s is some non empty
forest and therefore t'[e]]4 has the form #(s’). Hence the state associated to e
on t’ is the same as the one associated to e on t;. This is consistent with the
behavior of E that propagates upward the value of the counter corresponding to
this state, after applying the constraints.

Altogether this shows that ¢ = a ® d verifies (x).

2. FE guessed that the data value d of the current node is equal to the data value
of its left child but different from the data value of its right child. Moreover
FE guessed that d appears in the right subtree of the current node with us as
associated B-state. Moreover the data value of the right child of the current node
also appear in its left subtree with uy as associated B-state. Note that both uq
and uy must be #-states.

For is case, the set © contains the constraints Cp,, © Cy, —1 Cp and C,,, ©
Cp, —1 Cy, for the states p and p’ such that (p1,a’,u2) — p and (u1, #,p2) — p’
are transitions of B, and the constraints of the form C,, © C,, — C, for each
transition (v, #,ve) — v of B where vy, vy are #-states.



Correctness. Notice that the presence of the constraints C),, © Cy, —1 C)
guarantees that the data values of x and x; are equal in d and that the presence
of the constraint C,, © C},, —+1 Cp guarantees that the data value of xs also
appear in di. Let @’ be the outcome of the run of A on a as simulated by E,
and let af and a) be its left and right child. Let ¢’ = a’ @ d. Let d3 be the data
value at x5. Let e be a data value occurring in d.

For e = d, the root symbol of t'[e]| 4 is a’ and C), is increased by 1 as expected.
By induction hypothesis (¢), and since B is deterministic and complete, f(p) =1
and for all other non #-state the corresponding value via f will be 0. Hence p
is the new root-state of ¢ and f.

The case e = d» is handled similarly with 6 = C\,, © Cp, —1 Cp.

For e # d and e # day, we consider 3 subcases. If e occurs in both dy and ds
then t'[e]}» has the form #(sy, s2) for some non empty forests s; and s3. Let
v1 and vy be the states reached by B when evaluating s; and ss, i.e. they are
the B-states associated to e in aj ® dy and a), ® dy. By construction of d, there
are ng such data values, where = C,, © C,,, = C,. These ng data values will
contribute to an increase of C, by ngy as expected.

Assume now that e occurs in d; but not in d (the remaining case being
symmetrical). Then t'[e] has the form #(#(s),#) where s is some non empty
forest and therefore ¢'[e]| has the form #(s’). Hence the state associated to e on
t' is the same as the one associated to e on its left child ¢{. This is consistent with
the behavior of E that propagates upward the value of the counter corresponding
to this state, after applying the constraints.

Altogether this shows that a ® d has the desired properties.

3. E guessed that the data value d of the current node is equal to the data value
of its left child but different from the data value of its right child. Moreover E
guessed that d also appear in the right subtree of the current node with us as
associated B-state. Moreover the data value of the right child of the current node
does not appear in its left subtree. Note that us must be a #-state.

For this case, the set © contains the constraints C,, © C,, —+1 C, and

© Cp, —1 Cp for the state p such that (p1,a’,u2) — p and (#,p2) — p’ are
transitions of B, and constraints of the form C,, © C,, — C,, for each transition
(v1,#,v2) — v of B where vy, v and v are #-states.
Correctness. Notice that the presence of the constraint C,, © Cy, —1 C)
guarantees that the data values of x and x; are equal in d and that the constraint
© Cp, —1 Cpr, together with the absence of constraints containing a non #-
state makes sure that the data value of x5 does not appear in d;. Let a’ be the
outcome of the run of A on a as simulated by E and let @)} and a), be its left
and right child. Let ' = a’ ® d. Let dy be the data value at 5. Let e be a data
value occurring in d.

For e = d, the root symbol of tle]l4 is o’ and C, is increased by 1 as
expected thanks to the constraint C,, © Cy, —1 C,. By induction hypothesis
(¢), and since B is deterministic and complete, f(p) = 1 and for all other non
#-state the corresponding value via f will be 0. Hence p is the new root-state
of ¢ and f.



The case e = d» is handled similarly with ©C,, = C).

For e # d and e # dy, we consider 3 subcases. If e occurs in both d; and ds
then t'[e]}x has the form #(sy, s2) for some non empty forests s; and s3. Let
v1 and vy be the states reached by B when evaluating s; and ss, i.e. they are
the B-states associated to e in @} ® d; and a), ® dy. By construction of d there
are ng such data values, where § = C,, © C,,, = C,. These ng data values will
contribute to an increase of C, by ngy as expected.

Assume now that e occurs in d; but not in dy (the remaining case being
symmetrical). Then t'[e] has the form #(#(s),#) where s is some non empty
forest and therefore '[e]]x has the form #(s’). Hence the state associated to e
on t' is the same as the one associated to e on its left child #;. This is consistent
with the behavior of E that propagates upward the value of the corresponding
to this state, after applying the constraints.

Altogether this shows that a ® d has the desired properties.

4. F guessed that the data value d of the current node is different from the ones
of its children but appear in both subtrees with uy and us as associated B-states.
Moreover E guessed that the data values of both children of the current node are
equal. Note that uy and us must be #-states.

For this case, the set © contains the constraint C,, © Cy, —1 C), the
constraint Cp,, @ C,, —1 Cp for the states p,p’ such that (u1,a’,us) — p
and (p1,#,p2) — p' are transitions of B, and the constraints of the form
Cy, ©C,, — C, for each transition (v1,#,v2) — w of B where vy, ve, and
v are F£-states.

Correctness. Recall the construction of d. Again the constraints of the form
—1 enforces that the data values of x, 1 and z2 matches the guesses of E.
The rest of the argument is similar to the previous cases.

5. E guessed that the data value d of the current node is different from the ones
of its children but appear in both subtrees with uy and us as associated B-states.
Moreover E guessed that the data values of both children of the current node are
distinct but appear in other subtree with respective associated B-state vy and vs.
Note that uy,us,v1,ve must be #-states.

For this case, the set © contains the constraints C,, © C, —1 Cp, Cp, ©
Cy, =1 Cpr, and Cy, © Cp, —1 Cpr where the states p,p’,p” are such that
(uy,a’,us) = p, (p1,#,v2) — p' and (vy, #,p2) — p” are transitions of B, and
one constraint Cy,, © Cy,, — C,, for each transition (w1, #,ws) — w of B where
wy, Wy are #-states.

Correctness. Recall the construction of d. Again the constraints of the form
—1 enforces that the data values of x, 1 and z2 matches the guesses of E.
The rest of the argument is similar to the previous cases.

6. E guessed that the data value d of the current node is different from the ones
of its children but appear in both subtrees with w1 and us as associated B-states.
Moreover it guessed that the data values of the right child of the current node
appear in its left subtree with vy as associated B-state and that the data value of



the left child does not appear in the right subtree. Note that uy,us and vy must
be #-states.

For this case, the set © contains the constraints Cy,, © Cy, =1 Cp, Cp, © —
Cpr, Cy, © Cp, —1 Cp where the states p,p’ are such that (ui,a’,u2) — p,
(p1,#) — p” and (v1,#,p2) — p’ are transitions of B, and one constraint
Cw, ©Cy, — Cy, for each transition (wy, #,ws) — w of B where wy and w9 are
#-states.

Correctness. Recall the construction of d. Again the constraints of the form
—1 enforces that the data values of x, 1 and z2 matches the guesses of E.
The rest of the argument is similar to the previous cases.

7. E guessed that the data value d of the current node is different from the ones
of its children but appear in both subtrees with u, and us as associated B-states.
Moreover it guessed that the data values of both children of the current node do
not appear elsewhere. Note that uy and us must be #-states

For this case, the set © contains the constraints Cp, © =1 Cp, and OC)p, —1
Cp where (p1,#) — p” and (#,p2) — p’ are transitions of B, the constraint
Cy, © Cy, —1 C,, for the state p such that (u1,a’,us) — p is a transition of B,
and one constraint C,,, © Cy, — C,, for each transition (w1, #,ws) — w of B
where wy and wo are #-states.
Correctness. For the four former cases 4-7, recall the construction of d. The
constraints of the form — enforces that the data values of z, x1 and x5 matches
the guesses of E. The rest of the argument is similar to the cases 1-3.

8. We omit the symmetric cases.

E From EBVASS to FO?(<, +1,~) (Theorem 3)

Theorem 3. The reachability problem for EBVASS reduces to the satisfiability
problem for FO?(<, 41, ~).

We show here that the formula ¢ constructed in the proof of Theorem 3 in
section 4 has the desired property: ¢ has a model iff (p, fy) is reachable by E.

From reachability to models of ¢. Assume that (p, fo) is reachable and let p
be a run of E witnessing this fact. Let a be the tree constructed from p by
concatenating the sequences of encodings of transitions of p as explained above.
The binary tree a certainly satisfies the “regular” part of ¢. We now assign the
data values so that the remaining part of ¢ is satisfied. This is done in the obvious
way: each time a counter ¢ is decremented, as the resulting value is positive, this
means that a matching increment was performed before. Similarly, each time a
constraint 6 is used in a transition p, we assign one distinct data value per triple
L;,, R;,,T; occurring in the encoding of p. The formula was constructed to make
the resulting tree a model of ¢.



From models of ¢ to reachability. Assume now that t = a®d = ¢. Unfortunately
a could only encode a pseudo-run of F. By this we mean that some section may
correspond to a pseudo-encoding of an up-transition, instead of an expected
real encoding. However, we show that from ¢ we can construct another tree
t' = a’ ® d such that ' |= ¢ and a’ encodes a real run of E.

To see this, let us consider a node x of ¢ such that a(x) = Tp and let d = d(z).
This node x is part of the pseudo-encoding u of some up-transition y involving
the constraint § = C;, © C;, = C;. Let 1 and x4 be two descendants of x such
that a(z1) = Ly, a(z2) = Ry and d = d(x1) = d(z2). The existence of z; and
xo is guaranteed by ¢.

If 21 does not appear in w then we modify the tree t as follows. We cut out z;
and its parent, which must have label D;, according to the regular constraints,
and insert it back in u at the required position. Notice that the two-node segment
has been moved up in the tree. The reader can verify that the resulting tree is
still a model of ¢: the regular conditions remains obviously satisfied. Conditions
1-4 are still valid because the node of label I;,; matching the parent of y was
already below the initial position of y and its new position is upward in the tree.
Finally conditions 5-8 remain valid by construction.

By symmetry we perform the same operation for x5. Repeating this argument
eventually yields a model #' = a’ ® d’ of ¢ such that a’ is a correct sequencing
of encodings of transitions a E. This encoding is actually a real runs because
conditions 1-4 of ¢ immediately enforces that no counter is ever negative. O

F Undecidability of DA’ (Proposition 1)

Proposition 1. Emptiness of DA” is undecidable.

Proof. We show that DA® can simulate the Class Automata of [3]. This latter
model has an undecidable emptiness problem, already when restricted to data
words. It captures indeed the class of languages of words - without data - recog-
nized by counter automata.

We assume given two finite alphabets A and B, writing the latter in extenso
as B = {b1,...,b,}. A class automaton over A x D is a pair (A, B) where A is
a letter-to-letter forest transducer from A into B and B is a forest automaton
taking as input trees in Forests(B x {0,1}). The acceptation of a data forest
t = a ® d € Forests(A x D) by (A, B) is defined like for a DA® except that in
the second step, it is required that for all d occurring in d, B accepts the forest
t'[d], where t'[d] is defined from ¢’ = a’ ® d by replacing for every node z of ¢/
its label (a’,e) by (a’,1) if e = d and by (a’,0) otherwise.

Given a symbol a and 0 < i < n, let (a,d)® be the binary data tree of depth
i, a' = a and a1 = a(a?). defined recursively by: a® = # and a'™! = a(a’ + #).
This notation is extended to pairs made of a symbol and a data value d € D by
adding d at all the nodes: (a,d)" = (#,d) and (a,d)'"™ = (a,d)((a,d)" + (#,d)).

We call data word a unary data tree of Trees(B x D). Let O be an alphabet
containing two symbols o and #. We associate to every data word w € (B x D)



a binary data tree t,, € Trees(O x D) defined recursively by t. = (#,0) (¢ is the
empty word), and ¢, gy, = {o,d)((0,d)?, ty).

Let C = (A, B) be a given class automaton computing only on data words
of Trees(A x D). It is not difficult to construct a tree automaton B’ accepting
exactly the set of trees t,,[d] such that w[d] is accepted by B, for all d € D.
The automaton B’ contains the states of B plus some additional states p; ; with
1 <0< nandj=0orl,suchthat p; o and p; ; accept respectively the singletons
languages {#'} and {o'}, with transitions of the form # — po o, # — po,1, and
(Pi,0, #:D0.0) = Pi+1,0, (Pi1,9,00,0) — Pit1,1 for all 0 <i <n — 1. We also add
to B’ a transition # — qg, where ¢g is the initial state of B. Finally, for each
transition of B of the form (g, (b;,0)) — ¢', (vespectively (g, (b;,1)) — ¢'), where
g and ¢’ are states of B, B’ contains a transition (p; o, #,¢q) — ¢ (respectively
(Pi1:0,9) = q').

Defining the set of final states of B’ as the final states of B, it is easy to verify
the equivalence of the emptiness between the languages recognized respectively
by the DA® (A, B’) and the class automaton C' = (4, B).



