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Abstract. We introduce a fragment of separation logic, called NOLL, for auto-
mated reasoning about programs manipulating overlaid and nested linked lists,
where overlaid means that the lists may share the same set of objects. The dis-
tinguishing features of NOLL are: (1) it is parametrized by a set of user-defined
predicates specifying nested linked list segments, (2) a “per-field” version of the
separating conjunction allowing to share locations but not fields, and (3) it can
express sharing constraints between list segments. We prove that checking the
entailment between two NOLL formulas is co-NP complete. For this result, the
decision procedure for entailment is based on a small model property. We also
provide an effective procedure for checking entailment in NOLL, which first con-
structs a Boolean abstraction of the two formulas, in order to infer all the implicit
constraints, and then, it checks the existence of a homomorphism between the
two formulas, viewed as graphs. We have implemented this procedure and ap-
plied it on verification conditions generated from several interesting case studies
that manipulate overlaid and nested data structures.

1 Introduction

Reasoning about behaviors of programs that manipulate dynamic data structures is a
challenging problem because of the difficulty of representing (potentially infinite) sets
of configurations, and of manipulating these representations for the analysis of the exe-
cution of program statements. For instance, pre/post-condition reasoning requires being
able, given pre- and post-conditions ¢ resp. , and a straight-line code P, (1) to com-
pute the (strongest) post-condition of executing P starting from ¢, denoted post(P,¢),
and (2) to check that it entails y. Therefore, an important issue is to investigate logic-
based formalisms where pre/post conditions are expressible for the class of programs
under interest, and for which it is possible to compute effectively post-conditions, and
to efficiently check the entailment. The latter can be done either using theorem provers,
where user-provided tactics are needed to guide the proof system, or using decision pro-
cedures, when the given annotations are in a decidable fragment. An essential ingredient
in order to scale to large programs is being able to perform compositional reasoning and,
in this context, Separation Logic [17] (SL) has emerged as a fundamental approach. Its
main tool is the frame rule, which states that if the Hoare triple {¢}P{y} holds then
{0 *o}P{y o} also holds (under the condition that P does not alter free variables in
o), where * denotes the separating conjunction. Therefore, when reasoning about P we
have to manipulate only specifications for the heap region altered by P.



In this paper, we define a fragment of SL, called NOLL, suitable for reasoning about
programs that manipulate overlaid and nested linked lists, built with an arbitrary set of
record fields. The logic NOLL is parametrized by a fixed, but arbitrary, set of recur-
sive predicates defined in a higher-order extension of NOLL and which are expressive
enough to specify various types of (nested) linked lists such as singly-linked lists of
cyclic singly-linked lists, where all the elements point to some fixed object.

One of the main features of NOLL is that it can be used to perform composi-
tional reasoning for programs that manipulate overlaid linked structures, where overlaid
means that the structures share sets of objects. Such data structures are used in low-level
code to link objects with respect to different aspects. For example, the network monitor-
ing software Nagios (www.nagios.com) manipulates hash-tables with closed address-
ing, implemented as arrays of linked lists, where all the elements in the lists are also
linked in the order of their insertion time. Here, we have two data structures which are
overlaid, an array of linked lists and a singly-linked list. In order to specify such data
structures, we consider, besides the classical operator *, that we will call object sepa-
rating conjunction, a field separating conjunction operator *,,. Both operators separate
the heap into disjoint regions, the only difference being the interpretation of a heap cell.
The * version uses the classical interpretation, where a heap cell corresponds to a heap
object. In the *,, version, a heap cell corresponds to a record field from a heap object.
Thus, the *,, operator allows to share sets of objects between two data structures as long
as they are built over disjoint sets of record fields. In the example above, if ArrOfS| and
Sl are formulas describing the array of lists, resp. the list, then ArrOfSI x,, SI expresses
the fact that the two structures share some objects.

However, xw alone is not enough to describe precisely overlaid data structures. In
the example above, we would also need to express that the objects of the list described
by Sl are exactly a/l the list objects in the array of linked lists; let SI_type be their type.
To this, we index each atomic formula specifying list segments by a variable, called a
set of locations variable and interpreted as the set of all heap objects in the list segment.
The values of these new variables can be constrained in a logic that uses classical set
operators C and U. For example, the specification ArrOfSly *,, Slg A o(Sl_type) = BB
constrains the set of objects in the linked list to be exactly the set of objects of type
Sl_type in the array of linked lists. (A NOLL formula ¢ can also put constrains over
some set of locations variables, which are not associated to some atomic formula in @.)

The use of the field separating conjunction for the specification of overlaid data
structures enables us to establish another frame rule, which is essential for composi-
tional reasoning: if the Hoare triple {0} P {y} holds then {¢ *, 6} P {yx*, 6} also
holds, where P is a straight-line code without free statements, P does not alter record
fields described by o, and the atomic formulas in ¢ may be indexed by the set of loca-
tions variables which are not bound to atomic formulas in ¢ or . The consequences of
this frame rule are that, to reason about a program fragment P, one has to provide only
specifications for the data structures built with record fields altered by P.

We prove that checking satisfiability of NOLL formulas is NP-complete and that the
problem of checking entailments between NOLL formulas is co-NP complete. The up-
per bound on the complexity of checking satisfiability/entailment is first proved using
a small model argument, and subsequently, following the approach in [8]. The second



proof provides also an effective decision procedure for proving the validity of an en-
tailment @ = y by (1) computing a normal form for the two formulas and (2) checking
the existence of a homomorphism from the graph representation of the normal form
of y to the graph representation of the normal form of ¢. The main advantages of this
decision procedure are: (i) by defining a Boolean abstraction for NOLL formulas, the
construction of the normal form is reduced to (un)satisfiability queries to a SAT solver
and (ii) checking the existence of a homomorphism between graph representations of
formulas can be done in polynomial time.
To summarize, this work makes the following contributions:

— defines a fragment of SL, called NOLL, that can be used to perform compositional
reasoning about overlaid and nested linked structures,

— proves that checking satisfiability, resp. entailment, of NOLL formulas is NP-
complete, resp. co-NP complete,

— defines effective procedures for checking satisfiability and entailment of NOLL for-
mulas based on SAT solvers, which are implemented in a prototype tool and proven
to be quite efficient in practice.

Related Work: SL has been widely used in the literature for the analysis and the veri-
fication of programs with dynamic data structures [1-5,7,8, 12,13, 17, 19].

The NOLL fragment incorporates several existing features of SL: the separating
conjunction * that operates at a per-object granularity as in [12], a separating conjunc-
tion x*,, that operates at a per-field granularity as in [6], inductive predicates describing
nested linked structures used in [1], and set-valued variables for the memory locations
contained in lists are similar to the sequences used in [6]. However, [1, 6] use these fea-
tures in order to define an abstract domain for the analysis of programs manipulating
such data structures. The (partial) order relation on elements of such abstract domains
can be seen as a sound, but not complete, decision procedure for entailment.

The works in [2,5, 8] introduce results concerning the decidability/complexity of
the satisfiability/entailment problem in fragments of this logic. Berdine et al. [2] defines
a fragment that allows to reason about programs with singly-linked lists and proves that
the satisfiability of a formula can be decided in NP and that checking an entailment
between two formulas belongs to the co-NP complexity class. A decision procedure for
entailments in the same fragment is introduced in [16], which combines SL inference
rules with a superposition calculus to deal with (in)equalities between variables. These
complexity results were improved in [8] where it is proved that the satisfiability/en-
tailment problem for the previous fragment can be solved in polynomial time. In fact,
the procedure for checking entailments of NOLL formulas based on normal forms and
graph homomorphism is inspired by the work in [8]. The differences are that (a) the pro-
cedure for computing the normal form of a NOLL formula is based on a new approach
that uses Boolean abstractions (the procedure in [8] works only for singly-linked lists
and can not be extended to NOLL) and (b) the notion of graph homomorphism is ex-
tended in order to handle the two versions of the separating conjunction, the constraints
on sets of locations variables, and more general recursive predicates.

The (sound) decision procedures for satisfiability/entailment introduced in [18, 15]
are also based on Boolean abstractions of formulas. As in our case, the Boolean abstrac-
tions are used to transform logical validity into simpler decidable problems. However,



they concern different types of logics: algebraic data types specifications for reasoning
about functional programs in [18] and a recursive extension of the first-order logic for
reasoning about programs manipulating tree data structures in [15].

Semi-automatic frameworks for reasoning about programs within SL, based on the-
orem provers, have been defined in [7, 4, 13]. In this paper, we target a completely au-
tomatic framework based on decision procedures.

2  Overview

In general, NOLL formulas have the form ITA X A A, where I1 is the pure part, i.e., a
conjunction of equalities and inequalities between program variables expressing alias-
ing constraints, X is the spatial part specifying the data structures and the separation
properties, and A specifies the sharing constraints between the data structures.

¢ := x # NULL A Hashe,(x,y,NULL) #,, Listg(z,NULL) A oSl _type) = B (2.1)
Hash(in,out,dest) = (in = out)V (3u,v. (in — {(g,u); (h,v)}) * LowList(v,dest) (2.2)
* Hash(u,out,dest))
LowList(in,out) = (in = out)V (3u.in— {(s,u)} * LowList (u,out)) (2.3)
Y

List(in,out) = (in=out)V (3u.in — {(f,u)} = List(u,out)) (2.4)

Fig. 1: NOLL specification of a hash table whose elements are shared with a list.

Examples of NOLL formulas: Fig. 1 contains a NOLL formula describing a list of
lists, using the predicate Hashg(x,y,NULL), such that the elements of the nested lists
are shared with another list, represented by the predicate Listg(z,NULL). This is an ab-
straction of the hash table sharing all its elements with a singly-linked list, presented in
Sec. 1, in the sense that we use a linked list to represent the array structure.

The predicate Hashg(in,out,dest) has a recursive definition, written in a higher-
order extension of NOLL: either in = out, which means that the nested list segment
is empty, or in contains a record field 4 pointing to an inner singly-linked list (in —
{...;(h,v)} * LowList(v,dest)) and also a record field g pointing to a new location u
(in+— {(g,u);...}), which is the starting point of another nested list segment. Note that
the elements of the lists described by LowList(v,dest) are linked by the record field s.
In general, we suppose that variables and record fields are typed. Let SI_type be the type
of the variables used in the predicate LowList; this implies that all the locations in the
nested lists are of type Sl_type. The use of the object separating conjunction * implies
that all the inner lists are disjoint.

The overlapping property is expressed using two features of this logic. The first one
is the field separating conjunction operator *,, which allows to share objects but not the
record fields in these objects. The second feature is the ability to speak about the set
of all locations in a list segment. This set of locations is given by the interpretation of
the variable that indexes some recursive predicate, e.g., o in Hashg(...). Then, these
variables are constrained in the A part of a formula. For example, o(Sl_type) = P says
that all the locations of type Sl_type in the list of lists are also present in the list starting
in z (B stands for the set of locations in Listg(z,NULL)).



A similar data structure is considered in [11] where the elements stored in the hash
table are shared between two disjoint linked lists. With the predicates defined in Fig. 1,
this data structure is described by the following NOLL formula:

x # NULL A Hashe,(x,y,NULL) #,, (Listg(z,NULL) * Listy(u,NULL) ) A o(Sl_type) = BUY,

List where * is used to specify the disjointness of the linked

0 : @/\,@%@ lists starting in z and u.

ko Decision procedure for entailment: We define a proce-
: List dure for checking entailments of NOLL formulas, which is

e based on the graph homomorphism approach in [8]. The
@) ) basic idea is to think of formulas as graphs, where nodes

) List represent variables (sets of equal variables) and edges rep-

Pr < resent spatial constraints, and then, given @ and @, two

f A formulas, if there exists a homomorphism from @; to @

@'5 ! then @; = @, holds. Roughly, the homomorphism is a

Do function mapping each node of ¢, to a node of @; repre-

) senting at least the same set of variables. It is required that

$2: this function defines a mapping from edges of @, to dis-

b joint paths in @;. (Note that the homomorphism is unique.)

Fig. 2 For example, there exists such a homomorphism from @,

’ to @1 in Fig. 2(a), where a snaked edge labeled by List from

x to y denotes a predicate List(x,y), a straight edge labeled by f from y to z denotes a

points-to constraint y — {(f,z)}, all spatial constraints are suppose to be separated by
*, and the dotted edges represent the homomorphism.

In order to be complete, this procedure needs that the formula on the left of an
entailment contains the maximum number of equalities and inequalities; in this case,
we say that the formula is in normal form. Also, if it contains an equality u = v then, it
contains no spatial constraint defining a list segment from u to v (as usual in separation
logic, u = v A List(u,v) is equivalent to u = v). For example, although the entailment
¢1 = ¢, in Fig. 2(b) holds, there exists no homomorphism from @; to @; (since the
record field f is already defined in x, there exists no other non-empty list segment
starting in x, and thus, @; implies x =y, which shows that ¢; = @»).

Boolean abstractions of NOLL formulas: Our first insight in defining such a decision

procedure is that the normal form of a NOLL formula ¢ =ITAX A A can be constructed

through a boolean abstraction of @, denoted F (). For the moment, let us consider the

case when A = true. Then, the formula F (@) is defined over a set of boolean variables

denoting (in)equalities between variables and atomic formulas from the spatial part X.
We illustrate the definition of F(¢) on the formula:

© := List(x,y) * List (x,z) * y — {(f,t)} * List (y,s). (2.5)
The set of boolean variables in F (@) consists of:

— a variable [u = v], for every two variables u and v in @,
— avariable [y,t, f] to represent the points-to constraint y — {(f,#)}, and
— avariable [List(u,v)], for every spatial constraint List(u,v) in @.



In this case, the formula F (@) £ F,, A F(X), where:

- F,, expresses the reflexivity and the transitivity of the equality relation, i.e., itis a
conjunction between

u=ul AN (u=vIAv=w])=[u=w], foreveryu,v,andw in Q.
— F(X) models the spatial part of @, i.e.,

FE) & fl A AlListwv))eu=v] A ) F(AB).

u,v A,B atoms in X

The first part, [y,¢, f], denotes the fact that this points-to constraint must be satisfied
by any model of ¢ and a sub-formula [List(u,v)] @ [u = v] denotes the fact that in
any model of @, either u = v or List(u,v) describes a non-empty list segment. The
sub-formula F; (A, B) contains the in(equalities) implied by the use of x, i.e,

Fo(y = {(f,0)}, List(u,v))
F.(List(u1,v1),List(u3,v7))

£ —ly=u]V[u="v], forany u, v,
N

Sl = wa] V[uy = i)V [ua = vy, for any uy, vi,uz, v2

In general, the size of F(¢) is polynomial in the size of the formula ¢. Also, @ is
satisfiable iff F (@) is satisfiable.

Computing the normal form: The formula F (@) can be used to compute the normal
form of @ since @ = u = v iff F(¢) = [u = v], for any u and v. Thus, for any valid
entailment F (@) = [u =], the equality u =v is added to ¢, and all predicates describing
list segments between u and v are removed. For example, the normal form of ¢ in (2.5)
isy=sAx=_zAList(x,y)xy — {(f,t)} (the formula F (@) implies [y = s] and [x = z]).
Handling sharing constraints: For NOLL formulas with sharing constraints, comput-
ing the normal form before checking the existence of a graph homomorphism is not
enough. Besides (in)equalities, we may have implicit spatial constraints which are not
exposed in some formula. Consider the entailment ¢; = 2, where:

@1 := Listq(x,y) *, LowListg(n,m) A\ C o (2.6)
@2 := (Lists(x,n)  Listy(n,y)) %, LowListg(n,m) Ap C 8Uy 2.7

Note that B C a implies that n is a location on the list segment described by Listq(x,y)
and thus @; = @, holds. In this case, F (@) includes constraints over a set of boolean
variables [u € €] representing the fact that u is a location in the set of locations denoted
by €, for any u and € € {a, B} (we defer the reader to Sec. 5 for more details).

In general, if the formula F (@) implies [u € €], for some u and €, then the graph
representation of ¢ includes some additional edges induced by the fact that u is a lo-
cation on the list segment indexed by €. In this case, F(@;) = [n € 0] and the graph
representation of @ completed with these additional edges can be found in the middle
of Fig. 3. Now, it is easy to see that there exists a homomorphism from G; to G; (the
homomorphism must satisfy additional constraints due to the fact that the newly added
edges do not represent list segments separated from all the spatial constraints in the
initial formula).
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Fig.3: Homomorphism and graph representations of the NOLL formulas in (2.6)
and (2.7). Gg, and Gy, are the graph representations of the normal forms. Gy is the
completed graph representation of @;. Dotted edges represent the homomorphism be-
tween the graph representations.

3 Logic NOLL

The logic NOLL is a multi-sorted fragment of Separation Logic [17]. Let 7 be a set
of sorts (corresponding to record types defined in the program), RefFlds a set of record
field names, and 7T a typing function mapping each field name into a function type over
T. A record field f € RefFlds is called recursive iff ©(f) = R— R with R € 7 and
non-recursive, otherwise. The set of recursive record fields is denoted by RefFlds,,,.
Syntax: Let LVars and SetVars be two sets of variables, called location variables and
set of locations variables, respectively. We assume that the typing function T associates
a sort, resp. a set of sorts, to every variable in LVars, resp. SetVars. For simplicity, we
assume that LVars contains the constant NULL. The syntax of NOLL is given in Fig. 4.

x,y,yi € LVars  location variables 7 € LVars* tuples of location variables
f,fi € RefFlds  record field names o € SetVars  set of locations variables
ReT sort Pc P list segment predicates

¢ =IIAEAA NOLL formula

Iu=true|x#y|x=y|[IAII pure constraints
2o=emp | x = {(fi.v1)i:(foyi)} | Pu(x,y, Z) | Z#E | E%,Z  spatial constraints
Au=true|t Ct' |xet|x€t|ANA sharing constraints
to={x}|a|a(R)|tur set of locations terms

Fig. 4: Syntax of NOLL formulas.

An atomic points-to constraint x — {(f1,y1);...;(fi,yx)} is used to specify the
values of record fields fi,...,fr in the location denoted by x: the value stored by the
field f; is y;, for all 1 <i < k. The fields shall be pairwise disjoint and the formula shall
be well typed, i.e., for any f;, T(f;) = t(x) — t(y:)-

In every list segment constraint Py(x,y, 7) P is a predicate from a fixed, but arbi-
trary, set P. The predicates in P have recursive definitions with the following syntax:



P(in,oul,rm) 2 (in=out)V
(3u,7.20(in,uU7Ur%)*21(77%) * P(u,out,rm))
Eo(in V) == in+— 0, where © C {(f,w) | f € RefFlds,w €V}
Vonhb) = emp | Q(vyb, B) | £1(V ) * £, (V' ,nhb) with b, b C nhb, and Q € P

where in,out,u and }%, 7, b are location variables, resp. tuples of location variables.
We add some typing constraints in the definition of every P € P, i.e., t(in) =
(out) = t(u), and T(in) # t(v), for every v € V, in order to ensure bounded nesting.

A predicate P(in,out, ﬁ defines possibly empty list segments starting from in and
ending in out. The record ﬁelds of each element in this list segment are defined by X
while the nested lists to which it points to are defined by ;. The parameters ﬁ are
used to define the “boundaries” of the nested list segment described by P, in the sense
that every location described by P belongs to a path between in and some location in
out Unhb (this path may be defined by more than one record field). Every element of
the list segment described by P points to several nested lists, each one of them being
described by a predicate Q in . The use of the object separating conjunction * in the
definition of P implies that the inner list segments are disjoint.

For simplicity of the presentation, we have restricted ourselves to such recursive def-
initions, which are not expressive enough to describe doubly-linked lists or nested lists
containing cyclic lists on their inner levels. However, our techniques can be extended to
cover such cases. For example, to describe doubly-linked lists, one must allow further
points-to constraints and use a special type of existential variables representing the next
to last location in a doubly-linked list segment like, e.g., in [1].

We assume that the recursive definitions of the predicates in P are well typed and
also, that they are not cyclic or mutually recursive. For any predicate P, Xo(P), resp.
Y1 (P), denotes the sub-formula Xy, resp. X of P. Moreover, RefFlds(P) denotes the set
of record fields of in that point to u according to the formula Xo(P), i.e., f € RefFldsy(P)
iff £o(P) = in+ 0 and (f,u) € 6.

In every spatial constraint Py(x,y, 7), o, is a set of locations variable, which is said
to be bounded to or to index the spatial constraint. Note that A may contain set of
locations variables which are not bounded to some spatial constraint. For simplicity, we
assume that a variable in SetVars appears in ¥ at most once. Also, we consider that all
atomic constraints in A are well typed, i.e., for any r C ¢’ in A, t(¢) C t(¢') and for any
(x €1)in A, t(x) € t(t), where 7 is extended to set of locations terms as usual.

In the following, we denote by LVars(@) (and SetVars(@)) the set of location vari-
ables (resp. set of locations variables) used in ¢. The set atoms(@) denote the set of
atomic formulas in @. Also, two atoms in X are object separated, resp. field separated,
if their least common ancestor in the syntactic tree of @ is *, resp. .

Semantics: Let Loc be a sorted set of locations (the typing function T is extended also to
locations in Loc). A program heap is modeled by a pair C = (S,H ), where S : LVars —
Loc maps location variables to locations in Loc and H : Loc X RefFlds — Loc defines
values of record fields for a subset of locations. Intuitively, each allocated object is
denoted by a location in Loc and then, H defines the record fields for the allocated
objects and S gives for each variable, the object it points to.



JEQIAG iff (C,J) = @1 and (C,J) = @2

JEx=y iff $(x) = S(v)

) b= User{ (i)} ifF H(S(x),£) = S(y) forall i € 1

) |= Po(x,,7) iff there exists k € N s.t. (C,J) = Pk(x,y,7)

) PY(x,y,7) iff S(x) = S(y) and J (@) =0

) =P (x,y, D) iff S(x) # S(y) and there exists p : {u} UV — Loc and J' : SetVars—2L°¢ s.t.
(C[S+— SUp],J) = Zo(x,ulU VU TZ)*Z(V, Z) % Ph(u,y, Z),
img(p) Nimg(S) =0,
() =J(e) \ ({S(x)} Up(V)), and J'(B) = J(B), for any B # o

(CIEZ *X, iff there exist program heaps C} and C; s.t. C = C| % C,
(C1,J) =X, and (G, J) E Xp

(CI)EZ #p Xy iff there exist program heaps C; and C; s.t. C = Cj #,, C,
(C1,J) EZy,and (Cr,J) E X,

(CIExet iff S(x) € [t]s

(Chrct it (1, € [1])

Separation operators over program heaps:

C=C'+C" iff Loc(C) = Loc(C')ULoc(C") and Loc(C") N Loc(C") = @,
S =S | oecry and S =5 | ()

C =C %, C" iff dom(HC) = dom(H®") Udom(HC") and dom(HE ) Ndom(HC") = @,
5 =S ey and S =5 | ()

Fig. 5: Semantics of NOLL formulas (dom(F') denotes the domain of the function F and
SUp denotes a new mapping K : dom(S) Udom(p) — Loc s.t. K(x) = p(x), Vx € dom(p)
and K(y) = S(y), Yy € dom(S)).

Formulae are interpreted over NOLL interpretations, which are pairs (C,J), where
C = (S,H) is a program heap and J : SetVars — 2L°¢ interprets variables in SetVars to
finite subsets of Loc.

We assume that S, H, and J are well-typed w.r.t. T. Let Locg denote the set of lo-
cations in Loc of sort R. Given a program heap C = (S,H), the set of locations in C,
denoted by Loc(C), is the set of locations I € Loc for which there exists f € RefFlds s.t.
H(l, f) is defined. The component S, resp. H, of a heap C is denoted by S, resp. HC.

A NOLL intepretation (C,J) is a model of a formula ¢ iff (C,J) = @, where = is
defined in Fig. 5 for its non trivial cases. For simplicity, we consider the intuitionistic
semantics of SL [17]: if a formula is true on a model then it remains true for any exten-
sion of that model with more locations. Our techniques can be adapted to work also for
the non-intuitionistic semantics [10]. The interpretation of a term 7 in A w.r.t. J, denoted
by [t]s, is defined as usual: [{x}]; = {S(x)}, [a]; = J(a), [0(R)]; = J(ct) N Locg, and
(U] =[], U],

Note the difference between the two kinds of separation of heaps: C = C' +C” holds
iff the set of locations corresponding to allocated objects in C’ and C” are disjoint while
C = C' %,,C" holds iff the domains of the H component in C’ and C” are disjoint.

In the following, w.l.o.g. we suppose that the sharing constraints in A are of the
form o C ¢, where ¢ contains at most two set of locations variables. Also, for any atomic
formula o C ¢ in A such that o is bound to some spatial constraint Py(x, y,?), we
remove from ¢ (1) all the variables o such that o and o are bound to object separated
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spatial constraints and (2) all the terms of the form {x} such that ¢ contains a points-to
constraint x — 6, which is object separated from the spatial constraint indexed by . If
t becomes empty then, the equality x = y is added to ¢.

We denote by [@] the set of pairs (C,J) which are models of @. The entailment
between two NOLL formulas is denoted by = and it is defined by ¢ = y iff [¢] C [y].

Fragment MOLL: The fragment of NOLL which does not allow the nesting of list
segment predicates is denoted by MOLL. It allows to specify overlaid multi-linked
lists (it is also possible to say that all the elements of a list segment point to some
fixed location). We will use this fragment to illustrate some of the constructions in
this paper. Formally, the fragment MOLL contains all the NOLL formulas defined over
a set of predicates P such that, for any P € P, £;(P) = emp. (i.e., P is defined by

P(in,out,rﬂ) £ (in=out) vV (EIu.Zo(in,uUi%) *P(u,out,im))).

4 A model-theoretic procedure for checking entailment

We prove that satisfiability, resp. entailment checking, of NOLL formulas is NP-
complete, resp. co-NP complete. The upper bound for the complexity of satisfiability
is proved using a small model property: if @ € NOLL has a model, then it has also a
model of size polynomial in the size of ¢ and P (the size of P is defined as the size
of all recursive definitions for predicates in ). The co-NP upper bound for entailment
checking is obtained by proving a small model property for formulas of the form ¢ % v
(a model for this formula corresponds to a counter-example for ¢ = ).

4.1 Satisfiability problem

The NP lower bound of the satisfiability problem for NOLL formulas is given by the
next theorem. The proof is based on a reduction of 3SAT, the satisfiability problem
for CNF formulas with 3 literals in each clause, to the satisfiability problem of MOLL
formulas. The proof of this result is detailed in Appendix A.1.

Theorem 1. The satisfiability problem for NOLL (MOLL) is NP-hard.

The small model property for the NP upper bound uses an abstraction of the models
of NOLL formulas by colored heap graphs, where a node represents a set of record
fields defined at some location. This is useful for collapsing list segments described
using spatial constraints connected by *,,, which share locations but not record fields.

Intuitively, a model (C,J) of a NOLL formula is represented by a colored graph
where each location ¢ from C is split into a set of graph nodes V;. V; is a singleton
(i.e., £ is not split) when / is the interpretation of a location variable or it is not shared
between list segments described in ¢. Otherwise, each node in V; represents a set of
record fields at location ¢ such that two nodes in V, represent disjoint sets of fields. All
nodes in V; are colored by ¢ and are called sibling nodes. The abstraction is built such
that the sub-graphs corresponding to list segments defined using different predicates
share only nodes which are interpretations of location variables. A node in this graph,
which is not colored by the interpretation of a location variable is called anonymous.
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We show that for any model (C,J), one can identify a set of anonymous nodes, whose
size is polynomial in the size of ¢ and P, called crucial nodes, such that by collapsing
all the non-crucial anonymous nodes one can still obtain a model of ¢. Formally,

Definition 1 (Colored heap graph). A colored heap graph over LVars, RefFlds, and
SetVars is a tuple G = (V,E,P, L,S), where (1) V is a finite set of nodes, (2) E : V x
RefFlds —V is a set of edges, (3) P : LVars(9) — V is a labeling of nodes with location
variables, (4) L : V — Loc is a coloring of nodes with locations, and (5) S : SetVars —
2V is an interpretation of variables in SetVars to sets of nodes.

Fig. 6 pictures a model of @ in (2.1) and its colored heap graph abstraction. We de-
note the components of a colored heap graph G using superscripts, e.g., the component
V of G is denoted by V. The semantics of NOLL formulas on colored heap graphs is
defined similarly to the one on NOLL interpretations, except for the * operator and the
constraints in A. A colored heap graph G satisfies a formula @; * ¢, iff G can be split
into two disjoint graphs G| and G» such that G| = @1, G2 |= @2, and for any two nodes
v € VO and v, € VO2, £O1(v)) # L52(vy). Also, for any constraint Py(x,y, 7), S(o0)
is interpreted as the union of £(v), for all nodes v in the unique subgraph defined by Py.

(a) (b)
Fig. 6: A program heap satisfying ¢ in (2.1) and its colored heap graph. For any 0 <n <
9, the nodes ny and ny in (b) are colored by the location n from (a). Primed variables
x',y',7 label crucial nodes. A small model is obtained by collapsing filled nodes in (b).

Lemma 1. [f a NOLL formula ¢ has a model (C,J) then it also has a model (Cy,Js) of
size polynomial in the size of ¢ and P.

Proof. (Idea) The proof builds a small model following the steps given in Fig. 7a.
Roughly, we show that anonymous locations from (C,J) can be collapsed until the list
segments are of bounded length. The bounds are determined by the sharing constraints
and the levels of nesting in the definition of the recursive predicates. To collapse anony-
mous locations on list segments, we use the colored graph abstraction. However, some
distinguished set of crucial anonymous nodes shall not be collapsed because this will
invalidate spatial or sharing constraints in ¢ (an example is shown below). Also, to
preserve the truth value of sharing constraints, if a node is found crucial on some list
segment, then all its sibling nodes are also marked as crucial (this corresponds to the
fact that the small model contains all the record fields for that location).
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The procedure purify removes from (C,J) all the locations not involved in spatial
constraints from @. This is possible because the minimal fragment of C satisfying some
spatial constraint is unique. splitLocations builds the colored heap graph abstraction
of (C’,J') by splitting the nodes not labeled by location variables but shared between
several list segments described by predicates in ¢. An example is given in Fig. 6.

I (C'J) = purity(9)(C,J) s
2: G := splitLocations(C’,J") ( )

3: V':=crucialNodes(¢,G) collapse h

4: G’ :=labelCrucial(G,V’) NVEx

5: G := collapseAnonymous(G’) s

6:  (Cs,Js) := mergeNodes(G") @ NULL
(a) Steps for computing a small model. (b) Example of collapsing.

Fig. 7: Computing a small model for NOLL formulas.

The set of crucial nodes is computed by crucialNodes as the closure under the sibling
relation of the set of (anonymous) nodes in G which are either (1) the successor of a
labeled node by a non recursive record field (e.g., node 2; in Fig. 6), or (2) the source or
the target of a non recursive record field on a witness path between two nodes labeled
by location variables (e.g., node 8 in Fig. 6). Because the nesting of recursive predicates
is bounded, the size of the set V' is bounded by a polynomial in the size of ¢ and P (the
number of variables, the nesting depth, and the size of RefFlds). The crucial nodes are
labeled with a set of additional location variables LVars’ in labelCrucial.

Afterwards, the anonymous nodes (not labeled by variables in LVars(@) U LVars")
are collapsed by collapseAnonymous in a bottom up manner, i.e., starting from the
inner list segments to the upper ones. Roughly, the collapsing removes a node (and the
sub-graph representing the nested, anonymous structure) if it is between two recursive
record fields (see Fig. 7b). Intuitively, this process preserves a model of ¢ because no
edges are added and the nodes marked as important for the satisfaction of the spatial
and sharing constraints are kept. Due to the special syntax of predicates in P, we can
compute for each list segment the minimal number of anonymous nodes that must be
preserved in order to satisfy some given spatial constraint. This number depends only
on the size of P and it is obtained when all the spatial constraints in the predicate
definition are interpreted as list segments of length one. Thus, we obtain a colored heap
graph G” where all labeled nodes are preserved and with them some sub-graphs with a
bounded number of anonymous nodes. Finally, from G”, a model (Cy, J;) of @ is built,
by applying mergeNodes, which roughly merges sibling nodes in locations. O

Since the complexity of the model-checking problem for NOLL formulas is poly-
nomial, the following result holds.

Theorem 2. The satisfiability problem for NOLL is NP-complete.



4.2 Entailment problem

The colored heap graph abstraction is also used to prove a small counter-example prop-
erty for entailments ¢ = W when ¢ and y are in NOLL. The proof is similar to the proof
of Lemma 1, with two main differences. Let (C,J) be a counter-example for ¢ = .
First, in purify, the locations not used in @ are removed from (C,J) except for locations
that are witnesses for some unsatisfied sharing constraint in y. It is enough to keep one
location per sharing constraint in y and thus, their number is bounded by the size of
. We label these locations with variables from some set LVars”. Second, crucialNodes
marks some additional nodes as crucial, in order to keep track if two list segments are
sharing at least one location and in order to distinguish between list segments of size 1
and list segments of size at least 2. However, this will only keep at most one more node
per constraint, and thus the bound on the number of nodes is increased by a linear term
in the size of ¢ and . This property and the NP-completeness of satisfiability imply:

Theorem 3. Checking the validity of an entailment between two NOLL formulas is co-
NP complete.

5 Computing the normal form

This section makes a first step towards the effective procedure for checking entailments
of NOLL formulas by presenting the procedure for computing the normal form of a
NOLL formula. We say that a NOLL formula is in normal form if it contains the max-
imum set of equalities and disequalities between location variables and the minimum
set of list segment constraints. Formally,

Definition 2 (Normal form). A NOLL formula @ =IIANXAA is in normal form iff:

— for any x,y € LVars(Q), if @ = x =y, resp. ¢ = x # y, then Il contains the atom
X =y, resp. x #y, and

— for any atomic formula Py(x,y, 2 ) in %, there exists a model (C,J) of ¢ such that
SC(x) # 5().

The normal form of @ is a formula ¢ in normal form and equivalent to ©.

We now describe the main ideas behind the procedure that computes the normal
form and to this, we must define the class of reduced, explicit NOLL formulas.

A NOLL formula is called explicit if it contains x = y or x # y, for any constraint
Po(x,y, ?) in @, and x € o or x & a, for any x and o in @. Then, an explicit formula y
is called reduced if it does not contain both the atoms x =y and Py(x, y, ?)

Note that any formula ¢ € NOLL is equivalent to a disjunction of reduced, explicit
formulas y; V... VW,. The formulas ; are obtained from ¢ by (1) adding in all possible
ways atoms x =y, x # y, x € &, and x ¢ o until the obtained formula is explicit and
then, (2) if a formula contains x = y, by removing atoms Py/(x,y, 7) together with all
occurrences of o in the sharing constraints (e.g., every atom x € o or B C o, where 3
indexes a constraint Qg (uy v, W) and u # v belongs to the formula, is replaced by false).

The disjunction of reduced, explicit formulas can be used to compute the normal
form of @ as follows. An atom x =y or x # y is implied by ¢ iff this atom is included in
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all the satisfiable formulas in this disjunction. Also, for any P(x,y, 7) in @, there exists
amodel (C,J) of @ s.t. S¢(x) # S€(y) iff this atom is included in some satisfiable ;.

In general, the number of satisfiable formulas in the disjunction y; V...V y,, above
may be exponential w.r.t. the size of @. However, all these formulas can be represented
symbolically as the satisfying assignments of a boolean formula, denoted by F (o).

In order to simplify the presentation, we present the construction of F (@) only for
MOLL formulas where variables are of the same type. (Appendix A.4 explains the gen-
eral case.) The formula F () is defined over the set of boolean variables BVars(F(¢))
defined in Table 1. This set consists of a set of variables, which represent spatial atomic
formulas in @, together with a set of variables that represent equalities x = y and mem-
bership constraints of the form x € o (which are not required to be already in @).

[x=y] foreveryx,y € LVars(¢)

[x,y,f]  for every sub-formula x — 6 of @ with (f,y) € 6
[Pu(x,y,7)]  for every sub-formula Py (x,y, 7) of ¢

[x€a] forevery x € LVars and o € SerVars variables in ¢

Table 1: Definition of the set BVars(F(¢)) of boolean variables used in F ().

Given a satisfying assignment o : BVars(F(9)) — {0,1} for F(¢) such that
o([x,y,f]) = 1, for any [x,y, f] € BVars(F(¢)), we define the NOLL formula ys to
be ¢ to which the following transformations are applied:

- if o([x =y]) is 0, resp. 1, then W5 includes the pure constraint x # y, resp. x =y,
— if 6([Py(x,y, Z)]) = O then Py(x,y, Z) and o are removed from ¢
- ifo([x € a]) is 0, resp. 1, then x & o, resp. x € a,, is added to Y.

Let g =ITAXAA be a NOLL formula. The formula F (@) is defined by:
F(@) = F(IT) ANFoy NF(X) N Fyet NF(A) NFe, 5.1

where F(IT), F(X), and F(A) encode the semantics of the atomic formulas of @, Fy,
encodes the reflexivity and the transitivity of the equality relation in I, Fy, encodes
the semantics of the field separating conjunction, and F¢ encodes the properties of the
membership relation €. These sub-formulas are defined inductively on the syntax of
NOLL formulas. The full definition is given in Appendix A.3. Most of them are not
difficult to follow. We provide here some intuition for the most interesting ones.

A list segment constraint Py(x,y, Z) in @ is translated into F(Py(x,y, 7)) =
[Pu(x,y,Z)] @ [x = y], where @ is the exclusive or. This expresses the fact that the
atom is kept in a reduced, explicit NOLL formula only if its endpoints are not equal.

The separation of record fields (defined for locations which are interpretations of
location variables) induced by the use of the field separating conjunction is expressed
in the formula Fy,, in Table 2. Thus, F,, states that for any location variable x and any
record field f € RefFlds, at most one of the following conditions is true:

1. the reduced, explicit formula contains the equality x = x” and a points-to constraint
X'+ 0 such that (f,y) € 0, for some y,
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Flo = /\ for any [x1,y1, f], [x2,¥2, f] € BVars(F(¢)) different variables

[x1 =x2] = [x1,51,f] © [x2,y2, f] (5.2)
/\ for any [x1,y1, ], [Po(x2,v2,23)] € BVars(F(9)) s.t. f € RefFldso(P) and x € LVars(¢)
i =] Al € 0] = [y, 1@ [Paler,y2,23)] (5.3)

/\ for any [Po(x1,51,21)], [0p(x2,y2, 7)) € BVars(F(¢)) different variables
s.t. RefFldsy(P) N RefFldsy(Q) # 0 and x,x" € LVars(@)
ke a Al €BIA[x=x] = [Pu(x1,y1,7])] @ [Qp(x2,y2,73)] 54

Table 2: Definition of Fy,, for an MOLL formula ¢ = IIAXAA.

2. the reduced, explicit formula contains the atoms x € o and Py (', y, 7) (therefore
it also includes x’ # y), for some y and 7, such that f € RefFldsy(Py).

The main definitions of F(A) are given in Table 3. For instance, F(x € o) in
eq. (5.6) states that the boolean variable [x € o] is true and that the list segment bound
to o in @, if any, is non empty. In eq. (5.7), F (o C o) expresses the fact that (1) if
there exists some variable x such that x € o is true then x € o, also holds and (2) if
o is the index of a list segment constraint Py, (x1,51, 7) in @, which is interpreted to a
non-empty list segment, then the left end of this list segment, i.e., x1, belongs to o;.

Fixe J {w}) =V k=ul (5.5)
1<i<n 1<i<n
Flreoy) = { b € 0] A [P (31,31, )] if Py (1,31, 7 i p 56
[x € ay] , otherwise
FloyCop)= A [keo]=xea) (5.7
xELVars(¢)
o [ Pa (x1.y1,2)] = F(x1 €0p) L if Py, (x1,y1,7) in @
1 , otherwise

Table 3: Main definitions of F(A) for an MOLL formula ¢ = ITAZAA.

Proposition 1. Ler ¢ be a formula. For any satisfying assignment & of F(Q), Wg is an
explicit, reduced, and satisfiable formula. Also, @ is equivalent to the disjunction of Y,
Sor all satisfying assignments & of F(@). F (@) is of size polynomial in the size of ¢.

Theorem 4. The problem of computing the normal form of a formula @ is in co-NP.

Proof. To compute the maximum set of (in)equalities that should be included in the
normal form of @, we iterate over every pair of location variables x, y in ¢ and check if
F(@) = [x=y] or F(@) = —[x=y] is valid. In the first (resp., second) case, x =y (resp.,
x #y) is included in the normal form. When some equality x = y is added to the normal
form, the atoms Py (x,, 7) in @ are removed, and all occurrences of o are interpreted
as the empty set. Since we need to perform a polynomial number of Boolean formula
validity tests, the overall complexity of this procedure is co-NP time. O
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6 An effective procedure for checking entailment

We present a procedure for checking entailments ¢ = y between NOLL formulas, that
(1) computes the normal form of @ and \, denoted by ¢ and ', respectively, (2) com-
putes additional spatial constraints, which are implied by @, and (3) checks if the graph
representation of ' is homomorphic to the graph representation of both ¢ and the
additional constraints computed in the previous step.

In the following, we first described the second step above, then we define graph
representations for NOLL formulas, called (complete) NOLL graphs, and finally, we
define the notion of homomorphism between NOLL graphs. Moreover, we assume that
¢ and  are satisfiable. Otherwise, Proposition 1 implies that a NOLL formula ¢ is
satisfiable iff F (@) is satisfiable, which allows to decide in co-NP time entailments of
the form @ = y when @ or y is unsatisfiable.

6.1 Inferring additional spatial constraints

In order to give an intuition about the additional spatial constraints deduced from ¢,
recall the entailment @ = ¢,, where @ and @, are defined in eq. (2.6) resp. (2.7) at
page 6. The entailment holds because the list segments linking x to n and n to y, and
described by Lists(x,n) * Listy(n,y), exist in every model of ¢;. To obtain a complete de-
cision procedure for entailment, such constraints must be made explicit before checking
the existence of a homomorphism between the two formulas viewed as graphs.

Remark 1. Note that @; does not imply @; *, (Lists(x,n) = Listy(n,y)) but, @; A
(Lists(x,n) = Listy(n,y)), where the semantics of A between NOLL formulas is defined
as usual, i.e., (C,J) = @1 A@y iff (C,J) = @1 and (C,J) |= @, for any (C,J), @1, and
@>. Thus, these implicit constraints will be added only to the graph representation of
NOLL formulas and not to the formula itself, as explained in the next section.

For simplicity, we consider only formulas @ in MOLL. Let & be a set of atoms in @
of the form Qg (u, v, W). For any such &, P(&) denotes the set of recursive predicates in
€, SetVars(E) denotes the set of variables B € SetVars bounded to atoms in &, and z is
the term defined as the union of all variables in SetVars(E).

An atom Py (x,y, ') is called implicit in & iff one of the following holds:

— & consists of one atom P (u, v, W), o=yecB,and 0= x=u;

- (1)@= x €1, (2) 1 is aminimal term 7 such that ¢ = x €1, i.e., for every other term
¢', which is the union of the variables from a strict subset of SerVars(§), ¢ A x € ¢/,

(3) RefFldsy(P) = Noce(e) RefFldsy(Q), and (4) ¢ = /\QB(u.v,W)eéy =v.

Similarly, an atom x — {(f,y)} is called implicit in & iff the conditions (1) and (2)
above hold, (3') an atom u — 0; with (f,d;) € 0; is included in the definition of Q, for
allQ € P(§), and (4) @ = \<i<,y = di.

For example, if § = {Listq(x,y)} is a set of atoms in @; in eq. (2.6), the atom
Lists(x,n) is implicit in & because f C o in ¢; implies that n € o and the equality
x = x is trivially implied by ¢;. Similarly for the atom Listy(n,y).
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By definition, the formula F (@) defined in the previous section can also be used
to infer all the atoms which are implicit in some set of spatial constraints in ¢. For
example, conditions (1) and (2) above are equivalent to:

F(o)= \/ [x € a;] and, for any j, F(¢) # \/ [x € o).

1<i<n 1<i<n,i#j

The conditions (3) and (3') can be checked syntactically on the definition of the recur-
sive predicates. Thus, the computation of the implicit spatial constraints for a formula
is co-NP complete.

6.2 NOLL graphs

We define NOLL graphs, a graph representation for NOLL formulas. Roughly, the nodes
of these graphs represent location variables and the edges represent spatial or difference
constraints. The * separation is represented in the NOLL graph by a binary relation Q.
over edges while the sharing constraints are kept unchanged. A representation for a
formula together with the implicit spatial constraints is called a complete NOLL graph.

Definition 3 (NOLL graph). Given a NOLL formula @ = IIANEX A A over a set
of predicates P, we define the NOLL graph of ¢, denoted G(¢), as a tuple
(V,Ep,ER,Ep,L,Q.,A) or the error graph L, where:

— each node in'V denotes an equivalence class over elements of LVars w.r.t. the equal-
ity relation defined in I1; the equivalence class of x, is denoted by [x]. If I1 contains
both x # y and x =y then G is the error graph 1;

— Ep CV x RefFlds x V represents the points-to constraints: ([x], f,[y]) € Ep iff x— 0
with (f,y) € 0 is an atomic formula in ¥;

— Er CV x P x V1 XV represents list segment constraints: ([x], Py, [ Z1,y]) € Er iff
Py(x,y, ) is an atomic formula in %;

— Ep CV XV represents inequalities: ([x],[y]) € Ep iff x # y is an atom in IT;

— {: LVars—V is called the variable labeling and it is defined by {(x) = [x], for any
x € Lvars;

— Q, contains all pairs of edges in Ep U Eg denoting x separated atoms in X.

In the following, V(G), denotes the set of nodes in the NOLL graph G. We use a
similar notation for all the other components of G. Also, for any n € V(G), varsg(n)
denotes the set of all the variables labeling the node n in G. The graph on the
right of Fig. 3 represents G(@,), where V = {x,y,n,m}, Ep = Ep = 0, Eg contains
the three edges corresponding to the three list segments, €, contains only one pair
(([x], Listo, [n]), ([n], Listg, [y])), and A'is p S dUY.

A graph representation for ¢ which contains the edges corresponding to all implicit
spatial constraints of @ is called a complete NOLL graph. In addition to the NOLL graph
components, a complete graph has an attribute A, which identifies the set of atoms where
a spatial constraint is implicit in.

Definition 4 (complete NOLL graph). Given a NOLL formula @ =IINXAA, the com-
plete NOLL graph of @, denoted by G(9) is a tuple (G,A) where:
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Ep

G is an NOLL graph where all components except Eg, Ep, Q., and A are equal to
the components of G(9),

Er(G) and Ep(G) include Er(G(9)) resp. Ep(G(9)) and, for any atom Py(x,y, 7 ),
resp. x — {(f,y)}, which is implicit in some set of atoms &, e = ([x], Py, [Z],[y]) €
ER(G), resp. e = ([], f,[y]) € Ep(G).

Q..(G) includes Q..(G(9)) and, for any edge e representing an implicit constraint
in &, and for any other edge ¢’ € Ep UER, if there exists an edge €’ representing an
atom in & such that (¢',e") € Q. (G(9)) then (e,e') € Q.(G()).

A C (Ep UER) x 2Er represents the relation between edges and the sets of list seg-
ments where they are implicit in, i.e., for every Py(x,y, 2 ), resp. x — {(f,y)},
implicit in &, (([x],Pu,[Z],[¥]), Ez) € A, resp. (([x], f,[]),Ez) € A, where Eg is the
set of edges representing the atoms in &,

if Po, (x,y, 7)) and Py, (y,1, 7)) are implicit in & = {Py(x,t, Z)} then, ot = oy Ua
is added to A.

The graph on the left of Fig. 3 represents G(@;), where V = {x,y,n,m}, Ep =
= Q, =0, and Ep contains the four edges: two edges represent the spatial con-

straints in @, and the edges ([x],Listy,,[n]) and ([n],List,,[m]) represent implicit
constraints in & = {Liste(x,y)}. Ais BC aAa = o Uay and A is the relation

{(([x], Listoy , [n]),€), (([n], Listay , [m]), &) }.

6.3

NOLL graph homomorphism

Given a NOLL graph G and a complete NOLL graph G», a homomorphism from G to
G, is a mapping i : V(Gy) — V(G3), which:

1.

2.

3.

preserves the labeling with location variables, i.e., varsg, (n) C varsg,(h(n)), for
any n € V(G),

maps each difference, resp., points-to, edge of G to a difference, resp., points-to,
edge of Gy, (e.g., for any (n, f,n’') € Ep(Gy), (h(n),f,h(n")) € Ep(G2)), and

maps each edge representing a list segment in G to a path in G, formed of edges
in Ep(G,) UER(G»).

To explain the mapping of edges in Ep(G) to paths of Gy, let us consider the case

of an edge (n,Py,m,n’) € Ep(Gy), where n,m,n’ € V(G;) and

P(o)(in,out,b) = (in = out) V' (Ju. Lo (in,u, b) * P(u,out,b)).

The definition of 4 requires that there exists a sequence of nodes T =7 ..., kK > 1, in
G, s.t. Ty = h(n), 1 = h(n'), and for every two consecutive nodes 7; and T 1, either

Ep(G,) contains some set of edges between 7;, ;1 1, and h(m), which prove that
Lo (Xi,Xi41,Xp(m)) holds, where x;, x;11, and xp(,,) are some variables labeling 7;,
Tit1, and h(m), respectively, or

there exists an edge (Tti,Pé,m’ ,Ti+1) in Eg(G>), representing a stronger predicate
%
than Py, i.e., h(m) € m" and Pé(x,-7x,-+1,?) = P(x(x,-,x,-+1,xh(m)), where x;, x;11, and

x b d7i ¢ of variables labeling 7/ such that 7 (thi
n(m) are as above, and 7" is a set of variables labeling m’ such that x;(,,) € 7 (this
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%
is possible because h(m) € m'). The entailment between recursive predicates can be
checked syntactically in polynomial time. In the MOLL fragment, this entailment
is reduced an entailment between points-to constraints (i.e., the constraints in Xg).

In addition to the requirements (1-3) above, the function 4, must also satisfy con-
straints which are related to the semantics of the separating conjunctions, the special
status of the implicit spatial constraints, and the sharing constraints.

To define these additional constraints, for every edge e in Ep(G1) UER(Gy), we
define a set used(e) C Ep(Gy)U 2(Er(G2)¥RefFlds) " \yhich intuitively represents all the
edges/record fields used in the path from G, to which e is mapped by A. Thus, used(e)
consists of (1) the set of points-to edges in the path associated to e and (2) the set of
pairs of the form (¢, f), where ¢’ represents a list segment from the same path, if such
an edge exists, and f € RefFlds(Py) is a record field from the definition of the predicate
Py, used in the spatial constraint denoted by e (the path associated to e contains an edge
in Eg(Gy) only if e € Eg(G1)). When the path associated to e contains an edge ¢’, which
denotes a spatial constraint implicit in some set &, i.e., (¢, Ez) € A(G2), then used(e)
includes all pairs (e, f) with " € E¢ and f € RefFldsy(Py). This is because the atom
represented by ¢’ is not x,, separated from the spatial constraints in &.

Then, to express the semantics of x*,,, we require that used(e;) Nused(e;) = 0, for
any two edges e and e in Ep(G1)UEg(G). Concerning , it is required that for any
two edges e; and e; in Ep(G1) UEg(G)) s.t. (e1,e2) € Q.(Gy), we have that (¢,¢}) €
Q. (G), for any ¢ an edge appearing in used (e} ) and €} an edge appearing in used(e;).

Finally, for the sharing constraints, the mapping by & of edges in Eg(G)) to paths
in G, defines a substitution I" for set of locations variables in A(G;) to terms over
set of locations variables in A(G3). For example, the homomorphism in Fig. 3 defines
the substitution I'(8) = oy, I'(y) = o, and T'(B) = B. The implicit constraints in G;
gives that A(G;) := B C a Ao = o Udp. Given a formula A over variables in SerVars,
A[I] denotes the formula obtained from A by applying the substitution I'. Then, it is
required that A(G2) = A(G1)[I']. Such a formula belongs for instance, to the fragment
of BAPA [14], and thus its validity can be decided in NP-time. In our example, we
obtain the trivial entailment f CoaAa=0Uy= P CdUY.

6.4 Checking entailments of NOLL formulas
The procedure CheckEnt1 for entailment-checking in NOLL is given in Fig. 8.

procedure CheckEntl (@ = V)
¢’ :=the normal form of @
V' :=the normal form of ¥
Gy :=the complete NOLL graph of ¢/
G :=the NOLL graph of y/
h:=the function h:V(Gy) = V(G}) s.t. varsg,(n) Cvarsg, (h(n)), Vn e V(Gy)
return (h is total) and (h is a homomorphism from G, to Gy)

Fig. 8: The procedure CheckEntl (¢ = ).

For our running example at page 6, the graphs and the homomorphism computed
by the procedure CheckEntl (@ = @) are illustrated on Fig. 3. Note that formulae ¢
and @, are already in the normal form.
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The following theorem states the correctness and the complexity of CheckEnt1.

Theorem 5. Given two NOLL formulas ¢ and , @ =  holds iff CheckEnt1(¢ = y)
returns true. Moreover, the complexity of CheckEnt1 is co-NP time.

Proof. (Sketch) The main steps in proving the direction (<) are: (1) prove that a pro-
gram configuration (C,J) is a model of ¢ iff there exists a homomorphism from the
NOLL graph of ¢ to the NOLL graph of (C,J) (a model (C,J) can be seen as a NOLL
formula that uses only points-to spatial constraints), and (2) prove that the composition
of two homomorphisms is again a homomorphism. For the direction (=), it is enough
to prove that if /4 is not total or it is not a homomorphism from G; to G then one can
build a counter-example for ¢ = y. The co-NP complexity follows from Th. 4, the fact
that implicit constraints are discovered in co-NP time, and the fact that checking if % is
a homomorphism is done in polynomial time. o

7 Experimental results

We have implemented the procedure for entailment checking in a solver which takes as
input the specification of predicates in # and two formulas @,y € NOLL defined over
P and returns as result either the homomorphism found when @ = y or a diagnosis
explaining why the entailment is not valid. The diagnosis is given as a list of variables
or atomic spatial constraints in ¢ and y for which the conditions for the homomorphism
are not satisfied, i.e., there are no paths in G(@) corresponding to edges in G(), or the
set location variables bound to the atomic spatial constraints do not satisfy the sharing
constraints. The solver is implemented in C. It uses MiniSat [9] to compute normal
forms and an ad-hoc solver for the sharing constraints.

We have used this solver to check verification conditions generated for procedures
working on singly linked lists, doubly linked lists, and overlaid hash tables and lists
in the Nagios network monitoring example. We consider mainly the procedures for in-
serting or moving elements in these data structures. The post-condition computation
follows the standard approach: introducing primed variables to denote old values and
unfolding recursive predicates for statements that involve record fields. (When unfold-
ing predicates, new location and set-of-locations variables are introduced.) To generate
simpler verification conditions, we use the frame rules for the separating conjunction
operators. In this way, the graph representations for the NOLL formulas have less than
ten vertices and twenty edges (including the inferred edges), and less than five set of
locations variables. Each verification condition is decided in less than 0.1 seconds. The
diagnosis feature of the solver has been very useful to obtain valid Hoare triples for
the proof. Examples of verification conditions dealt by our solver are given in the Ap-
pendix A.8.
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A Appendices

A.1 Proof of Theorem 1

We reduce 3SAT, the satisfiability problem of CNF formulas with 3 literals in each
clause, to the satisfiability problem of some MOLL formula. Let I" be a CNF formula
with 3 literals in each clause.

We build a MOLL formula @r which is satisfiable iff I' is satisfiable as follows. We
introduce one location variable root € LVars and two record fields gy, hy € RefFlds,,.
for each clause y in I'. For each boolean variable a, we introduce one record field
fa € RefFlds,,., two location variables x,,x-,, and another six location variables
Yy.asY,~a» Zy,a» Zy,—as by,as ty,—a» fOr €ach clause v in I'. Each recursive record field s intro-
duced above is used to define a list segment predicate denoted s*(in,out) and defined
by (in=out)V (Ju.in — {(s,u)} * s*(u,our)).

The basic building blocks of @r are the following formulas:

Xa 7 X-g N [ (root,xg) *,, f (root,x—,), for each boolean variable a, (A.1)

2y F tye A g;‘, (xg,yw) *w h; (yY,é’ Zv,é) *w hi; (YM’ fw) ), (A.2)
for each literal ¢ in some clause yin I

|
Wy,¢

(> >

To help the understanding, we picture the building blocks above as graphs in Fig. 9:
location variables are presented by vertices, list segment constraints are represented by
snacked lines labeled by the predicate name, and difference constraints are represented
by dashed lines.

The formula W, is used to assign a truth value to the variable a. A model of this
formula must keep only one of the list segment constraints using the fields f, not empty,
i.e., either root = x, # x—, or root = x_, # x,. The first (resp. second) case is interpreted
as an assignment of a to true (resp. false).

The formulas Yy, and Yy -4, for some boolean variable a, are used to encode the
clause v such that the assignments that falsify all the literals in 7 (a literal being either a
or —a) do not correspond to models of @r. For example, given I'j a CNF formula with
one clause y=a; V —ay V —as, Qr, is defined as follows:

A
Py = Way *w Way *w Waz *w Wy,a; *w Wy,—ay *w Wy,-as

(Here we use the distributivity of #,, operator over the conjunction, i.e., (Il AX})
(I AXy) = (IT) AIL) A (E) %, X2).) The graph representation of ¢@r, is given in
Fig. 10. This formula is satisfiable iff at most two of the location variables x,, , X—4, ,X-q;
are interpreted to the same location as root, i.e., at least one of the literals a;,—ay, a3
is true. Indeed, if all these literals are set to false, three list segment constraints ng shall
start from root; this is possible only if two of the three list segment constraints are
empty. But this situation can not lead to a model because it requires that four list seg-
ment constraints Ay start from roor and at least two of them shall be not empty (because
of the difference constraints zy, #* tya; and zy g =+ Iy -q;)- Consider now that only a;
and —ay are interpreted to false, then two list segment constraints gy shall start from
root, which is possible only one one of them being empty. Thus, @y specifies a model
with five non empty list segments starting from roor: one for each f, one for gy, and
one for hy.
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(2) Wa (b) Wye

Fig. 9: Subformulas for the reduction from 3SAT to the satisfiability of MOLL.

X-ay

Iy —a,

Fig. 10: The MOLL formula equi-satisfiable to the formula I'; that contains only one
clause y= (a1 V —ay V —as).
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A.2  Small model property for NOLL

Proof of the Lemma 1 We prove that each step of the procedure in Fig. 7a generates a
model or a colored heap graph for @, where @ =ITAXAA.

The procedure purify(C,J) does a traversal of C and mark each location (1) labeled
by a location variable free in @ or (2) used by some spatial constraint in X. The locations
not marked in (C,J) are removed, i.e., HC is undefined for the unmarked locations and
the image of J' does not use unmarked locations.

Lemma 2. [f (C,J) is a model of ¢ then (C',J") = purify(C,J) is also a model of ©.

Proof. The pure constraints in IT are still satisfied since C’ contains all the locations la-
beled by the location variables used in @. The spatial constraints in X are also preserved
because, since C is deterministic (S¢ and HC are functions), the part of C satisfying
some spatial constraint is unique. Or C’ contains all the locations involved in the spatial
constraints in X, thus these constraints are still satisfied by (C’,J’). For the sharing con-
straints, notice that J(a) = J'(at) for any o € SetVars bound to a predicate constraint.
For variables B € SetVars not bound in 6, we obtain that J'(B) = J(B) NS¢ (LVars(9)).
Thus, the constraints of the form x €  and x ¢ ¢ are still satisfied by (C’,J’). For the
constraints ¢ C ¢/, the removing operation deletes the same locations in [¢]; and [¢],
thus it preserves these constraints.

The procedure splitLocations(C’,J’) builds the colored heap graph abstraction of
(C',J") by splitting the nodes not labeled by location variables but shared between sev-
eral list segments described by predicates in @.

Lemma 3. If (C,J) is a model of ¢ then G = splitLocations(C,J) satisfies @.

Proof. The pure constraints in IT are still satisfied since locations labeled with LVars
are not split. The atomic spatial constraints points-to and list segment are also satisfied
in G because all the edges are preserved by the splitting. Moreover, the sub-graphs of G
satisfying different list segment constraints do not share any edge from the fact that C is
a model of ¢ and it contains only edges involved by spatial constraints in ¢. Thus, the
conditions for the *,, operators used in ¢ are preserved in G. The conditions required
for the satisfaction of the spatial constraints linked by * on colored heap graphs are
consequences of the definition of * the model (C,J). Since the splitting preserves all
the locations and does not introduce nodes not labelled by locations in C, the sharing
constraints are also preserved.

The procedure computeCrucial(G) uses a set of auxiliary location variables LVars’
disjoint from LVars. If a node is labeled by some variable in LVars', its sibling node is
also labeled by another variable in LVars'.

computeCrucial starts by labeling the nodes successor by a non recursive record
field of a node labeled with variables in LVars (e.g., node 2, in Fig. 6). Intuitively, we
label these node in order to keep them together with the nested list segments starting
from this node. Let denote the set of nodes labeled in this way (including their sibling)
by V..
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Secondly, we choose for each pair on nodes (n,m) where n is labeled in LVars U
LVars' and m is labeled in LVars one (directed) path starting in n and ending in m.
Notice that several paths may exists from n to m. For example, in Fig. 6, four paths link
the node 1 to the node 0. However, no path exists linking O to 1, neither linking 9 to
1. On each designated path, computeCrucial labels with variables in LVars’ the source
or the target of a non recursive record field/ on the path. For example, in Fig. 6, for the
path from 1 to 9, the node 8 is labeled by 7. Intuitively, we label these nodes in order to
witness about the paths between location variables referenced in ¢. Let denote the set
of nodes labeled in this way (including their sibling) by Vli.

Lemma 4. The size of V' = computeCrucial(G) is polynomial in the size of ¢ and P.

Proof. The size of V. is bounded by |RefFlds| x |LVars(@)|. (A tighter bound is ob-
tained by looking at the type of each variable in LVars(¢).) Because the nesting of the
recursive predicates is bounded, the paths between nodes labeled by variables in LVars
do not contain cycles and the number of non recursive record fields is bounded by the
nesting depth N. Notice that the nesting depth is also bounded by |RefFlds \ RefFlds,,.|.
Thus, the size of V, is bounded by |LVars(¢) | x |RefFlds| x 2N.

Lemma 5. If G satisfies ¢ and V' is the set of crucial nodes computed by
computeCrucial(G) then G' = labelCrucial(G,V’) also satisfies ¢.

Proof. Notice that only nodes of G which are not already labeled with variables in
LVars are in V'. Moreover, the labels in LVars’ do not appear in @. Thus, the constraints
satisfied by G are also satisfied in G'.

The procedure collapseAnonymous applies the following rule to collapse the
“anonymous” nodes (i.e., not labeled by variables in LVars(@) U LVars') in G':

Gi(n1) > Ga(ny) 50", ~ Gy(ny) n"
and G, contains only anonymous nodes

where G;(n;) means that n; is the root (the upper level node in the list segment defini-
tion) of the sub-graph G;, and s is a recursive field in RefFlds. Roughly, the collapsing
removes a node (and the sub-graph representing the nested, anonymous structure) if
it is between two recursive record fields (see Fig. 7b). collapseAnonymous starts in a
bottom up manner, i.e., starting from the inner list segments to the upper ones. Due to
the special syntax of predicates in P, we can compute for each list segment the mini-
mal number of anonymous nodes that must be preserved in order to satisfy some given
spatial constraint. Thus, we can prove the following property:

Lemma 6. Given a recursive predicate P € P, there is a minimal colored heap graph
satisfying ¥ (P)(7,rﬁ) and having only anonymous nodes except nodes in nhb.

Proof. The property is a consequence of the fact that predicates in 2 are not mutu-
ally recursive, the spatial constraints in X (P) are * separated, and that an empty list
segment or a list segment with only one element is a model of some list segment con-
straint. For predicates with no nesting, i.e., £;(P) = emp, the minimal size, denoted
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by min(P) is 0. For predicates with nesting, the minimal size of this model is given
by | V| + X, min(Q,). Intuitively, the minimal model is obtained when all the spatial
constraints in the predicate definition are interpreted as list segments of length one.

Thus, the collapsing of anonymous nodes terminates for each sub-graph built only
from anonymous nodes. After the collapsing process, the nodes labeled in LVars U
LVars' may be the root of a graph but, due to the way the labeling has beet done, these
graphs does not contain anonymous nodes. Thus, if the collapsing process keeps only
nodes labeled in LVarsU LVars'.

It remains to show that the graph obtained from collapsing is still a model of @.

Lemma 7. If G satisfies ¢ and all its crucial nodes are labeled then G' =
collapseAnonymous(G') also satisfies @.

Proof. The collapsing process preserves a model of @ because no edges are added and
the nodes marked as important for the satisfaction of the spatial and sharing constraints
are kept.

The mergeNodes(G) procedure builds a model (C,J) from G by putting together
node colored by the same location.

Lemma 8. If G is obtained by collapsing of anonymous nodes in ¢ then (C,J) =
mergeNodes(G) is a model of §.

Proof. Recall that the crucial nodes have been computed by closing under the sibling
relation. Thus, all the nodes obtained by splitting a locations has been kept during the
collapsing process if they has been computed as crucial. The merging is then simple:
all the sibling nodes are put together with their edges in a location in C and J is built
from $© in the same way. From the fact that G satisfies all the atomic constraints and
the separation constraints in @, we obtain that (C,J) also satisfies them.

A.3 Full definition of F(¢) for MOLL formulas

Let  =ITAXAA be a MOLL formula where all variables are of the same type. The
formula F () is defined by:

F(@) = F(IM) AFog NF(E) AN Fyer NF(A) N Fe, (A.3)

where the sub-formulas of F (@) are defined inductively on the syntax of NOLL formulas
in Tables 4, 5, 2, and 6.

The separation of locations (which are interpretations of location variables) induced
by the use of the object separating conjunction is encoded in the formula F (X} xX;) (in
Table 5, equation (A.12)). For any two atoms A € £; and B € X, F.(A,B) encodes
the fact that if A and B represent non-empty list segments then the left ends of these
segments are disjoint.

The formula F¢ expresses the fact that the formulas of the form x € o are closed
under the equality between location variables and the relation between these formulas
and list segment constraints in .
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F(true) = 1 Feg = NxeLvars(g) X = x] (AT)
Fle=y) == Ah A A (E=ab=d) = k=1
F(x#y) = -x=y] (A.5) X, y,2ELVars(9)

F(IL ATL) = FIL;) AF(IT)  (A.6)

Table 4: Definition of F (IT) and F;, for an MOLL formula @ =TIALAA.

F(emp) =1 (A.8)
Fx—0)= A [xy.f] (A.9)
(fv)€0
F(Pa(x,y, 7)) = [Palx,y, )] @ [x =] (A.10)
F(Zi1#wX2) = F(Z1)AF(X2) (A.1D)
F(Z1%%p) = F(£1) AF(Z2) A A F.({A,B}) (A.12)

Aeatom(%;),Beatom(%,)

Fi({x1 = 01,00 = 02}) = —[x; = x9] (A.13)
F({x1 = 01, Pu(x2,2,p2)}) = =[x1 = x2] V [x2 = y2] (A.14)
Fe({Pa(x1,y1,11),Qp(x2,¥2,p2}) = =[x1 = x2] V [x2 = yo] V [x1 = y1] (A.15)

Table 5: Definition of F(X) for an MOLL formula ¢ = ITIAXAA.
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F(true) = true (A.16)
Fixe |J {w}) =V k=ul (A.17)
1<i<n 1<i<n
Pirea) = {EEGIFalan D) 7 0T g i)
[x € 0y] , otherwise
Fxgo))=-F(xe€o) (A.19)
F(xeaju U {ui}) =F(xea;)V \/ [x = u] (A.20)
1<i<n 1<i<n
FxeojUop) =F(xeca))VF(x€oy) (A.21)
FloyCop) = A [xea]=[xea) (A.22)
xeLVars(®)
A [Pal(xlayh?)}:}F(xlE(XZ)aifP(ll(xlaylv?)in(p
1 , otherwise
F(OC] CopU U {u,’}) = /\ [x S (X]] = ([x S (12] \Y \/ [x = M,’]) (A.23)
1<i<n xELVars(¢) 1<i<n
A (F(OC] Cap)V \/ F(u; 60(]))
1<i<n

A {[Potl(xhylv?)} éF(xl EG‘ZUUISiSn{ui}) ’ifPOCI (x17YIu?) Hl([)

1 , otherwise
Flog Copuaz) = A xeo]= ([xea]Vxeas]) (A.24)
xeLVars(¢)
A S [P (1,31, D) = Viepay F(xi € i) , if Py, (x1,51,7) in @
1 , otherwise
F(A1AA2) = F(A1)AF(A2) (A.25)
Fe= AN (k=Y]Al €a])=[xeq] (A.26)
xx o in @

AN [Paxy, D)= ke

Pa<xv%?> in ¢

Table 6: Definition of F(A) and Fc for an MOLL formula @ =IIAX AA.
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A.4 Boolean abstractions of NOLL formulas

Let @ =IIAX A A be a NOLL formula. We first introduce some notations for the predi-
cates in P parametrizing the logic NOLL.

We say that a sort R is of level i in P(in,out,rﬂ) iff:

- R=1(in) = t(out) and i :gor .
- Risofleveli—1in Q(v,b, b ), for some Q(v,b, b ) in £;(P).

A record field f € RefFlds is called of level i in P iff:

- fisusedin Xo(P) and i = O;>or .
- fisoflevel i—1in Q(v,b, b ), for some Q(v,b, b ) in X;(P).

Note that, for any record field f of level i in P, T(f) = R — R’, where R is a sort of
level i in P.

[x=y] foreveryx,y € LVars(9) s.t. T(x) = t(y)
[x,y,f]  for every sub-formula x — 6 of @ with (f,y) €6
[Pu(x,y,Z)]  forevery sub-formula Py (x,y, 7) of @
[¥/,,f]  forevery field f of level i > 1 in some predicate P from @ and X’ € LVars(9),
such that ©(f) = R — R’ and t(x") = R, for some sorts R and R’
[xea] forevery x € LVars and o € SetVars variables in @ s.t. T(x) € t(at)

Table 7: Definition of the set BVars(F(@)) of boolean variables used in F(¢).

The formula F (@) is defined over the set of boolean variables BVars(F(9)) intro-
duced in Table 7. Thus,

F(@) = F(IT) ANFoy NF(X) N Fyet NF(A) NFe, (A.27)

where the sub-formulas F(II), F,,, and F(X) are defined as in the case of MOLL for-
mulas (see Appendix A.3). The sub-formulas F(A), Fe, and Fy,, are defined in Table 8
(for F(A) we give only the cases which are different w.r.t MOLL formulas — Table 6).

Concerning F(A), it is now necessary to take into consideration the typing con-
straints on the variables. Thus, the only modifications concern the definition of F'(x €
061) and F(x € 0 UUISiSn{ui})'

Concerning F¢ and Fy,, it is necessary to add more constraints because atoms of
the form x € e may impose that x belongs to some inner part of a list segment described
by a recursive predicate Py (x,y, 7).
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[Xe al]/\[POLl (Xh)’h?)}a ifP(X] (xlvyla?) in ¢ and T(X) € T((X])

Flxeap) =

[x €ay], if o is not bounded to a spatial constraint in @ and t(x) € t(al;)
false, otherwise
Fxeoqu |J {u}) =Fxeo)v \/ x=u]
1<i<n 1<i<n
©(x) = ()
Fe= N (k=x]A[€a])=[xeq]
xx',00in 0]

AN Py D) = kel
Py(xy,Z) in @

A A [x’ea]<:>< \/ [x’,,,f])

X, Py(x,y,7)ing foflevel i in P
t(x') of level i > 1in P

Fiot = /\ for any [x1,y1, f], [x2,¥2,f] € BVars(F(¢)) different variables
b1 = x2] = [x1,y1, 1@ [x2,2, f]
/\ for any [xy, -, f], [x2, -, f] € BVars(F(@)) different variables
1 = x2] = [x1, -, f] @ [x2, -, f]
/\ for any [x1,y1, f], [x2,-, f] € BVars(F(9))
1 =x2] = [x1,31, f] @ [x2, - f]
/\ for any [x1,y1, f], [Pa(xz,yz,z_f)] € BVars(F(9)) s.t. f € RefFldsy(P) and x € LVars(@)
by =x] Afx € of = [x1,y1, f] D [Pa(x2,32,23)]
/\ for any [x1,, f], [P(x(xz,yz,z_f)} € BVars(F(@)) s.t. f € RefFldsy(P) and x € LVars(¢)
b =x]A[x € o] = [x1,-, f]© [Pa(x2,32,23)]
/\ for any [Po(x1,y1,21)], [Qﬁ(xz,yz,?f)] € BVars(F (o)) different variables
s.t. RefFldsy(P) N RefFldsy(Q) # 0
and x,x’ € LVars(9) s.t. t(x) = t(x’) is of level 0 in P and O

xe o] Al € BIA[x =] = [Pa(x1,1,21)] @ [Qp(x2,72, 23)]

Table 8: Definition of F(A), Fe, and Fy,, for an NOLL formula @ =TIAXAA.
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A.5 NOLL graph homomorphism

Let G| be a NOLL graph and G, a complete NOLL graph. We first explain how edges
denoting recursive predicates in G shall be mapped to paths of G by a homomorphism
h:V(G1) — V(G3) (in Section 6.3 we have explained only the case of recursive pred-
icates in MOLL). Along with the characterization of the path corresponding to some
edge e € Eg(Gy) we also present the definition of used(e) needed to put separation
constraints as explained in Section 6.3.

Let e = (n, Py, nt,n') be an edge in Eg(G), where Py is a predicate not in MOLL
and defined by:

P(in,out,i%) £ (in=out)V
(E!u,7.20(in7uu7uﬁ)*21(77%) * P(u,out,%))

Zo(in,uU7UM) m=inw 0, where {(h;,v;) |1 <i<k} C0C{(f,w)]| f € RefFlds,w eV}
Z](V,Iﬁ) n= Ql(vl,bl,b_>1)*...*Qk(vk,bk,b_k>) with bi,z QI%, and Q; € P, for any i.

Intuitively, P(in,out,lﬂ) describes a list segment from in to out where every ele-
ment points to k nested lists described by Q;, 1 <i < k. Note that the list described by
Q; is referenced by the field #;, it starts in v; and ends in b;.

The definition of & requires that there exists a sequence of nodes T = my, Ty, ..., T
in G s.t. Ty = h(n), T, = h(n'), and for every 1 < i <t — 1, one of the following holds:

— let V; be the set of nodes, which is the union of &;, Wy, and all the other nodes
connected by points-to edges to T; or ;1. Then, Ep(G>) contains some set of edges
between the nodes in V;, which prove that Xo(in,u U VU m)[zn > Xiy U > Xig ]
holds, where x; is a variable labeling 7; and x;1 is a variable labeling 1, that is,
for any (f,w) € 0, either

e w =y and then Ep(G>) contains an edge (7;, f,T;+1), or
e we nhb and then Ep(G») contains an edge (m;, f,v), where v € V(G3) is labeled
by w, or
e w € ¥ and then, there exists a node n,, € V(G,) such that (n;, f,n,,) € Ep(G2)
(note that this node is unique).
Moreover, for any 1 < j <k, there exists a homomorphism /; from G';, the NOLL
graph of Q;(y;,b j,;_;), where y; is a variable labeling n,;, to G (by definition,
h; will map the node labeled by y; to nv_j). For any 1 < j <k, let edge; be the
only edge of G';. The fact that the predicates Q;(y;,b;, b_;) are * separated in the
definition of P is enforced by: for all j # j/, for all edges a in used(edge;) and b in
used(edgej), (a,b) € Q.(Ga).
We define used(e); as the union of (1) the set of points-to edges in Ep(G,) used to
prove that Xo(in,ulU v Unhb)[in — x;,u — x;11] holds and (2) used (edge ), for all
1<j<k

— there exists an edge ¢’ = (ni,Pé,n7,ni+1) in Eg(G>) and P’(x,?,y) = P(x,Z,y).

where x and y are some variables labeling 7; and 7; 1, resp., and z and 7’ are some
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ﬁ
vectors of variables labeling 7 and m’ such that h(ml[i]) = m'[j] implies z[i] = Z'[].
We define
used(e); = {(€',f) | fis arecord field in £o}.

We define used(e) = || <j<,_ used(e);.

Above we use the fact that the entailment between recursive predicates can be
checked syntactically in polynomial time.

A (complete) NOLL graph is called of level n if it represents a NOLL formula over
a set of predicates P with at most n levels of nesting. Note that NOLL graphs denoting
MOLL formulas are of level 0. The definition of an homomorphism is recursive in the
sense that the definition of an homomorphism between two NOLL graphs of level n uses
the definition of an homomorphism between two NOLL graphs of level n — 1.

Next, we give the formal definition of the substitution I" for set of locations variables
in A(G) to terms over set of locations variables in A(G2), defined by the mapping of
edges in Eg(G)) to paths in G,. Thus, let a be a variable in A(Gy). If o is not bounded
to a spatial atom then I'(0) = o. Otherwise, suppose that there exists e = (n, Py, 7t ,1)
in Eg(Gy). Then, I'(a) is the union of all set of locations variables bounded to spa-
tial constraints denoted by Er(G>)-edges in used(e) and all singletons {x}, where x is
variable labeling the left-end of a points-to edge in used(e). Formally,

(o) = U BU U {x}.
¢ = (n,f,n') € Ep(G2) Nused(e)

.
/= ! 1.1 €ER(Ga)wsed e il e

A.6 Properties of NOLL graph homomorphisms

Note that any NOLL interpretation (C = (S,H),J) can be represented by a NOLL graph
(V,EP,ER,ED,K,Q*,A) where

V is the set of locations used in the definition of H and the image of J,

Ep is defined according to H, i.e., (I, f,I') € Epiff H(I,f) =1,

- Er =0,

Ep contains any pair of distinct locations,

0(x) =1 iff S(x) =1 and {(x;) = [, with x; & dom(S), for every location / which is
not in the image of S,

— Q, contains any pair of distinct edges, and

— A is the conjunction:
N a= U {1}
)

ocdom(J) leJ(o

In Section 6.3 we have defined homomorphisms from NOLL graphs to complete
NOLL graphs. In the following, we also consider homomorphisms between NOLL
graphs which are defined in a similar way (in the definition of used(e), for some edge
e, we consider that A(G») is empty).

Lemma9. Ler (C = (S,H),J) be a NOLL interpretation and ¢ a NOLL formula. If
there exists an homomorphism from the NOLL graph of ¢ to the NOLL graph of (C,J)
then, (C,J) is a model of @ .
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Proof. First, suppose that there exists an homomorphism 4 from the NOLL graph of ¢
to the NOLL graph of (C,J). Note that this homomorphism is unique and it is given by
the labeling with location variables. We prove that (C,J) is a model of ¢ by induction
on the length of ¢:

— when @ is an atomic formula the claim is straightforward.

- let@=TIA(Z*x+— {(f,y)}) AA. We have to show that there exists C; and C; such
that (C1,J) EIIAZAA, (C2,J) Ex— {(f,y)}, and C = C| * C;. The homomor-
phism A requires that there exists an edge (h([x]), f,A([y])) in the NOLL graph of
(C,J) which corresponds to the fact that there exist two locations /,/’ € Loc such
that S(x) =1, S(y) =, and H(l, f) = I'. We define C| = (S,H, ), where H| is de-
fined exactly as H except for (/, f) where it is undefined, and C; = (S2, Hz), where
H, is defined only for (1, f) by Ha(l, f) =1, S2(x) =, and S»(y) = I'. By defini-
tion, we have that C = Cy *C; and (C»,J) = x: f — y. Furthermore, the * separation
between X and x — {(f,y)} implies that the edge (h([x]), f,h([y])) is not involved
in other paths from the NOLL graph of (C,J) corresponding to edges in ¢. Thus,
h remains an homomorphism from ITAX A A to (Cy,J) and consequently, by the
induction hypothesis, (C1,J) EIIAXAA.

— let @ =TIA (2% Py(x,y, Z)) AA. We have to show that there exists C; and C; such
that (C1,J) ETIAZAA, (C2,J) = Py(x,y, Z), and C = C} % C;. The homomor-
phism £ requires that there exists a sequence of nodes T = (7,7, ..., ) in the
NOLL graph of (C,J) satisfying all the properties in Section A.5. Since (C,J) is a
concrete model, there are only points-to edges between every two successive nodes
in 7. The proof proceeds as in the previous case, where the domain of S con-
tains all the pairs (I, f) corresponding to points-to edges in used(Py(x,y, 7)) and
the domain of S¢1 = dom(S€) \ dom(S2). As in the previous case, & remains an
homomorphism from ITAX A A to the NOLL graph of (Cy,J).

— the cases ¢ = ITA (Zx,x = {(f,y)}) AA and @ = ITA (£, Py(x,y, 7)) AA can
be handled in a similar manner.

- let @ =IIAZA(AAt Ct'). We have to show that (C,J) is a model of ¢. First,
note that the normal form of II AX A A may contain fewer edges that represent
recursive predicates. This is because we have possibly removed a constraint that
shows that the data structure described by some recursive predicate is included in
the data structure defined by some other recursive predicate. Thus, & remains again
an homomorphism from the normal form of IAX A A to (C,J) and by the induction
hypothesis, (C,J) = IIAXAA. Then, the fact that / is an homomorphism from ¢
to (C,J) implies directly that ¢ C ¢ is satisfied in (C,J), which concludes the proof
of this case.

— the cases 9 = (IIAx=y) ALAA and ¢ = (ITAx #y) ALAA are easy to prove. O

Lemma 10. Let (C = (S,H),J) be a NOLL interpretation and @ a NOLL formula. If
(C,J) is a model of ¢ then, there exists an homomorphism from the NOLL graph of ¢
to the NOLL graph of (C,J).

Proof. Let G| be the NOLL graph of (C,J) and G, the NOLL graph of ¢.
We first prove that for any node n, in G, there exists a unique node n; in Gy such
that varsg, (n2) C varsg,(n1). Suppose that this is not true for some node n, in G,.
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Then, there exist two location variables x and y which label different nodes in G| and
the same node in G (the fact that they label the same node in G, means that the equality
x =y is an atom of ¢). But, this is not possible because (C,J) is a model of ¢. The fact
that the node n; is unique follows from the definition of NOLL interpretations where
the interpretation of a location variable is a unique location.

We define a mapping 4 : V(G2) — V(G)) such that, for any np € V(G2), h(ny) is
the unique node in G such that varsg, (n2) C varsg, (n1).

It can be proved by induction on the length of @ that £ is an homomorphism from
G» to G1. We describe only one of the cases, the others being similar:

—let g =TIA(Zxx— {(f,y)}) AA. The semantics of * implies that there exists
Cj and C; such that (Cy,J) EIIAEAA, (C,J) Ex— {(f,y)}, and C = C; xC,.
By the induction hypothesis, we obtain that the projection of % on the variables in
ITAX A A is an homomorphism from the NOLL graph of IIAX A A to the NOLL
graph of (Cy,J) (note that if @ is in normal form then so is IIAX A A — by removing
one points-to constraint, we can not deduce new (in)equalities). We also obtain
that there exists an homomorphism /' from the NOLL graph of x — {(f,y)} to the
NOLL graph of (C,,J). This clearly implies that the mapping & defined above is an
homomorphism from the NOLL graph of ¢ to the NOLL graph of (C,J). O

The following lemma is also an easy consequence of the homomorphism definition.

Lemma 11. Ler G, Gy, and G3 be three NOLL graphs. If h is a homomorphism from
G to Gy and h' is a homomorphism from G to G; then W o h is a homomorphism from
G to Gs.

A.7 Correctness of CheckEnt1

Proposition 2. Let ¢ and @' be two NOLL formulas. If there exists a homomorphism h
from the NOLL graph of ¢’ to the NOLL graph of @ then ¢ = @'.

Proof. Let (C,J) be a model of @. By Lemma 9, there exists a homomorphism 4’ from
the NOLL graph of ¢ to the NOLL graph of (C,J). Then, by Lemma 11, K oh is a
homomorphism from the NOLL graph of @' to the NOLL graph of (C,J), which, by
Lemma 10, implies that (C,J) is a model of ¢'. O

Theorem 6. Let ¢ and ¢ be two NOLL formulas in normal form, Gy the complete
NOLL graph of ¢, G» the NOLL graph of ¢/, and h: V(G2) — V(G)) s.t. varsg,(n) C
varsg, (h(n)), for any n € V(G,). Then, ¢ = @' iff h is total and a homomorphism from
G, to Gj.

Proof. First, suppose that % is total and a homomorphism from G> to G;. The proof
of the fact that @ = ¢’ is very similar to the one of Proposition 2. The only differ-
ence comes from the fact that 4 is a homomorphism from the NOLL graph of ¢’ to
the complete NOLL graph of @. Thus, let (C,J) be a model of ¢. Recall that # maps
edges of G, to paths of G; that under certain restrictions. Let E; be the set of edges
in used(e), for some edge e € Ep(Gy) UER(G»). Note that (C,J) is also a model of
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the constraints denoted by the subgraph G of G| where Ep(G}) = Ep(G1) NE; and
Egr(G}) = Er(G1)NE; (the other components of G/ are defined exactly as in G). More-
over, h is a homomorphism from G, to G}. By Lemma 9, there exists a homomorphism
I’ from G| to the NOLL graph of (C,J). Then, by Lemma 11, #’ o i is a homomorphism
from the NOLL graph of ¢’ to the NOLL graph of (C,J), which, by Lemma 10, implies
that (C,J) is a model of ¢'.

Now, suppose by contradiction that @ = ¢’ and 4 is not total, that is, there exists
n € V(G>) such that for all n’ € V(Gy), we have that varsg,(n) € varsg, (n'). Then,
there exist two location variables x and y which label different nodes in G; and the
same node in G;. Since @ is in normal form (it contains all the implicit equalities) there
exists some model (C = (S,H),J) of @ s.t. S(x) # S(y). It can be easily seen that (C,J)
is not a model of @', which contradicts the hypothesis.

Now, suppose that 4 is total but not an homomorphism from G, to Gj. It can be
proved that if one of the conditions from Section 6.3 is not satisfied by & then ¢ = ¢’
doesn’t hold. We give only some representative cases:

— suppose that there exist two nodes [x] and [y] in G5 such that ([x],[y]) € Ep(G2) and
(h([x]),h([y])) € Ep(G1). The latter together with the fact that ¢ is in normal form
(that is, ¢ contains all the implied inequalities) implies that there exists a model
(C=(S,H),J) of @ where S(y) = S(x). Clearly, (C,J) is not a model of ¢/ which
contradicts the hypothesis.

— suppose that there exist two nodes [x] and [y] in G, such that ([x], f,[y]) € Ep(G2)
and (h([x]), f,h([y])) € Ep(G1). First, suppose that x and y have the same type.
There are several cases to consider:

1. suppose that there exists no edge ([x],Py,[Z],[y]) in G; such that f €
RefFldsy(P). Let (C = (S,H),J) be a model of ¢. If H(S(x), f) # S(y) then
(C,J) is clearly not a model of ¢'. Otherwise, we have two cases:

(a) the link H(S(x), f) = S(y) is not included in a list segment specified by
a spatial constraint in @. Then, let (C’,J) be a model of @ where C’ is
obtained from C by removing (S(x), f) from the domain of H. Clearly,
(C',J) is a model of @ but it is not a model of ¢'.

(b) otherwise, if the link H(S(x), f) = S(y) is included in a list segment spec-
ified by a spatial constraint in @ then, the fact that G| is a complete NOLL
graph of @ implies that there exists a model (C’,J) of @ where x does not
belong anymore to this list segment (we use the fact that G; contains all
the implicit spatial constraints). This model is obtained by introducing a
fresh location which replaces the interpretation of x in this list segment.
Clearly, (C',J) is not a model of @'.

2. otherwise, the fact that G; contains only recursive predicate edges
([x], Po, [Z], [y]) with f € RefFldsy(P) (and no points-to edges) implies that
there exists a model (C,J) of @, that contains a path of length two between
x and y with edges labeled by f (we use the fact that the recursive predicates
are kept in the complete NOLL graph only if there exist models where they
describe non-empty list segments of length greater than two). Clearly, (C,J) is
not a model of @’
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Now, suppose that x and y have different types and let (C = (S,H),J) be a model
of . If H(S(x), f) # S(y) then (C,J) is clearly not a model of @’. Otherwise, there
are two cases similar to 1(a) and 1(b) above. O

A.8 Program verification using NOLL

This section gives an example of verification conditions checked by our decision proce-
dure. The example is taken from the Nagios network monitoring software and concerns
the data structures described in Sec. 1, i.e., the hash table sharing all its elements with
a singly-linked list. To perform the verification, we work with the abstraction used in
Sec. 2, i.e., we use a linked list to represent the array structure in the hash table. There-
fore, the set of predicates @ is the one defined by eq. (2.2)—(2.4).

The data structures used are declared in Fig. 11a: s11_t for the overlaid linked list
and htb_t for the list of lists representing the hash table. The procedure of adding a cell
in the overlaid data structures is given in Fig. 11b.

1: typedef struct _sll_t sll_t; /* add a value to the list */
2: typedef struct _htb_t htb_t; 14: sll_t* v = alloc_sll();
3: struct _htb_t {
4: htb_t* g; /* add v to hash table x */
5: sll_t* h; 15: htb_t* xi = ...; /* compute the entry */
6: }; 16: sll_t* vi = xi->h; /* get its list */
7: struct _sll_t { 17: v->s = vi; /* insert v */
9: sll_t* f; 18: xi->h = v;
10: sll_t* s;
11: }; /* add v to global list z */
19: sll_t* zi = ...; /* compute the entry */
/* global variables */ 20: v—>f = zi->f; /* insert after */
12: htb_t* x = ...; /* global htable */ 21: zi-—>f = v;
13: sll_t* z = ...; /* global list */ 22
(a) (b)

Fig. 11: Adding a cell in a hash table x overlaid with a list z.

We denote by ¢, the NOLL formula used to annotate the line ¢ of the program in
Fig. 11b, and by post, the post-condition of executing the statement at line ¢ starting
from @;. Some of the pre- and post-condition used for the verification are given in
Fig. 12.

The specification at line 14 is the invariant of the overlaid data structure: from x
starts a hash table and from z a linked lists such that the set B of the list objects is
exactly the set of objects of type s11_t used in the hash table. The allocation statement
at line 14 introduces a location labeled by v which is separated from the data structures
in the heap. (The constraint x ¢ 3 is implied by the semantics of the * operator.)

From line 15 to line 18, the program works only on the hash table data structure. We
can then use specifications that concerns only this part of the heap. At the line 19, the
frame rule for the field separating conjunction allows us to obtain a proof for the whole
overlaid data structure. The same manipulation is done for the lines 19-21, where the
programs works only on the list data structure. The same frame rule is used to restore
the data structure invariant at line 22.
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The first verification condition to be checked is post;, = ¢;5. The computation
of the normal form of post 4 introduces the implicit constraint LowListy(z,NULL) with
v € a(sll_t), but this edge is not used to map edges from the NOLL graph of yi5 to
the complete NOLL graph of post,.

The computation of the post-conditions introduces additional set of location vari-
ables when the statement unfolds a list segment, e.g., 0; and 0 in post;g. The en-
tailment post g = posts follows due to the mapping of the edge corresponding to
Hashgy (z,NULL) on the nested path from x to xi, from xi to NULL by the LowList, from
xi to xi’ (the successor of xi by field g), and from xi’ to NULL. This mapping allows
to prove the sharing constraint. A similar computation is done to prove the entailment
post,; = post), but on simpler paths for the List list segments.

=

014 := x # NULL Az # NULL A Hashg, (x,NULL) *, Listg (z,NULL) A = at(s11 t)
postyy := x # NULLAZ 7 NULLAV # NULLA
(Hash,(x,NULL) *,, Listg (z,NULL) ) % v = {(s,NULL); (f,NULL) } A
B=a(sllt)Avep
015 := X # NULLAV # NULLA (Hashg (x,NULL) % v — {(s,NULL)}) Av & o
postys 1= x # NULLAXi # NULL AV # NULL A
(Hashg, (x,xi) * Hashg, (xi, NULL) % v+ {(s,NULL) }) A
a=aUmAvEa
post;g 1= x # NULL Axi % NULL Av % NULL A
(Hashg, (x,xi) * Hashe, (xi',NULL) % xi — {(g,xi"), (h,v)}
v = {(s,vi)} % LowListg (vi,NULL)) A
a=ojUosU{xitUp AveEa
post]g = x # NULL Av # NULL A Hashe (X, NULL) AaU {v} =a/ Av € a
919 := 2 # NULLAV # NULL A (Listg (2, NULL) % v — {(f,NULL)}) Av & B
postjg 1= 2 7# NULLAzi # NULLAV # NULL A
(Listg, (z,2i) * Listg, (zi,NULL) % v = {(f,NULL)}) AB = B1 UB2 Av & B
postyy := z7# NULLAzi # NULLAv # NULLA
(ListBl (z,zi) * Listg, (zi' NULL) % zi = {(f,v)}xv = {(f,2i)}) A
B=PBi1UBU{zi} Ave¢p
posty; := z# NULLAv # NULLA Listg (z,NULL) ABU{v} = B" Av & B
022 := x # NULL Az # NULL Av # NULL A Hashgy (x,NULL) *,, Listgr (2, NULL) A
"=o/(s11t)Avep”

Fig. 12: Samples of pre and post-conditions for the example from Fig. 11.



