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Sophia Antipolis Cedex

Abstract— This paper presents a novel approach to self
calibrate the extrinsic parameters of a camera mounted on a
mobile robot in the context of fusion with the odometry sensp
Calibrating precisely such system can be difficult if the camara
is mounted on a vehicule where the frame is difficult to localie
precisely (like on a car for example). However, the knowledg of
the camera pose in the robot frame is essential in order to mak
a consistent fusion of the sensor measurements. Our apprdac
is based on a Simultaneous Localization and Mapping (SLAM)
framework: the estimation of the parameteres is made when ta
robot moves in an unknown environment which is only viewed
by the camera. First, a study of the observability properties
of the system is made in ordrer to charecterize conditions
that its inputs have to satisfy to make possible the calibraon
process. Then, we show on 3 real experimentations with an
omnidirectional camera the validity of the conditions and he
quality of the estimation of the 3D pose of the camera with
respect to the odometry frame.

. INTRODUCTION
In this paper, the problem of fusingdometry dataand

hypotheses.

However, this formulation imply to estimate simultane-
ously many variables of a complex and non linear system.
This rises naturally the question of tiedservability “ is it
possible to reconstruct the state given the inputs and mea-
surements? ”. To answer this question, an extended analysis
of the observability properties of system is proposed and
show that only a specific sequence of inputs can guarantee
that the estimation problem is well posed. To our knowledge,
such complete analysis does not exist in litterature (see
related works in section Il). Finally, our method and the
observability criterions are validated on real experirsent

This paper is organized as follows. Firstly, an overview
of related works is presented in section Il. Then. the
mathematical description of the system is proposed in sec-
tion Ill. Section IV presents the observability analysis of
the augmented system: a problematic class of input will
be fully discussed and used to construct a new class of

images from a single camera adressed. This association isinputs sequence which provides good observability proper-
often considered in mobile robotics since these two sensdiss. Section V provides the global implementation, which
are complentary. On one hand, the camera can acquire lidsbased on a SAM (Smoothing And Mapping) algorithm
of information about the environment but does not providevhich is more consistent than classical Extended Kalman
metric information; in the other hand, odometry provides aRilter. The experimental testbed is presented in section VI
estimation of the robot motion which compensate the absenaad results are presented and discussed. We conclude the
of metric information of the camera. paper in section VIl and give some perspectives.

Camera and odometry fusion is one of sensor combinaison
used to solve the simultaneous localization and mapping
(SLAM) problem when an horizontal robot motion is asumed
([6], [9]+tardog. In the latter papers, the calibration betweery Notations
the odometry frame and the camera frame is assumed to b
known. Moreover, latter approaches assume that the came
is aligned with the axis of the robot which can be difficult®
to vertify in practice. .

A novel approach to calibrate the camera and odometry
frames in 3 dimensions is proposed. It is based on a SLAM
framework. The main idea is that precise frame calibration
imply to acquire simultaneously data from both sensors. In
the case of odometry, this implies to make move the robot.
Then, the SLAM framework does not make assumptions
about the environment: making the calibration with this
framework allows to calibrate the sensor without using a
particular pattern which position with respect to the robot | _ .

. In the following, we use the notatioR; («) (respRy(a) or R («))
trajectory has to be known. Consequemly’ the SLAM frame designate th& x 3 rotation matrix arround the: (respy or z) axis with
work is well adapted to perform a calibration with fewan anglea.

II. RELATED WORK

Ill. FRAMEWORK

ZOur method is based on a SLAM framework. So, the
Eassical SLAM notation are used (see Fig.1):

x(t) the robot state which corresponds to the current
robot pose with respect to a reference frame. It is
assumed that the robot moves on the horizontal plane.
Thus, the pose is classically parametrized by the center
of the rear wheels axisxz(¢) and y(¢t)) and the ori-
entation ¢(¢t)) of the longitudinal axis of the robot.

In the following, the 3D position of the robot in the
global frame is noted(t) = [z(t) y(t) 0], and the

3D rotation matrix is note® . (A(t)).t



with respect to the camera frarhget my” ) be the euclidian
coordinates of a landmairk) at timet in the camera frame.
We have:

m ;) = RS (R.(0) (m — p;) — t) (2)

wherep, is made by the 3D coordinate of the robot frame
(ie. pr = [ y 0]7) andt is made by the 3D coordinates
of the camera in the robot frame (ie= [t, t, 0]7).

Finally, the azimuth and elevation angles are given by:

ap ) = atan2 (mg(i) (2), mg(i) (1))

m{ ) (3) ®3)
\/(mtc,m )"+ (mg, @)

IV. OBSERVABILITY ANALYSIS

ﬂt,(i) = atan

Fig. 1. Notations

) ) A. Introduction
o u(t) (linear and rotational speed: andw) the control

inputs of the model at timé measured from the wheels
encoders.

Before looking for a solution to the SLAM problem, we
want to know if such a solution exists. Thanks to the notion

. my; the ith_landmark state. Each landmark is a 3D_of observability we can answer the following question:

point parametrized by its euclidian coordinates with can wefind the |n|.t|al cond|t!on of a system given th?_
respect to the reference framef, y.;, and z(;) measurements and its dynamic? ”. Standard observability
w7 3 K3 .

Concatenation of all landmarks stateds analysis does not relate to the values of the inputs and just

« 7(;(t) the measurements of landmarkt timet. If all solves the problem othe existenceof inputs that make

the landmarks are considered, the notaién) is used. the initial condition locally distinguishable (which imes

In this paper, we assume that only a bearing informatiowat the system is observable). In the following, a slightly
is extracted from the images and the measuremeﬂilﬁerem problem is addressedwhat are the conditions on

vector is made by two angles (azimuth () and the inputs that make the system observalile

elevationfi; (t)). B. Classical analysis
o x¢ the camera pose expressed in the local robot frame
defined by two translationst,( and ¢,) and a3 x 3
rotation matrix Re = R.(7:) - Ry(vy) - Ra(72))-
Since the robot moves on the plane, it is impossible t
differentiate thez translation coordinate of the camera
with the z landmarks coordinates (any value @f can
be valid if we switch all thex landmarks coordinates).
Thus, we assume that the center of the camera is in t

At a first step, the problem is stated in terms of the
observability of acontinuous systemwith the evolution
deel defined by:

Moreover, we assume only one landmark in this study.

The system defined by equatioP is affine with respect
to the commanda = [v w]|’. So, we can do a classical
ﬁ\@alysis observability based on the Lie derivatives ([4]¥ 0
with respect to the vector field§ andfs defined by:

planez = 0.
I_n the following, we ommit to_pre(_:ise that, p, u andz are { f; = [ cosf sinf 0 Oixs ]T @)
time-dependent in order to simplify the notations. £=[0 0 1 Oiyg }T
B. Description of the system The system is observable if it exists a full rank observgpili

h is classicaly d ibed b ut matrix in which each line is defined by a Lie derivative of
The system is classicaly described by an evolution €aug-\yith respect tof; and/or f;. However, it is now well

tion which provides its dynamic in function of the inputsk own that the SLAM problem is not observable: the 3
(the odometry readings) and a measurement equation Wh'ﬁ t columns of the observability matrix (associated to the

links the camera rpeasurement to the state. robot state) is a linear combinaison of the 2 last (landmark
1) Model equation: . _ _ coordinates) (see[5]). This can be easily understood since
In this work, the evolution equation provides the dynamic o(imy rigid transformation (2 degrees of freedom in transfati
the odometry frameand not the camera framg. We have: 44 one degree of freedom in rotation) can be applied to the
SLAM solution. In practice, the problem is fixed lsgtting
{ ST the initial robot pose to zero without uncertainty. In the
[tz &y 4o Jy Y- wm]=[0 0 0 0 0 0”3N}(1) following, we do not consider this “ problem " as a lack
of observability since it has a very simple interpretation.

[ g 6] =[Vcos# Vsind w]

where N stands for the number of landmarks.

2) Measurement equ_atlon: . . 2]t corresponds to high level information which can be dedutem the
Measurement are constituted by azimuth and elevation angigxel measurements in the images.



Consequently, we search for an observability matrix of ranwherez ;) = x(;) —x —t, cosf +t, sinf andz gy = yqy —

8 and not of rank 11 (since it is impossible). Now, let ugy — ¢, cosf — t,sin6. If more landmarks are considered,
consider the matrix defined by: two similar vectors in the kernel of the observability matri
will be present. So, in any case, a loss of rank of 2 in the

0
jLLf observability matrix occurs when _the inputs are cons_tadt an
de: the system is not observable. A dlre_zct consequence is that th
0= de1f2 G full system (wheny, and~, are considered) is not observable
delfl with this set of inputs.
dL3,¢,2 2) Global proof of the non-observability:

It can be shown that the rank @ is equal to 8, so the In this pgragraph, a global propf of the non_-observa_bility
system is observable. Thus, there exists a sequence oinp foperty in the case of constant inputs is provided. It wall b
that make possible the computation of the xc and m shown that several values for t.he states can lead to.exactly
(up to a global translation and rotation far and m). If the same outputs. In the following, the full system (with

the map has more than one landmark, the system remafml(_jzy) is con&derzdt h bot ¢ ¢ q
observable since the computation of the rest of the map can et us assume that the robot inputs are constegta

be viewed as a single mapping problem. However, this resdl\‘gl) Only one Iandmarkm% |shconS|d|eredd|n a flrfsthstepb
is not informative about the kind of trajectory which really oreover, as we assume that the initial condition of the tobo

makes the system observable. In the following, a problema tatef Its knov:/nt the wholztr?dectory IS a?su:netito be”k;\r(])wn
sequence of input is studied in order to construct a sequen g, I two solutions provide the Same outpuls, they wi ar

of inputs which makes the system observable. e same values op — [z y 0]" andd Let us consider
the true solution for the landmark parameters (), the

C. Example of a problematic set of inputs camera translationt] and the camera rotation matriR().
. . An alternative solution which provides the same outputs$ wil
1) Observability analysis:
be noted with a hat.
Let us consider the classical case in wich the inputs are S
If two solutions produce the same outputs, the projection
constant ¥, and wp). In this case, the robot moves along : .
. . ; of the landmarks coordinates on the unit sphere centered on
a circle with a radius equal t&,/w,. Moreover, we assume -
) the camera frame have to be equal in the 2 cases at every
for this example that the angleg, and v, of the camera
are known and equal to zero (so, the axis of the camet'me Thus, the landmarks coordinates in the camera frame
q ' t8r the first solution are proportional to the landmarks dbor

is aligned with thez axis of the robot). Let us perform an
. . X : . nates in the camera frame for the second solution. Moreover,
observability analysis based on Lie bracket of this paldicu . ) : .
the coefficient of proportionality has to be positive. So we

case. There is only one vector field for the derivation:

have:
fs = [ Vocosf Vosind wy 0 0 0 0 0 0]" vt # 0, mf) = k(t)m{, andk(t) > 0 9)
(6) .
In this particular case, two vectors can be identified in th@/herem( =R (R.(-0)- (m@;) —p —t)) and mﬁ-) =
observability matrix, whatever the degree of derivation: RC . R.(—0) - (rﬁ(\i) -p _f) . At a first step, we search
r 031 T if (9) can be satisfied with a constant valig for k(t):
0 .
1 k(t) =0andk = ko (10)
w3ty
N (vo- wotyz) w2 @ Differentiating 2 tlme&n(l with respect to the time yields:
1 — —VO sin 6 — wOVQz() txwo)(y(l) y)+tyw0( (1)71‘)
Vo—woty )~ +w2t2 +“C — _RC. 2 _0). -
V()2 coswaOVOy(l)+tmw0(y2(1)70y)+tng(w(1)7w) m(z) - R (w RZ( 9) (m(l) p) (11)
2
(Yowory) el — 2uR.(=0+ 7/2)p + Ra(~0) )
and Substituingo?R..(—0) - (mg;) — p) = RCT-mfi)th in (11)
[ 03,1 ] leads to:
7w8tt+Vow0 C . . (12)
G a3 @ R (2R (=4 /2P - Ra(-0)5)
nz = V2 cos 0—wq Vi T Iw2 L1y —T w2 —1 . .. . .
. = Oy((‘ﬁ:wofy 2(rwgt2+ty 8v =) In consequence, differentiating (9) 2 times with respect to
Ve sin9+wovoz(7)+txw58y<1)fy)ftywé(mrz) the time and taking into account thaifi) = komfi) yields:
(Vo—woty ) +w?t2
i 0 | 1 Rge"Re. . 5 R (—0)p — w?
LROR (2sz( 9+ 7/2)p — Ra(—0)p — w t) 13

3The values associated tg. and~y, are removed. 2R (=0 + 7/2)p — R.(—0)p — w’t



Substituingp andp by their particular values in (13) yields:

T —wgtz —wgﬂ
LRE"RE | w2ty + Vowo | = |—wif + Vi (14)
o 0 yO owo | = | —wg yo 0wo

—~T
Eq. (14) shows thaR¢ RC is a constant rotation matrix
which transforms a vector of the horizontal plane to an other
vector of the horizontal plane. In consequence, we have:

7 a —b 0
RC RC=1|b a 0| witha®?+5b*=1
0 0 1

Substituing (15) in (14) leads to &ax 2 system inkqga and
kob which solution is:

(15)

Vi —woVo (ty +ty )wi (tatn+tyty )
witZ+(Vo—woty)? N
—wo (Vo (te—(te)+wo(tyts—taty)))
wpt2+(Vo—woty)?

koa
’ (16)
kob =

Fig. 2.

lllustration of the observability issue wheiw is constant

So, the value ok is given by using the relation® +b> = 1
and the constrainty > 0:

(17)

landmark or the pose of the robot. It can be seen as a
kinematic constraint on the camera frame. Thadding
landmarks in the map will never eliminate any solution
for £, and £,. Finally, the new landmark position is defined
uniquely by (18). In the case of several landmarks, eq. (18)
would be applied for each landmark.

Finally, we hown that the system is not observable when
the inputs are constant. Moreover, any valuest;oiandt;

Then,R€ is completely defined by (15-17) and depends onlgan produce valid outputdlevertheless, there is only one
oN ty, ty, ta, ty, Vo @andwo. Finally, a unique solution for yajye possible of the camera rotation matrix and the

—

m; can
that the initial robot state is equal to zero:

1 —T ~

—

m(i) =

(18)

The previous constraints on the alternative solution fer th
calibration and the map was obtained with the assumpti

be deduced from (9), the valueRf and assuming map which satisfy the outputs whent, and 7, are given

This property will be used further to construct an obsemabl
trajectory.

3) Geometric interpretation:
In this paragraph a geometrical interpretation of the non
observability properties in the case of constant inputs is

Orﬂoposed. In the following, let us consider Fig. 2:

that k(t) is constant with respect to the time. Let us show
that no other solution exists fdr(t). Let us definek(t) = °
ko + k'(t). Applying (9) leads to:

m;) = kom(;) + &' (t)mf) (With kom{;) = m(;))  (19)

Thus, we have:

—

K (tmd, =0 (20)

Eq (20) implies thatk’(t) = 0 or mfi)
mfl.) = 0 implies that we made a measure for which the
landmark is at the center of the camera frame: we assume
that this solution is impossible. In consequence, we have
vt >0, k'(t) = 0.

We have shown that there exists an infinite number of
possible solutions for the camera pose in the robot frame
and the map which can produce the same outputs thant the
true solution. More particulary, any value 6f and#, can
be chosen. However, there exists only one rotation matrix
which is admissible for a translation vale Interestingly, .
the rotation matrix depends only on the true rotation matrix
the true camera translatioh,, £, and the ratio/y /wo (radius

of curvature of the trajectory). It does not depend on the

= 0. However,

The robot trajectory during a timé¢ is plotted in black:

it is a circle.

The true camera location is assumed to be the green
frame. The real landmarks are thus the green stars.
notice that there is a non zeroangle.

o The red frame, landmarks and trajectory stands for an

alternative solution for which we have shift the camera
frame on the trajectory defined by the green circle. In
that case, the camera motion durifg is the red circle.

If we apply a rotation to the new camera frame so that
the angle with respect to the tangent of the circle is
the same as in the true solution (the green one) and
apply a rigid transformation on the green landmarks to
ensure that their new coordinate in the red frame are
preserved, the bearing measurements will be exactly the
same. Moreover, it can be noted that the green and red
solution can be superimposed. This is a first illustration
of the non observability of this kind of trajectory.

The blue frame corresponds to a solution in which
the camera frame was moved on a trajectory with an
higher radius R’) than the true trajectoryH). The
transformation of the green landmarks to the blue ones
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Fig. 3. Geometric transformation between two equivalemtitgms in the
case of a circular trajectory. We assume that the true solus the green
one. The blue one is one of the equivalent defined by tranglatie camera
frame of \ in direction x.

condition for m’ to belong to the intersection is that the
solutions share the same homothetic factor. This factor is
defined by the ratio between the true radius of curvature
of the camera trajectory and the alternative one. The radius
of curvature of the camera trajectory can be expressed as a
function of its position and/w (see Fig. 3):

R=

t3 + (ty — v/w)? (21)

So, the problem can be stated as the proof of the existence
of a solution for the following system:

o+ (t, —p1)? \JtL7 A+ (t, — p2)? 2
t% + (ty —p1)? tg% + (ty - p2)2
that we can rewrite as
t/2+t/_ 2 t/2+t/_ 2

B4ty —p)® B+ (ty—p)
To solve this problem, we propose to study the function
defined by:

% + (t, — p)*

P%k(l)):m

(24)

corresponds to a similitude with an homothety factor
of R'/R. Since a similitude conserves the angles ant can be shown tha" is always of the sign of the following
shape trajectory, the bearing measurements of the blgelynom:

solution will be exactly the same than the one prowded Lo o ) , 5 o
by the green solution. This is another example of the P(p) = (ty—ty)p"+(ts ty)p+(ty—ty) (t,+tz) (25)

obsler\;ablhty issue which introduce the problem of therpree cases have to be considered depending on the degree
scale factor

2417~

Remark 4.1 (Case of the straight line):
The case of the straight line trajectorw (= 0) is also
unobservable. It can be viewed as a limit case of the circular
trajectory.

1)

D. Case of multiple arcs of circle

Now, let us consider the case of a trajectory whefe
is piecewise constant. It is equal @ betweent, and
t1, equal tops # p; betweent; and ty, etc... Thus, 2)
the trajectory is composed by connected arcs of circle
with different curvatures. Let us denote, ¢, and~ the
true camera pose anch the true landmark position. As
in the previous paragraph, we will denote with a prime an
alternative solution that provides the same outputs. We can
notice that:

« if we consider only the part of the trajectory between 3)
0 andt;, we can choose any values fgr and t’ and
compute then/ andm’. Let S; be the set of alternatlve
solutions for this trajectory.

« if we consider only the part of the trajectory between
t; andt,, we can choose any values fdr andt and

of the polynomP(p):

t, # t,. In this caseP(p) is a parabola and two real
roots exist' In consequence, the sign @ﬁ% changes
two times whenp is describingR. This means that
for a valuep, it may exist at the maximum two other
valuesp, and ps that can satisfy the constrain. So, as
we have 3 constraints to satisfy with different values
of p (which impliesk(p1) = k(p2), k(p1) = k(ps),
k(p1) = k(p4)), one of the constraints will be always
impossible to satisfy.

t, =t butt, # t,. In this caseP(p) is a line and has
one real root. In consequence, the sign‘é@fchanges
one time wherp is describingR. This means that for a
valuepy, it may exist at the maximum one other value
p2 that can satisfy the constraint. So, one constraint
will be always impossible to satisfy if the radius of
curvature change two times.

ty, =t butt, =t,. In that case |s always equal to
zero. So all the constraints are always satisfied. This
corresponds to the case where the alternative solution
is the true solution.

Finally, we have shown a sufficient condition of observ-

compute thern/ andm’. Let S, be the set of alternatlve
solutions for this trajectory,
e etc...

abilty in the case of a constant piecewise commahthe

ratio v/w takes at least four different values, there is only
one value possible for the camera positionThis property
is stronger than classical observability properties sibég

If we have an alternative solution for the entire global

trajectory, it has to belong t6; NS> N...Sy. A necessary

It is easy to check that the discriminant of the parabola Hitjve.



global and not limited in a neighbourhood of the solutionsimilar computational complexitybut a better consistence
At the limit case, a continuous variation ofw keeps the since it can correct past estimation errors.
system always observable. It remains also possible to extract some covariance pa-
E. Conclusion of the analysis rameters, like the covariance matrix associated to thesntirr

' pose or the camera parameters

To conclude the observability analysis, three main results ginally, our estimation algorithm can be summarized up
have been demonstrated: as follow:

1) First, we showed that the system of SLAM augmented 1) First, we assume that we have an estimation at time
with the camera position in the robot frame is observ- (%, 1€ and ™
able. So, it exists a set of inputs that makes the true 2) Then. we use the odometry measurement to make
solution distinguishable in a neighbourhood given. a prediction ofx;; from uX (we denotex;; this

2) Then, we showed a case where the system can not prediction). We concatenate this vector witff,, to
be observed: the radius of curvature of the trajectory have a linearization trajectory: '

is constant. This implies a necessary condition on the

inputs: the ratiov/w has to change. = x0T (27)
3) Finally, we showed a sufficent condition on the inputs

to make the system observable. The value b has

to take four different values. This property provides

us with a global observability. However, we guess that

one changement of radius can make the system IocaIIy4

observable but we did not prove it. Nevertheless, the S

condition of four different values fow/w is very

simple to satisfy and provides strong properties.

3) We apply the SAM equations with%,,, u¢ and ™
and all the measurements to compute the information
parameters of the full systenf2(and¢)

) The estimation of all the statgsis given byQ—1¢.

) Finally, new values fop%,, u¢ and ™ are extracted
from L.

B. Initializations

V. IMPLEMENTATION 1) Robot first pose:
A. Filtering algorithm We recall in the observability analysis that the overaltsys

The implemented method for solving the SLAM problemPf SLAM s observable up to a global translation and
is based on a Smoothing And Mapping (SAM) approacketation. To overpass this problem, the initial robot pose |
([2], [6]). It is a filtering algorithm which computes the fixed to zero without uncertainty. In practice, we can do
entire trajectory of the robot and the map using all thd by adding tIzx; to Qu:5.1.3; wheree is a positive value
measurement and inputs available from the starting instaery close to zerd.Obviously, i3 is set to zero.

So, at time, the state to estimate j8%,, xT,m'|7. Ateach ~ 2) Landmark initialization: _ .
step, we assume that we have a prediction of the trajectokgndmark initialization is not obvious. Indeed, we are in
(1<), the camera frameu€) and the landmarksyf®). the bearing-only case: landmarks cannot be initializedrwhe
These predictions are used to linearize all the equatiotieeof €y are seen for the first time. At least two observation
system. With the Gaussian asumptions on the errors (see #féh parallax are necessary. However, if the parallax is too
paragraph 111-B) and the linearization, the final probapili Small, landmark initialization can be ill-conditioned. u
density associated t{:x{:tﬁxg"mT]T is a Gaussian which |r_1|t|al|z_at|on can make Ieaq the_ SA_M algor|thrr_1 to diverge
information parameters are computed from the predicted'C€ it assumes that the linearizations are valid.
values, the different Jacobian and the covariances matrice N consequence, the initialization is delayed until it &xis
Q. and R, that were introduced in paragraph II1-B (Seeparallax enough to guarantee a consistent linearizatioenT

[2] for example to understand how these parameters atfae first and last observations is used to compute an initial
computed). value for the landmark. This value will be used in the next

Remark 5.1 (Gaussian representation): step to linearize all the equations in which the landmark

Information parameters are the dual representation of th@PPears. S
classical mean vector and covariance matrix. eand¢ be 3) Camera frame initialization:
the information matrix and vector associated to a Gaussiahn€ initialization of the camera frame parameters have to

are linked by: cannot set the intial information parameters to zero. Such
Q=x1 situation implies that we do not have any information about
&= Qu (26) the camera position. In practice, it leads to the impossibil

The advantage of the information representation is th® get an estimation of the landmarks parameters when the
sparsity of the information matrix whereas the covariance
matrix is almost full. So, efficient methods can be used to 5This is due to the fact that the EKF works with a covariancerimat
compute an estimation b@_lf. In comparison to the Ex- WhGICh size is proportional to the size of the map and whlchGSS_rparse.
. . . .. Obviously, we never extract the whole parameters which impda-
tended Kalman Filter which uses also a linearization methagnaily expensive and not very useful.

(but only on the current pose), the SAM algorithm has a "It will assume an initialization with a standard deviatiohge meter.



- o C e . . . Reference| Estimation 30 bounds
pbseryab|llty_cr|ter|op is not satisfied: the mformqtlomnmx ) 055 05575 05163, 0.5085]
is not inversible. This makes the algorithm to diverge. Borel || ¢, (m) -0.29 -0.2859 | [—0.3939, —0.1780]

Consequently, an initialization corresponding to the v (?e%) . 3955 00-250346 : [02020,0.8642; :
; te (M -0. -0. —0.2121, —0.1971
knowledge that we have on these parameters is used.|Ip . £y (m) 0 0.0227 | [=0.0416. —0.0039]
practice, we choose to set the parameters to zero and to add ~ (deg) 0 -0.0198 [—0.3349, 0.2953]

the corresponding information matrix: TABLE |
1m_2 0 0 NUMERIC RESULTS CONCERNING THE CAMERA PARAMETERS

Q= 0 1m? 0 (28)
0 0 S%degf2

It can be noticed that the estimation &f andt, is quite
This choice corresponds to a standard deviation of 1m afbnservative for theBorel sequencgthe 30 bounds are
t, andt, and5 degrees fory. This is reasonable for our much larger than the one provided for tKahn sequende
application? Howerver, the center is very accurate. This may be due to
a too conservative tuning of the covariances matriBas

VI. EXPERIMENTATIONS .
and Q, for the Borel sequence-inally, the angles are not

A. Experimental testbed perfectly consistant with the reference solution. Newalebs,
We tested our method on two different indoor real setaking into account the uncertainty on the reference angle
guences: (about 1deg) makes the solution consistant.

1) The first one, (calledBorel sequengewas acquired  Then, the SLAM results of our new solution were com-
by a robot with undeformable wheels which providepared with the results provided by setting the camera pa-
a precise odometry. In this expermient, the robot isameters to the hand-made references and assuming they are
driven in corridors. So, the global coherence of theerfectly known. Results are shown on Fig. 4. Concerning the
solution can be simply checked, Borel sequenceur results (in red) are very close to the ones
2) The second one (callddahn sequengewas acquired provided by using the reference parameters (in blue). Then,
by a robot equiped ofires. The contact surface is the results provided by our method for tk@ahn sequence
quite important and the tires are deformable. So, theiffer sligthly from the reference solution. Our result see
odometry is quite imprecise. To check the globamore accurate since the end of the trajectory is a bit closer
consistance of the solution, the end of the trajectorto the origin. Moreover, th&ahn sequencshows that very
is exactly the begin of the trajectory. This gives argood results can be achieved with poor odometry. Finally,
easy way to compute the global accumulated error. both results show that adding the camera parameters in the
Both robots were equiped with an omnidirectional camerg@stimation does not change the good behavior of the SAM
to measure the environment. Interest points are selectéd adlgorithm (moreover, it tends to enhance it).
tracked using algorithms adapted to omnidirectional casier 2) Observability results:
([3]). We converted images pixel coordinates in azymuth andinally, the relevance of the observability condition was
elevation angles with the unified projection model ([8],)[1] analysed. Results are presented on Fig. 5. They show that
The advantage of the omnidirectional cameras is that theur implementation is consistent with respect to the observ
provide a full 360deg field of view. The main drawback isability analysis. Indeed, th8c bounds begin to decrease
that image processing is more complex and takes more tinggnificantly (which means that the estimation really bepin
when the radius of the trajectory shows significant varietio

B. Results This validate both our implementation and the observabilit
1) Quality of our method: analysis presented in section IV.

The results of our method are provided in this paragraph. In

both cases, the solution of our method was compared to a VIl. CONCLUSION AND FUTURE WORK

solution provided by an equivalent SLAM algorithm in which
the camera parameters are assumed to be known. Both roboln this paper, we proposed an accurate and consistent
plateforms were designed to place precisely different@msns SLAM method in the context of non-calibrated fusion be-
In consequence, a fair reference can be got by Rand. tween image data and odometry. First, an original obselrvabi
Estimated values and the associagedbounds (99% of ity analysis was presented. Our study was not limited to the
probability) of the camera parameters are provided on tiableonly notion of observability. The problem of charactergsin
We can see that the parameters estimated are very closehe “ good inputs ” was clearly addressed and solved: we
the reference. It is important to notice that an initial stard  showed that the the radius of the trajectory has to change
deviation of one meter was used for the position parameteenough. To our knowledge, this is a new result: most studies
which represent a poor initialisation in terms of infornoati  limits the analysis to the observability condition (likeeth
study in [7]). Then, our implementation to solve simultane-
°The robots that we used have a length of about 1 meter. So,dhe 3,5y the SLAM problem and the camera frame calibration
bounds fort, andt, contains all the experimental platform. . . . .
was described. It is based on the SAM approach, which gives

9However, this reference is not as precise as a “ real ” grountti.tThis ) X
is particulary true for the reference enwhich is difficult to evaluate. in general better results thant the classical EKF.
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Our method was validated on real data. It gave very good computer engineering, 2003.
results: it was possible to recover the robot trajectorg, thl2]

map and the camera parameters in the case of a good odom-

etry (Borel sequengeand in the case of a poor odometry[3]
(Kahn sequengeFinally, the experimentations also validated
the observability analysis.
Future work will be focused on extending these results.
Two new problems will be considered:

1) Thez axis of the camera and the robot are not aligned.

So 2 more rotation angles have to be calibrated,

[4

(5]

(6]

2) Theintrinsic parameters of the camera are not known

and have to be calibrated by the SLAM algorithm

[7]

For each study, a complete observability analysis has to Bﬁ

done. It has

to be validated on real data.
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