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NUMERICAL HOMOGENIZATION: SURVEY, NEW RESULTS, AND
PERSPECTIVES

ANTOINE GLORIA®

Abstract. These notes give a state of the art of numerical homogenization methods for linear elliptic
equations. The guideline of these notes is analysis. Most of the numerical homogenization methods
can be seen as (more or less different) discretizations of the same family of continuous approximate
problems, which H-converges to the homogenized problem. Likewise numerical correctors may also be
interpreted as approximations of Tartar’s correctors. Hence the convergence analysis of these methods
relies on the H-convergence theory. When one is interested in convergence rates, the story is different.
In particular one first needs to make additional structure assumptions on the heterogeneities (say
periodicity for instance). In that case, a crucial tool is the spectral interpretation of the corrector
equation by Papanicolaou and Varadhan. Spectral analysis does not only allow to obtain convergence
rates, but also to devise efficient new approximation methods. For both qualitative and quantitative
properties, the development and the analysis of numerical homogenization methods rely on seminal
concepts of the homogenization theory. These notes contain some new results.

Résumé. Ces notes de cours dressent un état de I’art des méthodes d’homogénéisation numérique
pour les équations elliptiques linéaires. Le fil conducteur choisi est ’analyse. La plupart des méthodes
d’homogénéisation numérique s’interpréte comme des discrétisations (plus ou moins différentes) d’une
méme famille de problémes continus approchés qui H-converge vers le probléeme homogénéisé. De méme,
le concept de correcteur numérique s’interpréte comme une approximation des correcteurs introduits
par Tartar. Ainsi Panalyse de convergence repose essentiellement sur la théorie de la H-convergence.
Si on s’intéresse aux estimations quantitatives d’erreur, il faut faire des hypothéses supplémentaires
de structure sur les hétérogénéités (périodicité par exemple). Dans ce cas, un outil important est
Pinterprétation spectrale de 1’équation du correcteur introduite par Papanicolaou et Varadhan, qui
permet non seulement de démontrer des résultats quantitatifs, mais aussi de développer des méthodes
numériques efficaces. Qu’il s’agisse de propriétés qualitatives ou quantitatives, le développement et
I’analyse de méthodes d’homogénéisation numérique reposent sur des concepts fondateurs de la théorie
de ’homogénéisation. Ces notes contiennent quelques résultats nouveaux.
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1. INTRODUCTION

1.1. Motivation

Numerical homogenization methods (see [20,42,43], [6], [25], [17-19] e.g.) are designed to solve partial
differential equations for which the operator is strongly heterogeneous spatially. Such problems arise in many
applications such as diffusion in porous media or composite materials. We refer the reader to the bibliography
for details on the fields of application. By numerical homogenization, we mean that we compute not only
an “averaged” solution of the highly heterogeneous problem, but also the local fluctuations, which may be
important in many applications. We focus in this article on the prototypical problem of a scalar linear elliptic
equation: for some 1> gy > 0, find u., € H}(D) such that

—V-A,Vu, = f inD, (1.1)

on a Lipschitz domain D for some f € H~!(D). Here, the spatial dependence of the operator is encoded
in the function A.,, whose frequencies are assumed to be of order g, ! Academic cases are of the form:
A, (z) = A(z/eo), with A periodic, quasi-periodic or stationary in an ergodic stochastic setting. More realistic
models can be of the form: A, (z) = A(x,x/ep), where A(x,-) may be periodic, quasi-periodic or stationary for
all z € D, provided some suitable cross-regularity holds (see [4] e.g.). In all these examples, ¢¢ refers to the actual
lengthscale of the heterogeneities. A frontal approach to solve (1.2) numerically would require to discretize (1.2)
with a meshsize smaller than €y, which is prohibitive in practice. The aim of numerical homogenization is to
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benefit from the structure of A, to design more efficient methods, avoiding the use of fine mesh on the whole
domain D.

A first abstract step consists in imbedding (1.1) into a whole family of problems parametrized by ¢ > 0:
-V -AVNVu, = f in D, (1.2)

and which coincides with (1.1) for € = g¢. Since ¢ is small, a natural strategy is to pass to the limit as ¢ — 0
in (1.2), and solve the limiting problem at “c = 0” instead of (1.1). Of course, from a practical point of view
we are given A, and not necessarily {A. }.>0, and although £¢ is small, it is not zero and one should somehow
remember this scale in the approximation. These two concerns are addressed formally in this introduction. We
shall first quickly recall the main results of the H-convergence theory, and then show how to deduce a numerical
homogenization procedure from this theory using a “self-consistent” approach.

The rest of this survey is organized as follows. In the second section we introduce more rigorously these
numerical homogenization methods, and provide a qualitative convergence analysis using H-convergence. In
Section 3 we display a quantitative convergence analysis of the periodic case, putting in evidence the so-called
resonance error. We then present two standard ways to reduce the resonance error, windowing and oversampling,
and extend the qualitative convergence analysis to these cases. In Section 4 we turn to a more efficient way
to deal with the resonance error, based on the introduction of a zero-order term in the corrector equation.
We describe the approach on the approximation of homogenized coefficients, and prove the convergence of the
method using spectral analysis — which requires the matrix A. to be symmetric. In Section 5 we combine
the numerical homogenization methods with the regularization approach to reduce the resonance error, and
introduce another numerical corrector which approximates better the local fluctuations of the solution. We
then quickly mention in Section 6 two other numerical homogenization methods based on unfolding and on
harmonic coordinates, as well as a small collection of examples illustrating how the strategies developed so far
for the linear case can be adapted to the nonlinear case, and why new ideas are definitely needed.

A a general rule, most of the qualitative convergence results are proved in detail. For quantitative results,
the proofs are often omitted and precise references are given.

1.2. Self-consistent approach

In this paragraph we present a formal approach to compute an approximation of the solution of (1.2) which
takes advantage of the scale separation of A.. The justification of this approach will be given in Section 2.

The starting point of the self-consistent approach is the assumption that the solution u. to (1.2) displays the
same scale separation as A, in the sense that it can be decomposed as

Ue = Ue + U,

where

e 7. is a low frequency part (say with frequencies of order 1),
e . is a high frequency part (frequencies of order e~1) possibly modulated by a factor with frequencies
of order 1.

In particular, we assume that for every open bounded subdomain 7" of D

][11556-
T

Note that the fact that the solution wu. to (1.2) displays the same scale separation as A. may not be true in
general. This decomposition can be made explicit in the periodic case using the two-scale expansion [8]

ue(r) = uo(x) + cuy(z, g) + o(e),
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which yields . = ug(v) and 4. = eui(z, £) + o(e).

The self-consistent approach consists in deriving equations for w. and . as consequences of the fact that
Ue + e is a solution to (1.2). For the reasoning, we let U be an approximation of @, in some P1-FE space
Vi C H}(D) associated with a triangulation {7y} of D of meshsize H > ¢, and fg be an approximation of
f in the associated PO-FE space. We rephrase the question as: What is the link between u. g and A, 7 By
assumption, U. g + . is a good approximation of u. in H(D). In addition, the assumption on 4. reads on
each element T}

/ i = [T;]O(),
Ty

which we will assume to be zero for simplicity of the argument. Inserting “u. = U,y + %" in (1.2), we obtain
that 1. satisfies for all v. € H(Tx) N L3(Ty) (that is the functions of H}(T}) with zero average on T)

/ Vo, - A.Vi, = —/ Ve - AV g Jr/ Ve - AV (T, pr + Ue) + fHV:
Tk T aTk T

- V’UE . AEVﬂ&H

Tk

since fp is constant on 7} and ka ve = 0. Hence, we have

e one equation for . on each element T},
e compatibility conditions for . on 97T} (continuity at the interfaces).

This couples the scales € and H at the interfaces

We then make a local closure assumption, and impose %, = 0 on 9T — which implies that u. € H&(Tk) N
Lg(Tk). This decouples € and H. Indeed, on every element T}, by the Lax-Milgram theorem, u. € H&(Tk) N
L3(Ty) is the unique solution to: For all v. € H}(Ty) N L3(T})

/ Vo. - (Vg + Vi) = 0.
T

Define ¢% ; € Hj(Ty) N L§(Ty) for every k and every {e;}1<i<q (the canonical basis of R?) as the unique weak
solution to: for all x € HJ (Ty) N LE(Tk),

/ Vx - A(e; + Vi) = 0.
T

Then by linearity and using that Vu, g is piecewise-constant:

d
Ue = ZZ(aiﬂa,H)\Tkwf,i € Hy (D).
!

=

—_

Hence, setting W. = >, 17, (¥F,,--- vk ) € Hj(D,R?), we have for all ¢y € Vi and all é € H(D) such that
dir, € He(Ty) N L3(Ty) for all k,

/ V(6n + &) A4+ V)V, = / (611 + D) = / o1 fr
D D D

This allows us to obtain a closed equation for @, m by taking é=0: For all ¢ € Vi,

Z(V¢H)\Tk |:/Tk Aa(Id‘f'V‘I’a)} (Ve m)r, = /[)¢Hfa

k
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that is
/VqﬁH-A:_’HVﬂg’H z/qﬁHf
D D

with A7 Z 1\Tk/ (Id + VT,). So defined, AZ p is expected to have frequencies of order 1 (or say

H~1 at worst), but not e 1. We then finally obtain

QI

Ue 2557H+

d

ok

g g (0ie 1) |1, Ve -
%

=1

There are at least two ways to exploit this chain of arguments in practice at ¢ fixed. We start with the
“direct approach”, which appears for instance in [17,18,25]. The method is as follows: first approximate \I/]g by
, for all k using a FE method and a fine mesh of T}, (with meshsize h < ¢), then construct the associated

approximation of Al g
L = Zlm/ (Id+ VUt ),

define @, g, as the unique solution in Vg to

For all ¢ € Vi, / Vou - ALy, Ve mpn = / ouf, (1.3)
D D

and finally reconstruct an approximation of u. via

d

e = Tep+ > (O, n) YL e (1.4)
=1

k

This method amounts to approximating the low frequency part u. of uc, and to reconstructing the high frequency
part u. afterwards. Hence the equation is changed (A is replaced by A; H,h), but the finite element space is
the coarse space Vy (with H > ¢).

We now turn another point of view, which we call the “dual approach”. This method was introduced
in [42,43]. The starting point is the observation that the formula (1.4) amounts to looking for an approximation
of u. in the space

d
Ve = {¢H + D (0idm) WL

k i=1

¢HEVH}3

whose elements displays frequencies of order ¢! (via W, ;) but whose dimension is precisely that of the coarse
space V. We make use of the following notation: for all ¢ g € Vz g 1, we denote by ¢p the unique element
of Vg such that ¢ gn = dr + >, Z 1 (0i9m)|T, fzh (this identification will be used for @, g n € Ve m,n and
gy € Vg as well). The streamline of the dual approach is to keep the equation unchanged but replace the finite
element space Vi by Vz g,n. The approximation . g, = g + Y, zle(aiaH)‘Tk l/Jf,i,h of u, is then given by
the unique solution in V; g 5, to

For all ¢ n € Ve mns / Voo un - AVie g pn = / e HufH.
D D

We claim that we have e g n = Te g n+ Zle(amgﬂ,h)mwgi’h, where U, g 5, € Vi is the solution to (1.3)
obtained by the direct approach. Indeed, since ¥, ; has zero average on T} and fg is constant on T}, for all &,
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[p beinfa = [p ¢ fu. Likewise, since Voy is constant on each T,

/ Vd)s.,H,h 'AEVﬁs,H,h = / V¢H 'Asv'as,H,h - / Vd)H 'A;H_,hv'aH-
D D D

Hence the this equation coincides with (1.3) so that @y = e, m,n, which proves the claim.

This elementary construction using a formal self-consistent approach has allowed us to introduce two classes
of numerical homogenization methods (the direct and dual approaches), which coincide in this particular case.
In order to analyze the convergence of these methods, we’ll have to show that AZ ;; tends to some meaningful
quantity as € vanishes. This is where the H-convergence theory comes into the picture. Before we turn to
the core of the survey and present a rigorous theory to analyze the methods obtained by the self-consistent
approach, we complete this introduction with a short review of important results of the H-convergence theory.

1.3. H-convergence

Let D be a bounded open Lipchitz subset of R%, let 3 > a > 0, let M be the set of real d x d matrices, and
{ei}ticq1,...ay denote the canonical basis of R?. We denote by Mas(D) the set of measurable functions A from
D to Mg, such that for all ¢ € R? and for almost every = € D,

[A)El < Blel,  algf < € Alx)e.

The notion of H-convergence, introduced by Tartar [57] and developed by Murat and Tartar [50,51], is defined
as:

Definition 1. A sequence Ac in Myg(D) H-converges to some Ay € My g/(D) for some 3 > o' > 0 if for
every function f € H=Y(D), the weak solution u. € H}(D) to

~-V-ANVu, = f (1.5)

is such that
ue — ug weakly in Hy (D), (1.6)
A Vue. — AgVug weakly in LQ(D,Rd), (1.7)

where ug is the unique weak solution in HJ (D) to

This definition makes sense due to the following four properties.

Lemma 1. (1) (uniqueness) The H-limit of a H-converging sequence A, € Mqg is unique.

(2) (locality) Let As and B. be two sequences in Myg(D) which H-converge to some Ay and By, respectively.
If for some I' C D, the sequences A, and B. coincide on I' for all €, then Ay and By coincide on T’ as
well.

(3) (compactness) Let A. be a sequence in Mag(D). Then there exists Ag € Mgy g2/0(D), such that A,
H-converges to Ag up to extraction.

(4) (Urysohn property) A sequence Ac of Mag(D) H-converges if and only if all its H-converging subse-
quences have the same limit.

The definition of H-converges ensures that the weak solution u. to (1.5) converges weakly to the weak solution
ug to (1.8) in H}(D). In particular, Vu, does not necessarily converge strongly to Vug in L2(D,R¢). The defect
of strong convergence can be compensated by the introduction of a corrector field.
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Definition 2. Let A. be a sequence of Mqyg(D) which H-converges to some Ag. For all € > 0, we define the
corrector matriz C. € L*(D, M) by: for all i,j € {1,...,d},

ow?
(Cedis = 5,5
where wl is the weak solution in H} (D) to
~V-AVw! = —V - (Age;). (1.9)

By definition of H-convergence, A.Vw! — AOng weakly in L?(D,R%), and w! — w}, weakly in H'(D)
where w} is the unique weak solution in Hj (D) to

V- AoV = —V - (Age;).
This implies that ng = e;, and therefore,
C. — Id weakly in L?(D, M,),

where Id denotes the identity matrix. In addition H-convergence implies that, denoting by u. and ug the weak
solutions of (1.5) and (1.8),

Vu. — C.Vuy — 0 weakly in L'(D,R?).
We indeed have much better:

Theorem 1. Suppose that A, H-converges to Ay, and let u. and ug be the weak solutions of (1.5) and (1.8).
Let C. be given by Definition 2. Then

Vu, — C.Vug — 0 strongly in L*(D,RY).

In addition, if C- is bounded in L"(D, My) for some 2 < r < 0o, and Vug € L*(D,R?) for some 2 < s < oo,
then
Vu, — C.Vuy — 0 strongly in L'(D,R?)

where t = min{Q,i}.
r+s

The proof of these results essentially rely on the celebrated div-curl lemma, which will be useful for the
numerical analysis as well.

Lemma 2 (div-curl lemma). Let u. and v- be two bounded sequences in L*>(D,R?), which converge weakly in
L?(D,RY%) to some ug and vy. If V -u. is compact in H=1(D), and if V x v, is bounded in L*(D,R*¥*%), where

[V X velij == 0j[ve]i — O;[vely,

then the product ue - v. converges to ug - vg in the sense of distributions.

In view of these results, a natural candidate for the limit of A7 ;; as € and H go to zero is A¢. In the following

section we show how H-convergence can be used to prove the convergence of the self-consistent approach.

Throughout the text, we’ll make use of the following notation
e d is the space dimension ;
e D is a bounded open Lipschitz domain of R? ;
e M, denotes the set of d-dimensional real square matrices ;
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M s denotes the set of d-dimensional real square matrices which are a-elliptic and (-continuous ;
M3 is the subset of those symmetric matrices of Mo ;

for all p, Q, = (—p/2,p/2)?, and we use the short hand notation Q = Q1 = (—1/2,1/2)¢;

for all x € R%, T}, denotes the translation by x and for every measurable subset B of R?, T,B = {x +y :
y € B}

e for all z € R%, and all p > 0, Qp(z) :=TQp ;

. ngr(Q) denotes the closure of smooth Q-periodic function with zero average in the Hilbert space H'(Q)

I

e for all 1 < p < co, WHP(D) denotes the Sobolev space of p-integrable functions whose distributional
derivatives are p-integrable functions ;

e for all 1 < p < oo, W, ?(D) denotes the subspace of functions W'?(D) which vanishe on 8D in the
sense of traces ;

e () is the ensemble average, that is the periodic average in the periodic case, and the expectation in the
random case ;

e var[] is the variance associated with the ensemble average ;

e < and 2 stand for < and > up to a multiplicative constant which only depends on the dimension d and
the coercivity constants (denoted by «, 8 in the text) if not otherwise stated;

e when both < and 2 hold, we simply write ~;

e we use > instead of > when the multiplicative constant is (much) larger than 1;

(e1,...,eq) denotes the canonical basis of R?.

2. ANALYTICAL FRAMEWORK BY H-CONVERGENCE

In this section we present an analytical framework to analyze the convergence of numerical homogenization
methods in the case of linear elliptic equations in divergence form. These results are proved using a simplified
version of the string of arguments used in [27] to treat the case of general multiple integrals. In addition they
cover the case of non symmetric matrices (which was not treated in [27]).

2.1. General framework

Let A. € Mag(D) be a H-convergent sequence whose limit is denoted by Apom € Mg g2/q(D). Unlike what
we’ve presented in the self-consistent approach, we focus here on a continuous approximation, and shall only
later on discretize the equations. We begin with the definition of a local approximation of Ay, on domains of
size p > 0.

Definition 3. For all p > 0 and € > 0, we denote by A, . the element of Mg g2/0(D) defined by: for all
i,7€{1,...,d} and for x € D,

[Ap,e(@)lij = ][ e; - A=(z +y)(ei + Vyu* (w,y))dy, (2.1)

Q,NT_, D

where v (x,-) is the unique weak solution in Hg(Q, NT_;D) to

—V A (x +y)(ei + Vyvl(z,y)) =0 in Q,NT_,D. (2.2)

These approximations A, . of Ayom are similar to the coefficients A:_’ g of the self-consistent approach. The
fact that A, . € M, g2/4(D) is proved as follows.

The weak formulation of (2.2) tested with function v/*®

%

yields

/ (ei + Vv = (x,y)) - Ac(x + y)(ei + Vvl (z,y))dy = / ei- A-(z +y)(ei + Vv (x,y))dy.
QpyNT_3D QyNT_D
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Since A; € Myg(D), by Cauchy-Schwarz inequality this turns into

1/2
of et V@l < 0N ([ et Gt @alPy) L (23)
QuNT_.D Q

oNT— D

from which the upper bound follows using the defining equation (2.1). We turn to the lower bound. For all
¢ € RY, we let v{*(z,-) be the weak solution in Hg(Q, NT-,D) to

V- A+ y) €+ Vyul(z,y) =0  inQ,NT_.D.
Using the lower bound on A. and Jensen’s inequality, we have for all ¢ € R? with [£] =1
[ € T ) Ao )€+ Ty )y
Q,NT_.D

> o ler )Py
Q,NT_.D

> a|lQ,NT_.D|, (2.4)
which is the desired lower bound since
£ Ape(z)§ = ][Q (€ + Vyul(z,y)) - Ac(z + y)(§ + Vv (z,9))dy.
oNT_.D

If {Ac} is a family of symmetric matrices, (2.2) is the Euler-Lagrange equation associated with the following
equivalent definition of (2.1): for all £ € R?,

£ Ape(z)§ = inf {]é - D(§ + Vo(y)) - Ac(z 4 ) (€ + Vo(y))dy,v € Hj(Q, N TID)} .

The main result of this section is the following theorem.

Theorem 2. Let A. and A, be as in Definition 3, then for all p > 0 there exists Aphom € Ma,g2/a(D) such
that for almost every x € D,

1ir% Ape(z) = Aphom(), (2.5)
1in% Aphom(z) = Anom(). (2.6)
p—

As a direct corollary we have

Corollary 1. Let A., A, and Apnom be as in Theorem 2, and f € H=Y(D). Then, the weak solution
Up,e € HY(D) to

=V ApVupe = f
satisfies

gi_{% 511—>I% [tp,e = Unom|| 1 (p) =0, (2.7)

where unom € HE (D) is the weak solution to

-V Ahomvuhom = f
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As a consequence of H-convergence we also have that
lim lim ||u, e — uel|p2(py =0
0 20 H pe EHL (D) )

Let us point out that without any further assumption on A., one cannot get quantitative convergence rates
for (2.7). A trivial example is provided by a constant family: A. := Apom for all € > 0. In this case, if
Apom : RY — My is Lipschitz continuous, then the convergence rate in (2.7) is O(p).

Remark 1. Corollary 1 also holds with general Dirichlet, Neumann, mixed Dirichlet-Neumann boundary
conditions.

In the following subsection we shall complete Corollary 1 with a corrector result in order to approximate

correctly Vu in L?(D, My).

The proof of Theorem 2 relies on three ingredients:

e the definition of H-convergence for (2.5),

e the approximate continuity of integrable functions (see (2.9) below),

e the continuous dependence of solutions to linear elliptic problems with respect to the coefficients of the
operator stated in the following lemma.

Lemma 3. Let A € Mag(D), (Ap)p50 € Ma g2/0(D) and f,(fy)p>0 € H (D) be such that A, — A pointwise
in D, and f, — f in H=Y(D) as p goes to zero. Then the unique weak solution u, € Hg(D) to

-V A Vu,=f,
converges in H'(D) to the unique weak solution u in H} (D) to
-V -AVu = f.

We first prove Theorem 2 and Corollary 1, and then turn to the proof of Lemma 3.
Proof of Theorem 2. Let x € D and p > 0, and consider problem (2.2). By the locality and definition of

H-convergence (see property (2) of Lemma 1 and Definition 1),

vl (x, ) — Uf’hom(x, ) in HY(Q,NT_,D),

K2

2.8
Aclw+)(es + V00 (2,7) = Anom(z + e + Vo™ (5,0) in QN T_.D,RY, Y

where v”"°™(z, ) is the unique solution in H}(Q, N T_,D) to

=V - Anom (@ + y)(e; + V, 0" (2,y)) = 0.
Hence, setting
[Aphom (2)]ij = ][ €; - Anom(z +y)(ei + vyvf7h0m($v y))dy,
QpNT_.D

(2.8) implies the the claim (2.5).

To prove (2.6), we appeal to Lemma 3. To this aim, we note that for all p small enough, Q,(x) C D, so that
after a change of variables

[Aphom (2)]ij = ]éej Ao (2 + py)(e; + V0" (x, py))dy.
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By the continuity of translations in L*(D) (see [56] or [24] for instance), since Apom € LY(D), for ally € Q =
(=1/2,1/2)¢ and B CC D we have

p—0

/ | Ahom (z + py) — Ahom (z)|dx "=~ 0.
B

Integrating over @ and using Fubini’s theorem, one obtains

/| ( /Q | Apom(z + py) — Ahom(zndy) ) (2.9)

Consequently, for almost every x € B, and almost every y € @,

Apom ( + py) "= Apom (2). (2.10)

Let now = € B be such a point, and let then w? € H}(Q) be solutions for i € {1,...,d} to
=Vy - Ahom(x + PYJ)Vwa(y) =Vy- Ahom(fc + PZJ)ez‘-

Estimate (2.10) implies that the assumptions of Lemma 3 are satisfied, so that w! — w; in H'(Q), where w; is
the unique weak solution in H{(Q) to

—Vy - Apom (%) Vyw;i(y) = Vy - Apom(z)e; = 0. (2.11)

Hence, for all 4,5 € {1,...,d}
Appom(@)]i; = /C 0y & Arom (& p0) (V32 ) + ey
0,1

—0
= e (@) (V) + ey
C(0,1)

= [Anom(2)li;

since w; = 0 is the trivial solution to (2.11). This concludes the proof of the theorem. (]
We now prove Corollary 1.
Proof of Corollary 1. Let u,nom be the unique weak solution in H} (D) to
-V Ap,homvup,hom = f

Due to (2.5), Lemma 3 implies

L [|up,nom — wp,e [ 1 () = O- (2.12)
Similarly, from (2.6) we get

gi_{% l|2p,hom — uhomHHl(D) = 0. (2.13)
The claim follows from the combination of (2.12) and (2.13) O

We conclude this subsection by the proof of Lemma 3.
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Proof of Lemma 3. Let us substract the weak forms of the two equations tested against the admissible test-
function u, — u € Hg(D). This yields

/DV(Up —u) - (ApVu, — AVu) = (fp —frup —u)

H-1(D),H}(D)’

where (-, ) \(D).H1(D) denotes the duality product between H~1(D) and H} (D), that we rewrite in the form
H-1(D),H}(D

/DV(up—u)-ApV(up—u):—/DV(up—u)-(Ap—A)Vu—i—(fp—f,up—u)

H-1(D),H}(D)’

Using the uniform coercivity of A, € M, g2/,(D) and Cauchy-Schwarz inequality, this turns into

1/2 1/2
o[V (uy — 0By < ( /D Vu-(ApA)Vu> < /D V(up —u)- (APA>v<upu>>
1y = Pl lup — ull s o

The first factor of the first term of the r. h. s. vanishes as p — 0 by the Lebesgue dominated convergence
theorem since 4, — A pointwise and 0 < Vu - (A, — A)Vu < (8 + 3?/a)|Vu|?. The first factor of the second
term of the r. h. s. vanishes as p — 0 as well. Since the other terms are bounded using an a priori estimate and
Poincaré’s inequality, the claim follows. (I

2.2. Numerical corrector

Definition 4. Let H > 0, Iy € N, and let {Qmu i}icp1,1,4] be a partition of D in disjoint subdomains of diameter
of order H. We define a family (My) of approximations of the identity on L*(D) associated with Qg ;: for

every w € L?(D) and H > 0,
Iy
Mpy(w) = Z <][ w) 1Qm.-
; QH,i

=1

With the notation of Corollary 1, we define the numerical corrector v,

0,2 associated with u,. on Qm,; as the

unique weak solution in Hi(Qm.;) to

~V- A, (MH(VUP,E) +V7}j{g) =0, (2.14)

we set

VU/I)—I,:EZ = MH(VUP7€)|QH,«; + V’Yg;

for all 1 < i < Iy, and define the corrector as
Iy
C/IJL.,IE = Zvufl){,ngH,i'
i=1

We then have the following corrector result:

Theorem 3. Under the assumptions of Corollary 1, the corrector of Definition 4 satisfies

im lim HVUE —cl
p,H—0e—0 ’

=0 2.15
o (2.15)

for all exponents p such that
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o 1 <p<2ifA. isa family of symmetric matrices,
o 1 <p<2ifA. is not a family of symmetric matrices.

In addition, if the r. h. s. f € H-1(D) of equation (1.5) belongs to W—19(D) for some q > 2, then one can
take p =2 in (2.15) even if Ac is not symmetric.

Remark 2. The order of the limits in H and p in (2.15) is not important, and we may take, e.g., H = p — 0.
However, we have to first let £ go to zero.

The proof of Theorem 3 is rather long and technical. The main idea is to use Tartar’s correctors of on each
element Q) p,; of the partition of D, pass to the limit in € first, and then in H. Yet this would require us to know
VUnom a priori — which we don’t. Hence one has to approximate Tartar’s correctors themselves using Vu, .
in place of Vupem. As we shall see, the proof relies on two main arguments:

e the div-curl lemma to prove the convergence of Tartar’s correctors (and of their variants),

e the convergence Vu, . — Vunom in L*(D, R?) to prove that the approximations of Tartar’s correctors
do not spoil the corrector result.

Proof. We recall that ue, Unom, Up,e, and Uy hom are solutions in H&(D) to

V-AVu. = f, (2.16)

-V - ApomVtuhom = f, (2.17)
-V-A4,.Vu,. = f,
-V A, homVUphom = [,

that for all 1 < i < Iy, 'yfg is solution in H (Qp i) to
—V - Ac(My(Vu,) + Vylt) =0, (2.18)

and that Vully = My (Vu,c)|qy, + V)L Likewise, for all 1 <i < Iy we introduce bt M and Vf}fom
solutions in H} (Qm ;) to

~V - Apom (Mg (Vunom) + Vi) = 0, (2.19)
~V A (Mg(Vu.) +Vy2H = o, (2.20)
—V - Apom(Mu (Vitp hom) + Voion) = 0 (2.21)
and we set
Vultt = My (Vunom)|Qu. + Vst (2.22)
Vult = Mu(Vue)lqu, + Vi, (2.23)
Vuiifom = MH(VUp,homHQH,i‘f‘VVfﬁiom- (2.24)



ESAIM: PROCEEDINGS 63

We finally define variants of Tartar’s corrector:

H
Cfs = Z VU/I){’;lQH’”
leém = Z VuholeH IR
Iy
CEI_I = Z VugﬂlQH,iv
=1
H
C shom T Z Vup holeH it

We have by the triangle inequality

/Wugfcfm 5/|Vusfcf|p+/ cH -,
D D D

and we shall show that

hm hmsup/|Vu€ cHP = o, (2.25)
e—0

hmhmsup/|CH f€|p = 0, wuniformly in H, (2.26)
e—0

forall 1 <p<2.

Step 1. Proof of (2.25).
Using the uniform ellipticity of A, we write

p/2

a/ |Vue — CHP < / [(vue —CHy. A (Vu. — | (2.27)
D D

By H-convergence we know that A.(Vu. —CH) and (Vu. —CH) converge weakly in L2(D,R%) to Apom (Vtnom —
CH ) and (Vunom — CiL ), respectively. This does not imply that the limit of the product converges to the
product of the limits, and we need to appeal to compensated compactness. We'd like to pass to the limit ¢ — 0
in this estimate for p = 2. Unfortunately, in general, the integrand only converges in the sense of distributions,
not pointwise — so that one cannot take the characteristic function of D as a test function. Yet the result will
hold true for any 1 < p < 2 — the proof of which is slightly technical.

We let ¢ € C§°(D,[0,1]) be a (non-negative) function such that ¢ € C*(Qp,) for all 1 < ¢ < Iy, and
set Dy, == {x € D : ¢(z) # 1}. We have by definition of ¢ and by Hoélder’s inequality with exponents
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(2/p,2/(2—p)) for p <2

a/ |Vu. — CH P
D
<

H my P2 o PRLL:
[(vue —CHY. A (V. — C! )tp} + [(vug — Y. A (Ve — CH)
D D,
p/2
< | [ - e adwu - cmy|per
D
p/2
+ [/ (Vue. — CHY . A (Vu, — cf)} |D,|2~P)/2, (2.28)
D

®

We begin with the second term of the r. h. s. which we control by

p/2
[ (= I AT = O] D12 S (19l + IC B oD

@

An a priori estimate combined with Poincaré’s inequality on Hg (D) yields
IVuellr2py S I fla-1(p)-

Likewise, for all 1 < ¢ < Iy, by (2.20) & (2.23),

2

|wfvi||%z<QH,i>s\f Vool 1 < [ v,
Qi Qm,i

so that
IH IH
ICH F2m) = 1D Vul 10, M2y S /Q Vuel? = |Vue|Famy < I I31py (2:29)
=1 i=1 H,i
Hence,
H H p/2 2 2 2 2
[ (e I AT = O] DD S 1 D, (2:30)
%]

We now turn to the first term. We apply the div-curl lemma on each Qg ;. On the one hand, by H-
convergence, Vu, — Vull? is curl free and converges weakly in L2(Qp ;, R?) to Vunom — VuhHOfn On the other
hand, by H-convergence, A.(Vu. — Vull'") converges weakly in L? (QH,i,Rd) t0 Ahom (Vthom — Vuﬁg;), and
its divergence is bounded by 2| f | z-1(py in H*(Qp,s). Hence, the product (Vu. — Vull) - A.(Vu. — Vull)
converges to (Vunom — Vufofn) - Ahom (Vthom — Vufofn) in the sense of distributions on Qg,;. This implies in
particular by definition of ¢ that

/ (Vue — Vull?) . A (Vue — Vui)p =0 / (Vthom — V2! ) - Anom (Vtthom — Vi o ).
QH,i QH,i
Since the integrand (Vupom — VuhHO:n) - Anom(Vhom — Vufofn) is non-negative and ¢ < 1,

/ (Vtthom — VUi ) - Apom(Vithom — VUit Yo < / (Vtthom — VUis ) - Apom (Vithom — Vupil ),
QH,'L QH,i
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so that by (2.28), (2.30), and the definition of C{

hom?

p/2
s [ 90 = CEP S Uy Dol 4 | [ (T = Gt vV~ ClLa)|

e—0

Since ¢ is arbitrary, |D,| can be chosen as small as desired, and the above estimate turns into

p/2
lim sup/ |VU5 - C&{—Ilp 5 |:/ (vuhom - C}ﬁm) : Ahom(vuhom - C}{—ém)] . (231)
D D

e—0

It remains to prove that the r. h. s. goes to zero as H vanishes. To this aim we use the approximation My of
identity. In particular, by the triangle inequality

/ (Vtthom — Citom) * Anom (Vithom — Ciom)
D
- / (vuhom - MH(VUhom) + MH(VUhOm) - C}{—ém) : Ahom(vuhom - MH(vuhOHl) + MH(VUhom) - C}ﬁm)
D
< / (vuhom - MH(vuhom)) * Anom (vuhom - MH(vuhOm))
D
+ / (Mot (Tunom) — ) - Anom (M (Vtnom) — C,, ) (2:32)
D
+/ ’ (vuhom - MH(vuhom)) : Ahom (MH(VUhom) - C}ﬁm) ’
D

+ /D ’(MH(Vuhom) - Cﬁ)m) - Ahom (vuhom - MH(VUhom)) ‘

On the one hand, by the triangle inequality, My is a contraction on L?(D), so that

| Me(Vunom)l 20y < [[VUunomllz2py S Ifllz-1(0)s

and on the other hand it follows from (2.19) & (2.22) (the proof is similar to (2.29)) that

1Chomll 20y S fler—1(D)- (2.33)

Hence, the first, third, and last terms of (2.32) vanish as H — 0.
We therefore focus on the second term:

/D (Mt (Vtonn) — Ol ) - Ao (Mt (Vo) — O,

Iy
- Z MH vuhom) Vru‘hom) Ahom(MH(VUhom) v’l‘LhHOIZn)
QH,i

By (2.19) & (2.22),

/ (Mp(Vunom) — Vuhom) AhomVuh = 0.
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for all 1 <4 < Ig so that
[ (Vo) = V) Ao (Mo (Vi) — Vsl
QH,i

= / (Mpr (Vtthom) — Vi 2l ) -+ Anom M (Vtihom)
QH,i

My (Vtnom) - Anom M (Vtthom) — Vuilt . ( ][ Ahom) My (Vthom)
QH,i QH,i H,i

Jr/ vuhHO,IiTl ’ (][ Anom — Ahom> MH(VUhOm)
QH,'L QH,'L

/ VUII]—I(;;] ’ < ][ Ahom - Ahom) My (Vuhom),
QH,i QH,i

using that fQH . VuhHO;l = My (Vunom)|Qy .- Hence we need to prove that

lim / Ol (Mrr(Anom) — Apom ) M (Vi) = 0. (2.34)
D

H—0

Since My converges to Id in L?(D), the second factor of the integrand converges to zero in L?*(D). The
result essentially follows from the Lebesgue dominated convergence theorem, although one needs to take care
of the first factor of the integrand which depends on H as well. We conclude as follows. Let {unom,x}x be a
sequence of A\-Lipschitz functions which converges to unom in H*(D) as A goes to infinity. By definition of My,
M (Vunom,x) is essentially bounded by A for all H > 0. We then write

/ C}ﬁ)m : (MH(Ahom) - Ahom) MH(VUhom)
D
= / Olﬁ)m . (MH(Ahom) — Ahom) MH(Vuhom,A)
D
+ / C}ﬁ)m ’ (MH(AhOm) - Ahom)MH(vuhom - vuhom,k)-
D

The first term of the r. h. s. converges to zero as H vanishes by the Cauchy-Schwarz inequality since
|Mp (Vunoma)| < A The second term of the r. h. s. is bounded by a constant times || f||z-1(p)||Vtnom —
Vihom || L2(p) using (2.33) and that My is a contraction on L?*(D). Hence it converges to zero uniformly in
H as A — oo. We have thus proved (2.34), and therefore using (2.32) that

lim (VUhom — C}{{)m) . Ahom (vuhom - C}g)m) = O’
H—0 D

and finally using (2.31) that
. . H P _
hmO hmsup/ |[Vu, — CZP =0,

e—0
as desired.

Step 2. Proof of (2.26).
By the uniform ellipticity of A,

p/2
o[ e —cir < [ [t - e adcp—em]™ (235)
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The same string of arguments leading to (2.31) in Step 1 (using compensated compactness) allows to pass to
the limsup in € in (2.35), and yields

p/2
lim sup / cH -t < [ / (CHhom — O Y- Ay (CHy o — CE | (2.36)
D D

e—0

Using then equations (2.19) & (2.22) and (2.21) & (2.24) on each Qg ; which yield

/Q (Cghom - C}E}m) ’ Ahom(cghom - C}{{)m)

3

_ H,i H,i H,i H,i
- /Q (vup,hom - v’u’hom) ’ Ahom(vup,hom - v’u’hom)
H,i

p,hom

/Q (Mt (Vitnom) = Miz (Vitpnom) - Anom (Vi = Vi)

/ (MH(VUhom) - MH (Vup.,hom)) : Ahom(cfhom - legm)’
QH,i

and using the a priori estimates

1C 1 2Dy 1C womllz2 (D) S 1f Iler-1()

(whose proofs are similar to (2.29)), (2.36) turns into

limsup/ |C£*C£E|p
D

e—0

A

| P~ M P A i~ ]|

2 2 2
S 1M (Vatnom = Vitpnom) 17500y ICH 1757 5y + 1 Chom 1751 )

2 2
5 ||vuhom - vup,hom”i/Z(D)Hsz/fl(D),

which converges to zero as p — 0 by Corollary 1.

Step 3. Extensions.
The starting point is as in Step 1:

/ |Vue —CH|> < /(VungfayAg(Vustgg)
D D
< 2/ (VuEfC’f)~A€(Vu€—C€H)+2/ (cf —clty-Acl —clh).
D D

By symmetry we then have

IH IH
/(Vua—Cf)-Aa(Vua—Cf)z/ Vua-AEVuE+Z/ Vul' A vl 2% Vulli. A V.. (2.37)
D D i1 4D

i=1 Y QH,i

Extending u* by zero on D \ Qp ;, we obtain a function in H(D), and the last term of this identity turns
into
In

I
ZH Vuf’i A Vu, = Z( ,u?’i

~ Jou, — )H*(D),Ha(D)
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using the weak form of the defining equation (2.16). Since u’* converges weakly to uhHOfn in H}(Qu ;) (and
therefore in Hg (D)), we obtain

Iy il

) Hyi | - Hyi

hi’%Z/ Vit Avue = 3 (£ “hom)HA(D),Hé(D)’
i=1 Hi =1

and therefore

IH IH
Ehn%) E / Vullt. A Vu. = E / Vuyor + AnomVhom,
—

=1 H,i i=1 H,i

using (2.17). On the other hand, H-convergence implies the convergence of the energy, so that

lim Vug, - A:Vu, = / Vthom * Ahom VUhoms

e—0 D D
and for all 1 < i < Iy,

lim Vuf’i . AEVUf’i = / Vufifn . AhomVufi;;
=0 Qm QH,i
(the proof of which is as above, starting from (2.16) & (2.17) and (2.20) & (2.19)).
Putting things back together yields the desired identity

1imsup/ |Vu. — CHI2 < hmsup/ (Vue — CH) - A (Vu. — CH)

e—0 e—0

= / (vuhom - C}ﬁm) . Ahom (vuhom - C}{{)m)-
D

Likewise,

Jim sup /Q CH — CH2 < limsup /D (CH—CM). A CH — )
H,i

e—0 e—0

= /D(Cllfc’)m - Cp hom) Ahom(chom Cp hom)

We then finish the proof as in Step 2, which yields the result for p = 2.

When the matrix A. is not symmetric and the r. h. s. f is in W=14(D) for some q > 2, we appeal to Meyers’
estimates [49], which yield the higher integrability result for all p,e > 0:

Vunom|a(pys Vel La(py: IVupellLaoy, [VuphomllLapy S I1flw-1a(

provided ¢ — 2 is small enough (this exponent only depends on the ellipticity constants « and ). This allows
us to take p = 2 in (2.27) and replace (2.28) by

/ |Vu. — CH 2

/(Vu‘E CH) A:(Vue. — C go—i— (Vue — C') - Ac(Vue — Cf)
D

Dy,

IN

2/q
[ (Fu -ty aqu -+ | [ 9u - clﬂ D, 62,
D
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the last term of which can be controlled using Meyers’ estimate on the corrector as well. We then conclude the
proof as in Step 2, which yields the desired result for p = 2 in the non-symmetric case. (I

Remark 3. There is some flexibility for the choice of the boundary conditions in the definition of the correctors.
In particular, the conclusions of Theorem 3 still hold if the homogeneous Dirichlet boundary conditions in (2.14)
are replaced either by homogeneous Neumann boundary conditions, or even a zero average condition (that is
fQH,i V'yfg =0).

The proof for nonsymmetric A. remains essentially unchanged. Only the proof for symmetric A, has to be
slightly adapted to treat the other boundary conditions. In particular, the right way to write the double product
in (2.37) is, for Neumann boundary conditions,

/ Vu. - A.Vullt = / Vue - AcMy(Vue) = (][ Vus) . / A Vue
QH,i QH,i QH,i QH,i

ﬂ) (f Vuhom) ' / Ahomvuhom = / vuhOl’n : AhomMH(vuhom)
Qm,: QH,i Qu

K3

H,i
= v'U/hom . Ahomvu

hom>
QH,i
and, for the zero average condition,
Vau. - AVl = / (][ Vug) LA VU +/ (Vug —][ Vug) LA VU
QH,i H,i H,i QH,i QH,i

= (][ Vug) / AEVUf’i
Qmu,i Qmu,i

ﬂ ( v'U/hom) . / Ahomvuhom = vUhom . AhomMH(vuhom)
Qmu,i Qu,i Qu,i

H,i
= Vuhom . AhomVuhom.
QH,i

2.3. Direct approach

We are now in position to introduce rigorously the direct approach, which consists in approximating u, .
for some p > € on the one hand, and then construct a numerical corrector on the other hand. We present the
method for a Galerkin approach. Let {Vp} be a suitable sequence of finite-dimensional subspaces of H}(D).
We then denote by uge € Vpr the unique weak solution in Vi to

—V-A,Vull = f,
where A, . is defined by (2.1). From Theorem 2, Corollary 1 and standard approximation arguments, we deduce

limsup lim [|ul', — thom || #1(py = 0, (2.38)
H,p—0 =0

where the limits in  and p commute.

In practice, the matrix A, . is itself approximated. In particular, for all z € D and h > 0, denoting by Vj(z)
a finite dimensional subspace of H}(Q, NT_,D), we define an approximation A’;E of A, . at point x by: for all
ije{l,....d}

Aoy = e Acla p)ent Tyt )
pNT o
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p,€;h

where v{*"(z,-) is the unique weak solution in V;,(z) to

V- Az +y)(ei + Vot (z,y) =0  inQ,NT_,D.
We then define for all e > 0, p > ¢, H > 0 and h < p the weak solution u " in Vg to
—V- A} Vulll = f
A further approximation argument then yields

thlgoili%}lllinoHu uhom||H1(D) = 0. (239)

Note that the practical implementation of the method makes use of a quadrature rule on D so that A},} . only
has to be calculated at the quadrature points of D.

Let us give the argument for (2.39). The first two limits yield by convergence of the Galerkin method and
H-convergence

eh—% }111111 ||u - Unom || 71 (D) = ||u£{hom — Unom|| 11 (D)

By the triangle inequality
||up hom — uhomHHl(D) < Huf){hom - Up,hom||H1(D) + ||Up,hom - uhomHHl(D)-

The first term of the r. h. s. goes to zero as H — 0 by convergence of the Galerkin approximation. We need to
understand how the convergence depends on p. From Céa’s lemma and Poincaré’s inequality, we have

) hom — Uphoml 1 (D) S Jnf [vr = wphomll s (D),
which, using the triangle inequality, turns into
[t vom — tphom 1 (D) S Itp,hom — Unoml| m1(D) + Hlf lve — thom || 1 (D)
We thus have
[t yom — Uhomll H1 (D) S Itp hom — Uhomll i1 (p) + UHHelf lver — tnom | a1 (o

which vanishes as p and H go to zero (independently, as desired). This shows (2.39).

We may then turn to the numerical corrector result. As in Definition 4 we let Iy € N, and {QH,i}ie[[l,IH]] be
a partition of D in disjoint subdomains of diameter of order H. For all h > 0 and ¢ € [1,Iy] we let Vi, 5 be a
Galerkin subspace of H}(Qp ;). We define the numerical correctors 7H hi associated with uH hon @ H,i as the
unique weak solution in Vg ; 5 to

V~A€<MH(V )+WH’“> =0,
we set

vaéh’i = MH(VugéhHQH .+ V’yH hot
for all 1 <4 < Iy, and finally define
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We then have the following numerical corrector result:

lim limsup hrn H Vu. — CHM
pie
p,H—0 -0

- 2.40
(D) (2.40)

for all exponents p such that

e 1 <p<2if A, is a family of symmetric matrices,
e 1 <p<2if A, is not a family of symmetric matrices.
In addition, if the r. h. s. f € H~Y(D) of equation (1.5) belongs to W~=14(D) for some g > 2, then one can
take p = 2 in (2.40) even if A, is not symmetric.
This result is essentially Theorem 3, although there is an additional approximation argument needed since
My (Vull.) # My (Vu,). Tt is enough to note that

lim hmsup||MH(Vu o) — Mg (Vuy o)l r2(py < limsup lim HVuﬁ{a —Vupellrzipy = 0
H,p—0 ¢-0 H,p—0 e—0

by (2.38) & (2.39) to conclude.

In this subsection we have proved the convergence of the direct approach to numerical homogenization in the
framework of H-convergence. This provides a convergence analysis for the so-called Heterogeneous Multiscale
Method (HMM) applied to homogenization problems, as introduced by E et. al. in [17,18]. It also makes
rigorous the numerical corrector approach by Arbogast [6].

2.4. Dual approach

As we have already seen, the dual approach consists in approximating u. in some adapted Galerkin subspace
of Hi(D) rather than approximating the H-limit of A. first. The Multiscale Finite Element (MsFEM) basis is
constructed as follows. For all H > 0, let 7y be a regular mesh of D by tetrahedra of diameter of order H,
and let Vg be the associated Pl-finite element subspace of H&(D). We denote by Iy and Jgy the number of
tetrehedra in 7z and the dimension of Vi respectively, and we let {t5r; }1<i<s, be the associated hat functions
generating Vy. For all € > 0 and all 0 < h < ¢ we define multiscale hat functions {¢pr ¢ ni}1<i<s, by their
restrictions on the tetrahedra Ty of Ty. In particular, for every tetrahedron Ty of Ty, we let Vi, (TxH) be a
Galerkin subspace of Hg(Ty) and let Y ¢ p i|7, be the unique weak solution in V;, (T ) to

=V - A (VYuilty + VY ni) =0 in Ty.

and set Yy e nilTy = (VHi + VH.en,i)|Ty- So defined, the multiscale hat functions {¢i ¢ ni}1<i<s, belong to
HY(D) and for alli € {1,...,Jug}, ¥u . ni has the same support and the same nodal values as ¢y ;. Hence, the
multiscale finite element space Vi ¢, spanned by the multiscale hat functions {9 ¢ n}1<i<J, is a subspace of
H}(D) of dimension Jy.

The approximation ug ¢ 5 of uc is then defined as the unique weak solution in Vi . 5 to
7V . AEVUH,s,h = f (241)
We then have the following convergence result:

I}[lglo ngO %lm ||u6 — UH e h”Wl (D) = 0 (2.42)

for all exponents p such that

e 1 <p<2if A, is a family of symmetric matrices,
e 1 <p<2if A, is not a family of symmetric matrices.
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In addition, if the r. h. s. f € H~Y(D) of equation (1.5) belongs to W~=14(D) for some g > 2, then one can
take p = 2 in (2.42) even if A. is not symmetric.

The proof of (2.42) counsists in two steps. Let us recall there is a one-to-one mapping Mﬁ&%M from Vg to
Vi e ,n. In particular, with every vy = 21151 vy Y € Vg we associate the multiscale finite element function
Ve = MIbSR (om) = S vienibmeni € Vien (and vice-versa). We may characterize this mapping
using corrector fields. In particular, for every tetrahedron Ty of Ty and every j € {1,...,d} we let (b{m 5,h|TH
be the unique weak solution in V;,(T) to

~V-A(e;+ V¢l ,) =0 inThy,
and we set @ = (P pr-- > O o p)- By definition, ®pr . 5 € Hj(D), and we have for all vy € Vg

H,e,h _
Myipem(ve) = vg + Vog - @y e p.

We denote by ug . 5 the function of Vi associated with the weak solution ug . p € Viren of (2.41) through the
one-to-one mapping Uy e p = (Mﬁ&%M)fl(uHEh) We shall first prove that

Iyglo Ehi% AILI%) HuH7€_’h — Uhom”Hl(D) = 0. (2.43)

To this aim, we write the weak formulation of (2.41) as follows: for all vy e pn € Vire n,

/ va,s,h : AEVUH,s,h = <fa vHvE»h>H*1(D),H(%(D) . (244>
D

Let us focus on the 1. h. s. of (2.44), use the characterization of the mapping Mﬁs‘}}éM from Vi to Vi n and

that functions of Vj are locally affine on 7y, and that ®p ., vanishes on 0T for all 1 <i < Ig:

/ Vugen - AcVupen
D

= / (VUH + Vg - V(I)H_rgyh) . As(qu,s,h + VuH_’&h . V(I)H_rgyh)
D

/ Voug - [(Id + V(I)H,E,h)Aa(Id + V(I)H,E,h)] qu,E,h
D

I
S ITH(Vvr) s, [][ (Id+ V@) A (Id + V@H,E,h)} (Vi en)|rs,
i=1 Ty
- / Vi - Appen Ve,
D

where Ay . p is the piecewise constant matrix defined by

In
Agen =Y ][ (I + V) Ac(Id + VO p) Ly .

i=17Th

We then focus on the r. h. s. of (2.44), and assume without loss of generality that f € L>°(D) (the general case
can be dealt with by approximation), so that

<fa'UH,5,h>H71(D) H}(D) = / fUH,a,h = / fUH+/ V'UH'(f(I)H,E,h)-
o D D D
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We then define fg . as
st V'(fq)H,E-,h)a

=f-
and note that by assumption on f we have fy ., € H™ 1(D), so that the equation for ug . n € Ve, turns into
an equation for ug . € Vg for all vy € Vg,

/ Vg - AgenVugen = <fH,s,hva>H71(D)7H01(D)-
D

By H-convergence, for all H > 0, the sequence ®p . := limj—.o Py n converges weakly to 0 in HY(D) as ¢
vanishes, so that for all H > 0
511—>H6 }1111% @ .enllL2(p) = 0. (2.45)
We are in position to prove that
I?Lno &11_% %Hn lue,e.n — Unom || m1(py = 0.

Let denote by ug hom the weak solution in Vg to
-V Ahomqu,hom = fv
and by uH =l the weak solution in Vi to

H,e,h __
-V Ahomvuhom - fH,s,ha

Then, by the triangle inequality

IVus,en — Vinomllz2(py < |Vtaren — Vupo |l z2(p)
+ ||VUH,hom - Vuhom||L2(D) + HVUII;I(;;h - qu,hom”L?(D)- (246)

We treat the three terms of the r. h. s. separately and start with the first one. The function ug . — uhHofnh is

the weak solution in Vi to

V- Ap e nV (Ui en — Umnom) = —V - (Anom — Ap o n)Vuooh

hom

so that

IVutren = Vg 1220y S I (Anom = Asren) Vitygr [l 2o

hom

< |[(Anom — Ame.n) Vunom| 20y + 28| Vunom — VUH,homHLZ(D) + 28| Vs hom — Vurss | 12 ()-

The first term of the r. h. s. converges to zero as € and H go to zero by the dominated convergence theorem
and using the fact that the following convergence holds pointwise, as in Subsection 2.1,

lim lim lim Ay . n = Ahom.
H—0e—0h—0

The second term coincides with the second term of the r. h. s. of (2.46), and vanishes as H — 0 by convergence
of the Galerkin method for the homogenized equation. We now treat the last and third term, which coincides
with the third term of the r. h. s. of (2.46). We recall that UH, hom — uhH’n; is the weak solution in Vg to

-V Ahomv(uH,hom U}I]{»};h) = f - fH.,E,h =-V- (fq)H,s.,h)a
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so that
IVushom = Vitgon 20y S [ ®menllzao)
and therefore using (2.45) and the assumption that f € L°°(D), for all H > 0,

. . H,e,h _
all—% ilzli,% ||qu.,hom - Vuhom HLZ(D) = 0.

We have thus proved (2.43).

It remains to note that Vug . 5 is the corrector associated with Vug ., and with the partition 7x of D.
Hence, from (2.43) and the same string of arguments as for the direct approach, we deduce that

Jim i fmy 19w = Ve allini = 0,

for all exponents p such that

e 1 <p<2if A, is a family of symmetric matrices,
e 1 <p<2if A, is not a family of symmetric matrices.

This implies the desired convergence result (2.42) by Poincaré’s inequality for u. — ug ., € Wy (D):

Instead of a Galerkin approximation ug . p of u., we could have considered a Petrov-Galerkin approximation
of ue (in which case the test-functions are in Vi, not in Vi ). The convergence proof is indeed simpler (one
does not need to introduce fg). This variant will be used in the next section.

3. RESONANCE, WINDOWING, AND OVERSAMPLING

In the previous section we have introduced an analytical framework and proved the convergence of some
numerical homogenization methods within the framework of H-convergence. Quantitative convergence rates
further depend on the class of heterogeneities considered. In this section, we provide convergence rates for the
simplest heterogeneities possible, that is we assume the coefficients A. to be e-periodic. This allows us to give
a complete numerical analysis of the methods, and identify the limiting term in the error. This term is the
so-called resonance error. It is related to the boundary conditions used for the corrector. We shall then recall a
standard way to reduce the resonance error (windowing and oversampling), check it does indeed reduce the error
in the case of periodic structures, and then adapt the analytical framework of Section 2 to include windowing
and oversampling.

3.1. Numerical analysis of the periodic case and the resonance error

In this subsection we assume that A. = A(-/¢) where A is a symmetric Q = (—1/2,1/2)%periodic matrix.
In this case, the homogenized matrix Aoy is symmetric, does not depend on the macroscopic space variable,
and is charaterized by: for all ¢ € R?,

€ Aramé = [ (€470)- Al6 + Vo)
Q
where ¢ € H # (Q) is the unique Q-periodic weak solution to the corrector equation

—V A+ V) = 0.

Furthermore, we let f € L*°(D) and D be smooth enough so that by elliptic regularity, the solution upom €
H}(D) to the homogenized problem is indeed of class H?(D).
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Then, it is proved in [1,17,18] that for the direct approach we have for p ~ H, P1-finite elements for both
the macroscopic and the microscopic variables,

2
H,h € h
lupe = unomllarpy S H+ 7+ (;) : (3.1)
-z € h
H,h,i /
”qu - Z V/UH;E 1QH,i L2(D) /S H + E =+ g + \/E (3.2)

=1

For the dual approach, it is shown in [42,43] that

e h

We do not display the proofs of these estimates, and refer the reader to the original papers. Note however that:

o the term O(H) comes from the discretization of D, as it is standard for P1-finite elements,

e the term O(h/e) in (3.2) and (3.3) comes from the discretizations of the mesh elements Ty and Qg
with a meshsize h such that h < ¢,

e the term /¢ is a theoretical limit due to boundary layers in the neighborhood of D in periodic homog-
enization,

e the third term in (3.1) may be surprising at a first glance. This part of the error is indeed driven
by the finite element error in the computation of the corrector, which is squared when computing the
approximation of the homogenized matrix — due to symmetry.

The limiting term is however the term involving %, which is the inverse of a measure of the number of e-rescaled
periodic cells contained in Qg or Ty (which is of order (H/e)?). The larger £, the more expensive the method,
so that there is a trade-off cost/accuracy between H and e. This error is even more important at the level of
the numerical corrector since its square-root appears in (3.2) and (3.3).

There are two sources of this error

e The homogeneous Dirichlet boundary conditions used in (2.2) are not consistent with the periodic
boundary conditions of the corrector ¢,

e The average (2.1) defining A, . is not consistent with the average defining Ayom since @, NT_,D is not
a multiple of periodic cells in general.

A first idea to reduce the error due to boundary conditions on (2.2) consists in imposing the boundary
conditions far from the domain of interest, hoping the error is localized on a neighborhood of the boundary.
This is indeed the case, as shown on a half plane by Bensoussan, Lions, and Papanicolaou [7]. In particular, this
is efficient at the level of the corrector, but not at the level of the homogenized coefficients. To illustrate this,
we display the results of two academic series of tests. In the first series of tests, we compare the homogenized
coefficients Apom to two different approximations: Ag, which is defined as

£+Mﬂ=ﬁ;@+V%%A@+Vm)

where Qr = (—R/2, R/2)? for R € N, and ¢, is the unique solution in H}(QRr) to

and Ag defined as
€ Ang = f (¢4 Von) - Al¢ + Vor).
Q
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TABLE 1. Error on the approximated homogenized coefficients (performed with [26, FreeFEM],
smooth periodic coefficients, P2-finite elements, and 100 elements per periodic cell).

Number R
of periodic cells |Ahom — AR| |Ahom — AR|
per dimension
Error Rate of Prefactor Error Rate of Prefactor
convergence | (rate=1) convergence | (rate=1)
1 0.157 - 0.157 0.157 - 0.157
2 0.0845 0.895 0.169 0.0210 2.90 0.0420
4 0.0433 0.963 0.173 0.0118 0.835 0.0471
8 0.0219 0.983 0.175 0.00597 0.979 0.0478
12 0.0146 1.01 0.175 0.00397 1.00 0.0476
16 0.0110 0.965 0.176 0.00299 0.985 0.0478
20 0.00876 1.03 0.175 0.00239 1.00 0.0478

TABLE 2. L?-norm of the error on the corrector (performed with [26, FreeFEM], smooth peri-
odic coefficients, P2-finite elements, and 100 elements per periodic cell).

Number R
of periodic cells E1(R) E2(R)
per dimension
Error Rate of Prefactor Error Rate of Prefactor
convergence | (rate=0.5) convergence | (rate=1)
1 0.210 - 0.210 0.210 - 0.210
2 0.156 0.425 0.221 0.0116 0.893 0.0232
4 0.113 0.468 0.226 0.00361 1.684 0.0144
8 0.0808 0.484 0.229 0.00181 0.988 0.0145
12 0.0662 0.491 0.229 0.00121 1.00 0.0145
16 0.0574 0.496 0.230 0.000910 0.992 0.0146
20 0.0515 0.492 0.230 0.000726 1.02 0.0145

In particular, A is the best approximation of Apem one can devise using ¢g since the center of the computation
domain is the place where the effect of the Dirichlet boundary conditions is expected to be the smallest. As can
be seen on Table 1, as expected |Apom — AR| < |Ahom — ARr|. Yet the rate of convergence in R is —1 in both
cases (which corresponds to the term ¢/H in (3.1).

In Table 2, we do not compare homogenized coefficients, but rather the correctors themselves, and define two

errors:
1/2
(][ |V¢R—V¢|2) :
Qr

1/2
(][ |V¢R—V¢|2) |
Q

This time, not only the prefactor of the error changes, but also the convergence rate which passes from 1/2 to
1, which will improve both (3.2) and (3.3), as we shall see below.

E1(R)

E2(R)

In order to reduce the second source of error (the fact that the average (2.1) may be calculated on a domain
which is not a multiple of the periodic cell), one may use different averaging functions than simply the indicator
function which are such that they approximate the mean of a periodic function at a higher order — we call such
functions masks, and this approach filtering, see Definition 7 in Section 4.

To fix the vocabulary,
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e windowing amounts to approximating the corrector on a larger domain than needed to reduce the effect
of spurious boundary conditions,

e filtering amounts to approximating averages by integrals with a weighted measure (using the so-called
masks).

3.2. Windowing and filtering in the direct approach

For the direct approach, the use of windowing is straightforward to describe. Let 6 > 1 be fixed, and
n:Q — RT be an integrable function of mass one (that is, an averaging mask on Q). For all r > 0, we define
nr : Qr — RT by n,.(y) = r~9n(y/r), which is an averaging mask on Q,. Then, for all z € D and h > 0,
denoting by Vj,(z) a finite dimensional subspace of Hj(Qs, N T—;D), we define an approximation A5 hof A,
at point x by: for all ¢, € {1,...,d}

Mﬁ@mf:éwrD@+VWMMmeaA@+w@+vW“”@y»<>@,

where for all k € {1,...,d}, vap ="(z,.) is the unique weak solution in V;(z) to
V- A(z +y)(ex + Vol (2,9)) =0 in Qs, NT_D.
We define for all e > 0, p > ¢, H > 0 and h < p the weak solution ugf’h in Vg to
—V - AREVug it = f.

We may then turn to the numerical corrector. As in Definition 4 we let Iy € N, and {Qg,i}ic[1,1,] be a
partition of D into disjoint subdomains of diameter of order H. We further set Q%_’i ={z e D|dz,Qu;) <
§H}, which is an enlarged version of Qp;. For all h > 0 and i € [1, 5] we let Vjj , , be a Galerkin subspace

of H}(QY ). We define the numerical correctors 7‘5 H.hi associated with u‘S H.h as the unique weak solution in
Vgﬂ-ﬁ n to

-V A, (MH(Vu‘sHh) + vy“””) =0,
we set

VoS I = My (Vu§ T ) g, + (VAS TR g,

for all 1 <14 < Iy, and we define

Cpt' = ZW”““

In the case of periodic coefficients, E, Ming and Zhang [18] have essentially proved that (3.1) and (3.2) are
replaced by

2
€ h

lups" —wonllmpy S H+ 5+ (E) ’ oy
e h

Vue — CéHhHL2 S H+E+E+\/g7 (3.5)

where the multiplicative constant depends on §. This is an improvement for the reconstruction of the fine scale
features since /5 in (3.2) is replaced by £ in (3.5).

Yet, as already mentioned and further studied in [59], the estimate (3.4) is not better than (3.1) in terms
of convergence rates. In addition, there are examples in [29,59] (using reasonable averaging masks) for which
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the prefactor in (3.4) is larger than in (3.1). It is therefore not clear whether the use of a mask yields better
results than simply taking the average in general. A notable exception is provided in [10], where the mask is
not used only as a post-processing to compute the average, but already in the definition of the bilinear form
associated with the weak form of the corrector equation. A formal two-scale expansion shows that using this
modified corrector equation allows to replace the error corresponding to the second term in (3.1) and (3.4) by

(%)2 — which is definitely better. We do not give more details on this method since we shall present an even

more efficient approach in Section 4.

3.3. Oversampling in the dual approach

For the dual approach, windowing is usually called oversampling. We construct a new Multiscale Finite
Element (MsFEM) basis as follows. Let § > 1 be fixed. For all H > 0, let 7y be a regular mesh of D
by tetrahedra of diameter of order H, and let Vi be the associated P1-finite element subspace of H}(D).
We denote by Iy and Jy the number of tetrehedra in 7y and the dimension of Vg respectively, and we let
{Q/JHﬂ:}lSiS‘]H be the associated hat functions generating V. For alle > 0 and all 0 < h < & we define multiscale
hat functions {w%78,h7i}1§7j§‘]}1 by their restrictions on the tetrahedra (T%)1<k<r, of Ty. In particular, for every
tetrahedron T}, of 7y, we define T} := {x € D |d(z,Tx) < (§ — 1)H}, denote by V;,(T¢) a Galerkin subspace of
H(TY) and let 72’,{2_}171- be the unique weak solution in V;,(7}) to

—V AVl + Vg ) =0 inT¢,

and set w%75,h7i|Tk = (Yu,; + 72?6_,171-)|Tk. So defined, the multiscale hat functions {w%78,h7i}1§ig‘]}l do not
belong to H}(D), and we use the notation valIsi,s,h,i for the square integrable function of L?(D) defined on
each element T}, by

VH¢§J,a,h,i|Tk = (Vu,; + V’Yfﬁii,h,i”ﬂ-
Note that V Hw%_&h_i is not the distributional derivative of w%_ah_i (it is the absolutely continuous part of this
derivative with réspéct to the Lebesgue measure). Hence, the multiscale finite element space st{, -, Spanned by
the multiscale hat functions {w%,a,h,i}lgiSJH is not a subspace of H}(D) (note that it has dimension Jm).

The approximation uf; _, € V}3 ., of u. can be defined using either a (discontinuous) Galerkin, or using a

Petrov-(discontinuous) Galerkin method (for which the test-functions are in Vi, not in V5 _,). We focus on
the Petrov-(discontinuous) Galerkin method, and define u%,& n € Vgﬁ,h as the unique solution (this statement
has to be proved) to: For all vy € Vyy,

[ Vo AV e = o) oo (3.6)

In the case of periodic coefficients, both for the (discontinuous) Galerkin and Petrov-Galerkin method (see
Efendiev and Hou [22] and Hou, Wu, and Zhang [44]), (3.3) is replaced by the improved estimate

e h
0t en = velli, oy S H+ gtz Ve, (3.7)
where the || - |1, (py is a notation for the broken norm
1l py = IW1Z2(0) + IVEVIT(D ey

In [22], two contributions to the resonance error are identified and are proved to be of the same order. In [44],
it is showed that one of these two contributions disappears by using the Petrov-Galerkin formulation. Hence,
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the multiplicative constant in (3.7) is expected to be smaller for the Petrov-Galerkin formulation than for the
Galerkin formulation — and this is confirmed by numerical tests (the resonance error may even completely
disappear in some specific situations, see [44]).

So far we’ve seen that windowing and oversampling are efficient in the periodic case to reduce the resonance
error for the corrector. In the following paragraph, we show that all the convergence results proved for general
H-convergent coefficients hold as well with windowing and oversampling.

3.4. Analytical framework

In this paragraph, we shall generalize Theorems 2 and 3 to the case of windowing. The proofs we present
here are variants of the ones of [28] (which treat the case of nonlinear operators).

We begin with the definition of a local approximation of Ay, on domains of size p > 0.
Definition 5. Let § > 1, and let n : Qs — [0,0] be a measurable function of mass one (called a mask), such
that infgn > 1/8, and for all p > 0, let 1, : C(z,5p) — [0, p~=%8] be the rescaled version 1, : y +— p~n(y/p) of
n. For all p > 0 and € > 0, we denote by Ag8 : D — My the function defined by: for all i,j € {1,...,d} and
forx € D,

[@Aﬂw:(érﬁlﬁJIK;m‘;%+w@”@mw&u+w@+vW%%mmm@@,@&

where for all k € {1,...,k}, ’Uép’ (z,-) is the unique weak solution in H(Qsp N T—zD) to
—V - A (x4 y)(er + V02 (z,y)) =0 in Qs, NT_D. (3.9)

Unless 7 is a constant function, it is not clear a priori whether Af) . is a coercive matrix. This is indeed the

case under mild conditions, which are stated in the main result of this section:

Theorem 4. Let D be smooth. Let A. be a H-convergent sequence, and Ag_ﬁ be as in Definition 5. Then there
exist 6 > 1 small enough and ' > o' > 0 such that for all p >0 and e > 0, Ai_ﬁ € My (D). In addition, for
all p > 0, there exists A2 € My g/(D) such that for almost every x € D,

p,hom
Ehj)%Ags( ) = Ag hom( ) (310)
Jim, LA o (7)) = Anom(2). (3.11)

As a direct corollary we have

Corollary 2. Let A, Ai, and Ai hom e as in Theorem 4, and f € H~Y(D). Then, the weak solution
0 _€ HY(D) to
é 5
A
satisfies
lim lim ||u — Unom||m1 (D) =0, (3.12)

p—0e—0
where unom € HE (D) is the weak solution to
-V Ahomvuhom = f

As a consequence of H-convergence we also have that

plr% E11rn ||u — Ue||z2(py = 0,
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Before we proceed with the proofs, let us give the associated corrector result.

Definition 6. Let H > 0, Iy € N, and let {Qmu i}icp,1,] be a partition of D in disjoint subdomains of diameter
of order H. We define a family (My) of approximations of the identity on L*(D) associated with Qg ;: for

every w € L2(D) and H > 0,
Iy
Mpy(w) = Z <][ w) 1Qm.-
i QH,i

=1
Let § > 1 be as in Theorem 4, and for all i € [1, 1], set

Q%l ={zeD|dx,Qu;:) < (6 —1)H}.

With the notation of Corollary 2, we define the numerical correctors v5H?

. . 6
pe " associated with u,,

. as the unique

weak solution in H}( %71-) to

pyE

-V A. (MH(vqu) +v751Hﬂ') =0, (3.13)
we set ' '
Vg = Mu (Vi lon, + (V15
for all 1 <1 < Iy, and we define

Iy
§,H __2 : §,H,i
Cp,a = Vup,a 1QH,'L‘
i=1

We then have the following corrector result:

Theorem 5. Under the assumptions of Corollary 2, the corrector of Definition 6 satisfies

§,H
pre

=0 3.14
opy = O (3.14)

lim lim HVUE —
p,H—0¢e—0
for all exponents p such that
o 1 <p<2if A is a family of symmetric matrices,
o 1 <p<2ifA. isnota family of symmetric matrices.
In addition, if the r. h. s. f € H (D) of equation (1.5) belongs to W—19(D) for some q > 2, then one can
take p =2 in (3.14) even if A is not symmetric.

We begin with the proof of Theorem 4, which has the same structure as the proof of Theorem 2.

Proof of Theorem 4. We first prove that Agﬁ € My /(D) for some ¢ > 1 small enough. By regularity of the
domain D, for all 0 < v < 1, there exists § > 1 such that for all z € D,

|Q, NT_D|

. 3.15
1Qs, NT_,D| = (8.15)

By definition of , non-negativity of the integrand, and using that 7, < p~946 and infgn > p~?/8 by assumption,
one has for all ¢ € R? such that |¢| =1

5o _ -t 5p.e Sp.e
e = /QWIDW) /Q o V@) Aela 4 )€+ T ) )dy

1

> - + V2PE (3, y)) - Acl + + Vool (2, y))dy,
52|Q5p N T,ID| QPOT,ID(g 3 ( y)) ( y)(é- 3 ( y)) Y
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where vgp’hom(z, -) is the unique solution in Hg(Qs, N T—,D) to

—V  Anom (@ + y)(€ + V""" (z,7)) = 0.

By Meyers’ estimate and the regularity of D, there exist ¢ > 2 and o > 0 such that for all z € D and all
. dp,hom dp,hom

¢ € RY with [¢] = 1, v;""" (,) € Wy *(Q5, N Ty D) and [|€ + Vo ™ (@, )} 0, v . py < 91Qsp N T D).

Hence, by Holder’s inequality, the fact that |£] = 1, the argument leading to (2.4) (coercivity of A. and Jensen’s

inequality), and (3.15), the estimate above turns into

1
L S — + Ve (2, y)) - Aclz + y) (€ + V2PE (2, y))d
5 P, 5 - 52|Qp ) T_ID| QsmeimD(g 3 ( y)) ( y) (& 3 ( y)) Y
1 dp,e dp,e
—T E+ V5 (z,y) - Ac(z + y) (€ + Vv (x,y))dy
2105, N T2 D) (QJP\meTﬂD( e (@,y)) - Ac( ) ¢ (2,y))
> 2 S [(Qs\ Q) N T, D|2/4(0]Qs, N T, D)/

62 02|Qs, N T_.D|

1
- 5_2(a — B(1 —y)la=D/a52/a),

Since q and ¢ only depend on «, § and D, there exists 0 < v < 1 and therefore some § > 1 such that
e
€ : Aé,ag > §a
as desired. The upper bound is proved as in (2.3).
Let z € D and p > 0, and consider problem (2.2). By the locality and definition of H-convergence (see
property (2) of Lemma 1 and Definition 1), for all k € {1,...,d},

op, dp,hom .
vkp E(‘r7 ) - vkp " 6(1', ) m H(% (Q5P m T*ID)5 s (316)
Acla 4 ) (e + V02 (@,)) = Auom(@ + )(ex + VoM™ (@,)) in L¥(Qs, N T-0D, RY),

where v27"™ (z,-) is the unique solution in H{ (Qs, N T—D) to
=V Ao (@ + y)(ex + V0" (1)) = 0.

Hence, setting

-1 dp,hom dp,hom
Wonom@li = ([ )" [ et T ) Ao o 9) et T ) ),
5p —x ép —x

dp,e
J

and therefore curl-free, whereas Anom(z + y)(e; + Vyvf P (x,y)) is divergence free by definition, so that their
product converges in the sense of distributions to the product of the limits as ¢ — 0. Yet, by Meyers’ estimates,
Y — Vyvip’s(:c, y) is in L9(Qs, N T D) so that y — (e; + Vyv?p’s(z, y)) - Ac(z +y)(e; + Vyvfp’s(z, Y))n,(y) is
bounded in L‘Z/Q(Q(;p NT_,D) with ¢/2 > 1, which upgrades the convergence in the sense of distributions to a
weak convergence in L9/2(Q;, N T—,D) (by the Banach-Alaoglu theorem), and yields the desired result (3.10).

(3.10) follows from (3.16) by the div-curl lemma and Meyers’ estimates. Indeed, e, + V,v:”°(z,y) is a gradient,

To prove (3.11), we appeal to Lemma 3. To this aim, we note that for all p small enough, Qs, C T, D, so
that

[AD hom (©))ij = / (€ + V2™ (2, py)) - Apom(z + py)(e; + Vol ™ (z, py))n(y)dy.
)
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By the continuity of translations in L!(D), since Apom € LY(D), for all y € Qs and B CC D we have

/ | Anom (2 + py) — Apom (z)|dz "= 0.
B

Integrating over Qs and using Fubini’s theorem, one obtains

/B (/Qé | Abom (T + py) — AhOm(;c)|dy) da "= 0. (3.17)

Consequently, for almost every x € B, and almost every y € Qs,

p—0

Anom (z + py) "= Anom (). (3.18)
Let now x € B be such a point, and let then w{ € H}(Qs) be solutions for k € {1,...,d} to
—Vy - Anom (@ + py)Vywi (y) = Vy - Anhom (x + py)ey.

Estimate (3.18) implies that the assumptions of Lemma 3 are satisfied, so that w{ — wy in H'(Qs), where wy,
is the unique weak solution in H}(Qs) to

—Vy - Apom (@) Vywi(y) = Vy - Apom(x)er = 0. (3.19)
Hence, for all i,j5 € {1,...,d}
[AD pom (@i = /Q (ej + Vywj(y)) - Anom(z + py)(ei + Vyw] (y))n(y)dy
5
—0
[ e ) Ao+ Vi)
5
= [Anom ()]
since wy = 0 is the trivial solution to (3.19). This concludes the proof of the theorem. O

The adaptation of the proof of Theorem 3 to cover Theorem 5 is straightforward, and we leave the details to
the reader.

To deduce the convergence of the direct approach with windowing and filtering from Theorems 4 and 5, one
proceeds as in Subsection 2.3. The proof of convergence of the Petrov-Galerkin version of the dual approach
with oversampling is slightly different than in Subsection 2.4. The key observation is that this “multiscale”
Petrov-discontinuous Galerkin method can be interpreted as a simple Galerkin method for an approximate
homogenized problem, which makes the analysis much more elementary than expected.

Let us recall there is a one-to-one mapping MiAfF%ll\lA from Vg to Vflys_ h- The Petrov-discontinuous Galerlin

method is as follows: Find u%ﬁ,h € me,h such that for all vy € Vg,

/DVUH'AEVHU%,E,h = (f,v8) g-1(py,m3 (D) -

Recall that ngs_’h ¢ H'(D), and that for all v‘}iys_’h = Z;jjl VHvi’l/)};{,s,h,i’ VHU?{,s,h denotes the broken gradient

J . H .
Yo VH7Z-V1/J%7€7,171-. We now use the one-to-one mapping Ml‘z}ISF’%}I\L/I from Vg to Vf]_’&h, so that one may write

5 a0 Heh 8 w6 5 5
Vuly en = Myipen (When) = Vug o, +Vuy - VO 4.
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for some u%ys_’h € V. This turns the equation for u?—l,e,h into an equation for u%,ys_’h: Find u%_’&h € Vg such
that for all vy € Vg,
§ §
/ Vo - AH,E,hqu,a,h = <f, UH>H*1(D),H(}(D)’
D

where A?—I,e,h is defined as

Iy
Al g = Z][T A (Id+ V&Y )1 .
i=1 H

For this equation to be well-posed we need A%, -, to be coercive. Indeed, there exists some § > 1 small enough

such that for all H,e,h > 0, A?—I,e.h is uniformly coercive on D. The proof of this property is similar to the
proof of the corresponding result in Theorem 4, and relies on Meyers’ estimates. We leave the details to the
reader.

We shall now show that

Jim Tim Tim [[ufy ., = thom|| 2 (p) = 0. (3.20)

The limit h — 0 is standard, and we let A%E and ui[,a denote the limits of A% _, and uy; _,. Furthermore we
denote by upg hom the weak solution in Vg to

-V Ahomqu,hom = f
Then, by the triangle inequality
[Vl o = Vinom|lr2(py < |V e — Vg homl 2(p) + | VUt hom — Vihom || 22(p)-

We then treat the two terms of the r. h. s. separately and start with the first one. The function quLE — UH hom
is the weak solution in Vg to

-V A?.LEV(H?{_’E — uH,hom) = -V (Ahom - AgH?g)qu,homv

so that

Vi o = Vs womllz2p) S 11(Anom — A% ) Vs hom | 22(p)

S ||(Ahom - Af'—]7g)vuh0m||L2(D) + 2BHVUH,hom - Vuhom”LQ(D)-

The first term of the r. h. s. converges to zero as € and H go to zero by the dominated convergence theorem
and using the fact that the following convergence holds pointwise, as above,

lim lim A‘SH . = Ahom.
H—0e—0 ?

The second term is standard and vanishes due to the convergence of the Galerkin method:
I}}H}O ||qu,hom - VuhomHLZ(D) = 0.

We have thus proved (3.20). The rest of the proof is as in Subsection 2.4.

The case of the (discontinuous) Galerkin version of the dual approach can be dealt with the same way,
although care has to be taken for the right hand side (the same way as in Subsection 2.4 where some fp is
introduced)

Comments are in order. In this subsection we have shown the convergence of the direct and dual approaches
of numerical homogenization when combined with windowing, filtering, and oversampling. A crucial question
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in the analysis (and in practice) is under which conditions the approximate homogenized matrices A%, o are
coercive. We’ve shown this is the case for § close enough to 1. Other conditions may ensure this as well (such
as H small and Apom smooth). Yet this can be an issue for the numerical practice.

It is also worth mentioning that the analysis of convergence of the Petrov-discontinuous Galerkin method
does not require any stabilization. This is rather unusual since discontinuous Galerkin methods normally require
stabilization to converge to the right solution. The reason for this is that although the method is written in
terms of a Petrov-discontinuous Galerkin formulation, it is equivalent (using the one-to-one mapping MiAfF%f/[)
to a simple conforming Galerkin method on a different equation. The convergence analysis for the latter is
then standard, and implies the convergence of the former — this structure is unusual and peculiar to the

homogenization problem under consideration.

Here we have not considered other boundary conditions for the numerical correctors than homogeneous
Dirichlet boundary conditions. This owes to the fact that windowing aims at reducing the effect of boundary
conditions, so that the precise choice of the boundary conditions shouldn’t affect the convergence result (indeed,
the results hold as well with the boundary conditions of Remark 3).

A last and important remark is the following. In (3.8), the quantity which is averaged is the energy density
(e; + Vyv?p’e (2,y)) - Ac(y)(e; + V027 (x,y)). Yet other choices than this one are possible, and e; - A (y)(e; +

Vyvf P€(z,y)) would do the job as well. As opposed to the approach without windowing, these two choices
give rise to two different approximations, although both converge within the analytical framework (the proof
adapt in a straightforward way). Of course, for symmetric diffusion coefficients, it makes “more sense” to use a
symmetric formula. For non-symmetric diffusion coefficients however, there is a more subtle way to generalize
this formula. Indeed a property which should be preserved at the level of the approximation is the fact that
homogenizing the adjoint problem is equivalent to taking the adjoint of the homogenized problem (in other
words, we always have (Anom)? = (AT )nom). This property is only satisfied at the level of the approximation
formula provided the quantity to be averaged is (e; + Vyﬁj-p’a(ac, Y)) - Ac(x +y)(ei + Vy02? (2,y)), where Ejp’a
is the unique weak solution in H}(Qs, N T-,D) to

-V AET(JU +y)(ex + Vyﬁip’a(ac, y)) =0 in Qs, NT_,D.

This property will be important in the next section.

4. REDUCTION OF THE RESONANCE ERROR BY ZERO-ORDER REGULARIZATION

We propose now a refinement of the method of windowing to reduce more efficiently the resonance error. The
method is based on the introduction of a zero-order term in the corrector equation, and the use of a suitable
averaging mask. In this section we describe the method on a prototypical problem, and shall combine it with
numerical homogenization methods in the following section. We assume that the homogenized matrix Apom is
given by the asymptotic formula: for all 4,5 € {1,...,d},

e+ Anomer = lim ' (e + V") Alei + V'), (4.1)
R
where for all k € {1,...,d}, ¢* is the weak solution to the corrector equation on R?
~V - Ale, +V¢¥) = 0. (4.2)

If the matrix A is for instance periodic, quasi-periodic, or more generally stationary ergodic, this corrector
equation is well-posed (uniqueness follows from the condition of sublinearity at infinity) and the definition of
homogenized coefficients makes sense.



ESAIM: PROCEEDINGS 85

In this form, the numerical homogenization methods presented so far essentially consist in replacing ¢* by
ok, unique weak solution in H(Qr) to (4.2) on Qr for some large R > 0, and in approximating Apom by

%%mmf:/<%+v%»A@+vmmL (4.3)

R

for some averaging mask of support Qp, of size R/2 < L < R.
As already mentioned, the error in the periodic case is:

|Ahom — Ar,| S 1/R. (4.4)
The objective of this section is to obtain a better convergence rate.

4.1. Description of the method, and analysis in the periodic case

The starting point of the method is the following observation: solving (4.2) on a bounded domain Qg
requires to introduce artificial boundary conditions (namely here homogeneous Dirichlet boundary conditions).
The associated error then propagates from the boundary 0Q g to the inside of Qi due to the poor decay of the
Green’s function associated with the operator —V - AV (which is algebraic), so that windowing “alone” is not
that efficient. We need to find a way to localize the error to a boundary layer in the neighborhood of dQg.

This can be achieved by adding an absorbing term in the equation, namely a zero-order term. For all T > 0
we consider the “regularized” corrector equation on R%: for all k € {1,...,d},

T 1ok — V- A(er + Vok) = 0. (4.5)

The (unique) weak solution to this equation ¢% is much easier to approximate than ¢* because the Green’s
function associated with the operator T-! — V- AV decays exponentially fast in terms of distance measured in

units of v/7T. In particular, the difference on Q, between qb? and a solution computed on a bounded domain

QR is essentially of infinite order in terms of R_\/%L (for R > L). In order to deal with non-symmetric matrices

efficiently as well, we introduce the adjoint problem and consider the regularized adjoint corrector equation on
R<:
—k —k
T r — V- AT (e, + Vor) = 0. (4.6)
The use of the adjoint problem indeed follows Tartar’s seminal ideas, whereas the introduction of the zero order
term is somehow inspired by the analysis of the corrector equation in the stochastic case.

The approximation of Ay, we shall consider is then given for all i,5 € {1,...,d} by

%uhﬁww:/’@+V%m»m@+vﬁam, (.7)

R

where 77, is a suitable averaging mask, and ¢}'§"7R7$§“,R € H}(QRr) are the weak solutions in Qg to (4.5) and
(4.6), respectively.

Before we turn to the analysis of the periodic case, let us make the notion of averaging mask more precise.
Definition 7. A function n: [—1/2,1/2] — RY is said to be a filter of order p > 0 if
(i) n € CP([-1/2,1/2)) NWPHL2((—-1/2,1/2)),

(i) J17, n(z)de =1,
(iii) 7™ (=1/2) = n®)(1/2) =0 for all k € {0,...,p —1}.
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The associated mask ng, : [~L/2,L/2]¢ — RT in dimension d > 1 is then defined for all L > 0 by

d
ne(z) = L[ (@ a),
i=1
where = (1, ...,24) € R™
In the periodic case, we then have the following quantitative convergence result:

Theorem 6. Let d > 2, A € Myg be Q-periodic, n be a filter of order p > 0, and Anom and Ap g1 be the
homogenized matriz and its approzimation (4.7) respectively, where R> > T > R, R> L ~ R~ R — L. Then,
there exists ¢ > 0 depending only on a, 3 and d such that we have

R-1L
|AT R — Anom| < L™PFY 4 772 4 T4 exp <c 77 > . (4.8)

Remark 4. This result is an extension of [29, Theorem 3.1] which allows to cover the case of non-symmetric
diffusion coefficients as well. If in (4.7) we had used the (primal) corrector instead of the corrector associated
with the adjoint problem, the term 7~2 would be replaced by 7! for non-symmetric matrices.

The starting point of the proof is the decomposition of the error into three contributions:

AT r.r — Ahom| < |[Ar,rr — Ar.L| + |Ar,L — Ar| + |AT — Abom],

where ‘
ej - Arre; = /d(ej +Vér) - Ale; + Vi),
R
and
ej Are; i= [Jim (ej + V&7 - Ale; + Véi) (4.9)
R

= ][Q(ej + VajT) - Ale; + Vo),

by periodicity of A, ¢ and ¢y

The first contribution measures the error due to the use of boundary conditions to approximate qb? and E;
on a bounded domain. As already mentioned, this term is exponentially small due to the decay of the Green’s
function associated with the Helmholtz operators T-! — V- AV and 7~! — V - ATV on the whole space (and
the maximum principle). The second contribution measures the error made in approximating the average of
the periodic function (e; + V) - Ale; + Vi) (recall that ¢4, 5;, ¢F, and Ek are periodic) by the average on
Qr with the mask 1. By Fourier analysis, one can show that this approximation error decays as in L~®+1)
where p is the order of the filter, so that this contribution is not the limiting one for p sufficiently large. Both
errors are analyzed in detail in [29].

The last contribution is the so-called systematic error, which is a consequence of the fact that we have
modified the corrector equation by a zero order term, and therefore introduced a bias which is controlled by
the parameter T'. This is the only place which changes in the proof with respect to the symmetric case treated
in [29]. We shall make use of the weak forms of the adjoint corrector and corrector equations: for all v € H# Q)

/ Vo AT(e; +V§) = 0, (4.10)
Q

/ Vv - A(e; + V¢') = 0. (4.11)
Q
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By definition of Ay and Apem and using (4.11) for v = ¢/ and then v = aj, we obtain
¢ (A7 — Apom)er = / (e + V) - Alei + Vi) — / (e + V&) - Ale; + V)

Q Q

- /(ej LVE) - Ales + Vi) — / (e; + V&) - Ale; + V)
Q Q

- / (VEh — VF') - Ales + Vi) + / (e; + V&) - AV — Vo)
Q Q

- /QWEJT _ V) - Ales + Vi) + /QNW'T V) AT(e; + V).

Using then (4.10) with v = ¢% — ¢%, and (4.11) with v = EJT — Ej, this turns into

e; (Ar — Apom)e; /Q (V& — V) - Ale; + Vin) — /Q (Vs — V) - Ale; + Vo)

= [ (%0~ V) A(Vo5 - Vo)
Hence, since A € Mg, this turns into

|Ar — Apom| S Vo7 — V& || L2(0) [V — V&'l L2y

and we need to estimate the convergence of V¢l to V¢! (the second term is similar). Since ¢% — ¢ is the
unique weak solution in H(Q) to

T — ') = V- AV(dp — ¢') = T~ '¢,
an a priori estimate combined with Poincaré’s inequality in H%E(Q) allows to conclude that

V(¢ — )2 S T

This finaly implies the desired estimate
|Ar — Apom| S T2 (4.12)

Let us give a simple application of this estimate: For p > 3, the rate in (4.8) is controlled by the last two
terms. In particular the last term requires T' to be such that L > +/T. A possible choice is then given by
o T=L%*InL)™ 4,
e R=3L/2,
for which (4.8) reads:
|A7 .1 — Apom| < R™*1n® R. (4.13)
Whereas the convergence rate in estimate (4.4) is of order 1, the regularization approach yields a convergence
rate in (4.13) up to order 4.

4.2. Spectral analysis for symmetric coefficients and consistency in the stationary ergodic
case

The aim of this subsection is to show that the regularization method introduced in the previous subsection
is consistent at the level of the homogenized coefficients for a large class of heterogeneities, and not only for the
periodic case. Unlike the consistency results we have proved so far, one cannot consider here any H-convergent
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sequence. We shall indeed prove consistency for the restricted class of stationary ergodic coefficients (which is
already quite large, and includes periodic and quasiperiodic coefficients, as well as standard examples of random
inclusions etc.).

This is where the second fundamental tool of the homogenization theory pops up: spectral theory. Because
of the nature of the tools we shall use (essentially the spectral theorem), the argument we present here only
covers the case of symmetric diffusion coefficients (for which we then have ¢, = ¢r), as opposed to Theorem 6.

In order for this survey to be as self-contained as possible, we quickly recall standard qualitative results
in stochastic homogenization of linear elliptic equations. We refer the reader to the original papers [55] by
Papanicolaou and Varadhan, and [47] by Kozlov for details (see also the monography [45]).

Let (92, F,P) be a probability space, and denote by (-) the associated expectation. We shall say that the
family of mappings (6.),cgre from € to € is a strongly continuous measure-preserving ergodic translation group
if:

e (0.).cra has the group property: 6y = Id (the identity mapping), and for all z,y € R?, 0,1, = 0, 0 0,;

o (0.).cre preserves the measure: for all x € R, and every measurable set F' € F, 0, F is measurable
and P(0,F) = P(F);

e (0.),cgre is strongly continuous: for any measurable function f on €, the function (w,z) — f(0,w)
defined on © x R? is measurable (with the Lebesgue measure on R?);

e (0.).cra is ergodic: for all F € F, if for all x € R, 0, F C F, then P(F) € {0,1}.

Let 0 < a < 3 < oo, and let A € L?(2, M,3). We define a stationary extension of A (still denoted by A) on
R? x Q as follows:
A (zw) — Az, w) = A(Ow).
Homogenization theory ensures that the solution operator associated with —V - A(z/e,w)V converges as € > 0
vanishes to the solution operator of —V - AoV for P-almost every w, where Apom is a deterministic elliptic
matrix characterized as follows. For all £, ¢ € R%, and P-almost every w,

£ Apom¢ = lim (€ + Vs (z,w)) - A(z,w)(C + V¢ (z,w))dx

— 00
R R

((€+ Vo) - A(C+ V),

where ¢¢ : R? x Q@ — R is Borel measurable, is such that ¢$(0,-) = 0, V¢¢ is stationary, <V¢5> = 0, and
¢€('a L,U) € Hl

L (R%) is almost surely a distributional solution to the corrector equation

—V - A(z,w)(€ + V¢S (z,w)) = 0in RY, (4.14)

and likewise for ¢¢.
The proof of existence and uniqueness of these correctors is obtained by regularization, and we consider for
all T' > 0 the stationary solution (bET with zero expectation to the equation

T~ 165 (2, w) — V- Alz,w)(€ + Vo (2,w)) = 0 in R,

This equation has an equivalent form in the probability space, to which we can apply the Lax-Milgram theorem.
This formulation requires a bit of functional analysis: the stochastic counterpart of V; (for ¢ € {1,...,d}) is
denoted by D; and defined by

. f(eheiw) - f(w)
These are the infinitesimal generators of the d one-parameter strongly continuous unitary groups on L2(£2)
defined by the translations in each of the d directions. These operators commute and are closed and densely
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defined on L?(£2). We denote by H(2) the domain of D = (D1, ...,D,). This subset of L?(Q) is a Hilbert space

for the norm
I£1I5 = (D) + (f?)-

Since the groups are unitary, the operators are skew-adjoint so that we have the “integration by parts” formula:
for all f,g € H(Q)

(fDig) = —(gDif).

The equivalent form of the regularized corrector equation is as follows:
T7'¢5 — D A(§ + Do) = 0, (4.15)

which admits a unique weak solution in ¢$ € H(€2), that is such that for all ¢ € H(%Q),
<T*1¢§w+D¢.A(5+D¢§)> — 0. (4.16)

One may prove using the integration by parts formula that DngfT is bounded in L?(€2) and converges weakly (up
to extraction) in L2(Q) to some solution ®¢, which is a gradient. Using then the spectral representation of the
translation group we may prove uniqueness of the corrector ¢¢ (which is such that V¢* = ®¢), see [55].

Up to here, we have not required A to be symmetric. Let ./\/lZyg’[1 denote the subset of symmetric matrices of

Mg, and set
A = LR, M), (4.17)
In the rest of this section, we shall consider that A € L?(£2, ./\/lzyén ) so that one can appeal to spectral theory.
Note that the stationary extension of A belongs to L?(£2, Aiyﬁm), and that Apem is also symmetric.
Let £L = —D - AD be the operator defined on H(Q) as a quadratic form. We still denote by L its Friedrichs

extension in L?(Q). This operator is a nonnegative selfadjoint operator. By the spectral theorem it admits a
spectral resolution

L= /]R<+ AG(d)).

Recall that this allows one to define a spectral calculus, namely for all suitable function g : R™ — R, one may
define the operator g(£) by

o(£) = | oG,
R+
as one would do for symmetric matrices. We further denote by 0 := —D - A¢ the local drift in direction £, and

shall consider the projection e, = (0Gd) of the spectral measure G onto the local drift. Since ¢ = £710 and
(Vi) - AVx) = (¢Lx) by integration by parts for all ¢, x € H(), one has formally

(Vo AVe) = ((L70)L(L™)).

This identity can be proved using the regularized corrector ¢r and passing to the limit as T" — oo. We then
apply spectral calculus to £ and the function
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which yields the following spectral identity:

6 . Ahomé-

o~ o~ o~~~

1
Ag) — [ Sdes(, (4.18)
R+ A
where we have used the weak form of the corrector equation tested with ¢ itself

(Vo-A(E+V9)) =

which is a consequence of the analysis in [55]. This formula will be crucial for the analysis of the regularization
method:

With the help of this framework, one may prove the consistency of the regularization approach.

Theorem 7. Letd > 2, A€ Azygl be a stationary random field, n be some mask, and Anom and Ar g1 be the
homogenized matriz and its approzimation (4.7), respectively. Then, almost surely,

lim lim |AT7R7L - Ahom| = 0.
T—oo R>L—o0

Let ¢ € RY with |¢] = 1 be fixed. By the triangle inequality we have:
1€ Arr,r& — & Anomé| < |€- A rrl — & Aré| + (€ Arpd — & Aré| + € Aré — & Apomé],  (4.19)

where

§-Ar€

[ €+ 968) - Alg+ Vo, (4.20)
£ Arg

((€+V5) - A€ +V65)). (4.21)

The first term |- Ar g, —&- Ar,1.&| of the r. h. s. of (4.19) is a measure of the error due to boundary conditions
and scales like

|AT,R,L — AT,L| ,S T3/4 exp ( —C (422)

R - L)
\/T )
see [30, Proposition 2.8 and Remark 2.9]. In particular, it vanishes in the limit (R — L)/vT — oo.
The second term |€ - Ar,.& — & - Ar€| is a measure of the error between an average in physical space and the
expectation. By the ergodic theorem, this vanishes almost surely as L. — oo.
The last term | - A& — € - Apom&] is the systematic error. We shall use spectral theory to show that it
converges to zero as T — oo. As for (4.18), using the regularized corrector equation (4.16), the spectral theorem

indeed yields

- Aré = (£ A+ (Vor - AVer) +2(Vor - AE)
(€ A8 + (Vor ~AV¢>T>f2<V¢>T~AV¢T>f2T*1<¢2T>
1

-1
E AE /R+ = 1+)\ dea()\)—QT /]R+ mdea()\)

2=+ A
Af)
€ a9 - [ ot da o,
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so that

1
(A — Apom)é = T2 — 5 dea (A 4.2
€ (Ar = Auom)é = 772 [ oy dea(), (123
which vanishes as T — oo by the dominated convergence theorem (since A~! is integrable for de, ):
Tlim |Ar — Ahom| = 0. (4.24)
This concludes the proof of Theorem 7.

As a by-product of this analysis we also have consistency of the regularized corrector almost surely:

lim  lim V¢ — V&£|* = 0. (4.25)

T—oo R>L— QL

On the one hand, by ergodicity,

fim f [Vor.e = Vo' = (V6§ = Vo) 5 (Vo = V) A(Ve; - Vo))

R—o

On the other hand, using the symmetry of A (in the third identity) and the weak form of the corrector equation
for ¢ (in the fourth identity), that is for all Dy € L2(£2),

(Dy - A(€ +Dg*)) = 0,

we obtain

€ A€ — € Auoné + V65 A+ V) ) — (64 V6) - AE +Vet))
Ve = Vot) - AE+Ve5)) + ((€+ V') - AV — Vo))

(¢
(
(V65 — Vof) - A¢ + Vo)) + (Vo — V) - A€ + Vo) )
(¢
(

<
<
((vo
((€+ V%) - AV = Vo)) — (Vo — Vo) - AE + Vo) )

= (V6 — V) - A(V5 — Vo)) (4:26)

The combination of this inequality and this identity with (4.24) yields (4.25).

Remark 5. With some additional work we can even consider some “diagonal” extraction in a weaker norm.
In particular, in the regime R? > T > R, R> L ~ R ~ R — L, we have

T,Rl,llI/ILoo (|A7,r,L — Ahom|) = 0

4.3. Convergence rates in the stochastic case with finite correlation-length

In the case of stationary random symmetric coefficients with finite correlation-length ¢;, that is coefficients
A such that for all z,y € R, A(x) and A(y) are independent random fields if |2 — y| > ¢;, we may even give
quantitative results for the regularization method.

This covers for instance the case of a random checkerboard (say when the colors are independent and iden-
tically distributed random variables) or the case of random inclusions whose centers are distributed according
to a Poisson point process (or hard-core Poisson point process to avoid overlapping inclusions).
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In this case, Otto and the author proved the following convergence rates for all d = 2,3, 4 in [37]:

d=2 : L~2In’T,

2<d<4 : L7¢ (4.27)

(|A7,R,L — Ahom|®) <

for R = 2L, T = LIn*> L, and some ¢ > 0 depending only on «, 3. In particular, these estimates are expected
to be optimal (they have the central limit theorem scaling) up to the logarithmic correction for d = 2. They
improve the estimates by Bourgeat and Piatnitski in [12] and by E, Ming, and Zhang in [18], which essentially
show (for more general statistics on the coefficients however) that there exists some non explicit exponent v > 0
such that

<|AT,R,L — Ahom|2> 5 L7 (428)
provided d > 2. The core ingredient in their proof is the very insightful contribution by Yurinskii [60]. However,
as explained in the introduction of [38], even if all the steps of Yurinskii’s work yielded the expected optimal
exponents, the method to pass from the results of [60] to (4.28) does not allow to obtain the optimal convergence
rate, so that necessarily v < d.

The proof of (4.27) is rather long, and go beyond the scope of this survey. Let us also mention that in the
case of discrete elliptic equations on Z? with random conductivities, the picture is even more complete, and we
refer the reader to the series of papers [30, 35,36, 38,39].

It is also worth noting that the scaling of (4.27) is better than the scaling of (4.4).

4.4. Improving the convergence rate by Richardson extrapolation

In (4.27), the result is only stated up to d = 4 because it does not hold for d > 4. Let us discard the error
due to boundary conditions, which is controlled by (4.22) and can be made decay at any order in L (provided
R—L>VT ). We focus instead on the error term <|AT, L — Ahom|2>, which splits into two contributions: the
random error (A ; fluctuates around its expectation (Ar ), which by stationarity is nothing but Ar) and a
systematic error (the difference between the expectation of (Ar ) = Ar and Apom). As proved in [37], the
random error scales as the central limit theorem in any dimension

d=2 : L2In?L
2 9
(Arp—Arf) S 525 L,

for some ¢ > 0 depending only on «, 3, provided L < T (which is compatible with the requirement R— L > VT ).
The scaling of the systematic error is however different:

T 'In?T
T—3/2
T2InT,
T2,

|AT — Ahom| < (4.29)

QU Q&

Vol
=k W N

so that the choice T = L1In* L (which is convenient to control the error due to boundary conditions via the
exponential decay of the Green’s function of the Helmholtz equation) only yields the central limit theorem
scaling in (4.27) up to d = 4.

Recall that for stationary random fields A, we have the spectral formula (4.23) for the systematic error:

1
5' (AT - Ahom)f = T72 /R+ mdea (/\)

Hence, the best one can hope for the convergence of Ar to Apom is indeed T2, which holds provided X — A3
is dep integrable. What (4.29) implies is that A\ +— A73 is de, integrable for d > 4 in the case of stationary
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coefficients with finite correlation length. In the periodic case, since there is a spectral gap, there exists p > 0
such that e5((0, 1)) = 0, and A — A73 is de, integrable in any dimension, so that (4.23) implies (4.12) (provided
the matrix is symmetric). In particular, using the approximation Ay of Apom, one cannot benefit from the fact
that A — A~* may be de, integrable for some k > 3. In order to benefit from this, one needs to introduce other
approximation formulas of Aoy than Ap.

Ideally we are looking for approximations Ar j of Apom which are such that

L dey(N). (4.30)

Ar g — Anom <T—2k/ __
| T,k ho | ~ - )\(T71+)\)2

In [34], Mourrat and the author defined such a family of approximations of Apem by induction in terms of their
spectral representations. Yet, this approach is only useful if these approximations admit an explicit counterpart
in physical space. The formulas introduced in [34] do indeed have the following representation:

k—1
§-Arp€ = (E+Vor) - AC+Vor) + T Y v (bo-irda-it),

i,j=0

where the coefficients v;; are defined by induction. To be concrete, the first three approximations of Anom are
given by:

§-Ara§ = ((£+Vor) - A€+ Vor)),
§-Ara€ = ((E+Vor)- A+ Vor) =377 (03) =207 (¢35) + 5T (drér/2).

4
€ Arge = ((€+Vor)- A+ Vor) - 2T (63) — 8T (635) — 5T (04
+%T_1 (prdr/2) — 2—92T_1 {prdr/4) + ?T_l {dr/207/4) -

For general stationary ergodic coefficients, the approximation formulas A are consistent with Apom in the
sense that

lim Arr = Ahom,

T—o0

which can be proved using the Lebesgue dominated convergence theorem as for the convergence of Ar in
Theorem 7. Note that in order to approximate Arj in practice one needs to solve the regularized corrector
equation for k different zero order terms of magnitude 271 for i = 1,...k — 1. The associated computable
approximations A7y g1, of Apom are given by

k—1
€ Arsni€ = [ (€+Vorn) A€+ Voram + T Y /Q P ——

R i,j=0

where 7, is a suitable averaging mask, and ¢r-i g € H}(Qr) are the weak solutions in Qg to (4.5) with the
corresponding magnitude of the zero order term.
In the case of (symmetric) periodic coefficients, one may conclude using the spectral gap and (4.30) that for
all k> 1,
|AT,]€ — Ah0m| 5 T_2k.
As proved in [34], (4.8) is then replaced for all £ > 1 by

- L
|AT k. rL — Anom| < L™PTY 41772k L T4 exp <02kR—) , (4.31)

VT
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provided 7 is a mask of order p. This allows to drastically reduce the resonance error at the level of the
homogenized coefficients.

In the case of a discrete elliptic equation on Z? with i. i. d. bond conductivities, Neukamm, Otto and the
author proved in [36] (see also [34]) that for all d > 2, there exists kg > 1 such that for all k& > k; we have

(|A7k,r,L — Anom|?) S L7¢ (4.32)

provided R = 2L and T = L1n? L — which the central limit theorem scaling in any dimension. It is to be
expected that the result will hold for continuous equations as well, which would extend the results (4.27) of [37]
to dimensions larger than 4.

In this subsection, we have introduced a family of approximation formulas using spectral calculus, which is
proved to drastically reduce the resonance error at the level of the homogenized coefficients. Yet, the use of
spectral calculus requires the matrix A to be symmetric and it is not clear how to generalize the approximation
formulas Ar ; to non-symmetric coefficients.

To this aim, we give now another interpretation of these approximation formulas, which will allow us to
introduce a second class of approximation formulas which readily generalizes to the non-symmetric case. In
terms of their spectral representation, Ay can be seen as extrapolations of Apom. In particular, it may make
sense to try to extrapolate directly in physical space, and we consider Richardson extrapolations defined by the
following induction rule: AT,l = Ar, and for all £ > 1,

_ 1 ~ ~
A g1 = ﬁ(QkAQT,k — Arg).

As shown in [35], in terms of spectral representation, these extrapolation formulas satisfy

1

mdea@\)-

|A7) — Apom| < Tﬁ(kﬂ)/
R+

so that in the case of symmetric periodic matrices, we have using the spectral gap of the elliptic operator:
|A7 ) — Apom| < T~H+D, (4.33)

The extrapolation formulas obtained by Richardson extrapolation are particularly interesting because it also
makes sense to use them in the nonsymmetric case (where Ar is defined by the asymptotic formula (4.9) using
the corrector of the adjoint problem). As shown in [32], one can bypass the use of spectral theory in the
periodic case, and directly prove by PDE arguments that (4.33) holds as well for nonsymmetric matrices. In
the stochastic case however, it is not clear how and even whether these convergence rates can be understood
without spectral theory.

This idea of using Richardson extrapolation is very fruitful and will be applied to the corrector itself in
Subsection 5.4.

4.5. Numerical tests

In this subsection, we quickly illustrate the efficiency of the regularization method and the sharpness of the
analysis. We start with some periodic examples to check the sharpness of the analysis and then turn to more
challenging cases such as some quasi-periodic and stochastic cases.

4.5.1. Discrete periodic example

To check the validity of Theorem 6 (and of its generalization (4.31)) in the regime of R large, we have
considered the example of a discrete elliptic equation:

—V* A(E+Vg)=0 in Z2, (4.34)
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FIGURE 1. Periodic cell in the discrete case

where for all u : Z? — R,

| u(z+er) —u(x) " _ | ul@) —u(z —er)
Vu(z) := w(z + ) — u(z) ] , Viu(z) == { u(z) —ulz —es) |

and
A(x) := diag[a(z,z + e1),a(z, z + e2)].

The matrix A is [0,4)%periodic, and sketched on a periodic cell on Figure 1. In the example considered,
a(xz,x + e1) and a(x,x + e3) represent the conductivities 1 or 100 of the horizontal edge [z, z + e;] and the
vertical edge [z, x + e3] respectively, according to the colors on Figure 1. The homogenization theory for such
discrete elliptic operators is similar to the continuous case (see for instance [58] in two dimensions, and [2] in the
general case). Since the periodic pattern is invariant by the rotation R of angle 7/2, the homogenized matrix
satisfies RAnom = Anhom- In dimension d = 2, this implies that Apen, is a multiple of the identity. It can be
evaluated numerically (note that we do not make any other error than the machine precision). Its numerical
value is Apom = 26.240099009901 .... We have considered the first two approximations formulas A7 g 1 and
Arar1 of Anom. In all the cases treated, we've taken L = R/3. For the approximation Ar i g 1, we have
tested the following parameters:

e Four values for the zero-order term: T' = oo (no zero-order term), T ~ R, T ~ R3? and T ~ R7/4,
e Two different filters: orders p =0 (no filter) and p = oco.

For the approximation A7 s g 1, we have tested the following parameters:

e One value of the zero-order term: T' ~ R3/2;
e Filter of infinite order p = co.

The theoretical predictions in terms of convergence rate of Ar g1 t0 Apom in function of R are gathered and
compared to the results of numerical tests in Table 3. More details are also given on Figures 2-5, where the
overall error

Error(k,T, R) := |Ahom — AT k.R,L|

is plotted in log scale in function of R. Let us quickly comment on the values of T" in Figures 2-5. For the four
dependences of T upon R, we have chosen the prefactors so that their values roughly coincide for R = 25 (that
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TABLE 3. Order of convergence: predictions and numerical results.

T = o0 T~R T~RY? | T~RVA
k=1 pred. | test | pred. | test | pred. | test | pred. | test
p=20 1 1 1 1 1 1 1 1
p= oo 1 1 2 2 3 3.1 3.5 3.4
k=2 pred. | test
p= oo 6 5.2

is for 25 periodic cells per dimension):

= R/25,

(4R)3/2 /1000,
(4R)™/* /5000,

= (4R)?/(25In"(4R)).

s I B

The numerical result confirm the analysis, and perfectly illustrate the specific influences of the three parameters
k,pand T.

4.5.2. Continuous periodic example

We consider the following matrix A : R? — MZ",

Alx) = <2 + 1.8sin(27x1) 2 + sin(27x2) > 1d, (4.35)

2+ 1.8cos(2mxa) 2+ 1.8 cos(2mxy)

used as benchmark tests in [44]. In this case, o ~ 0.35, 8 ~ 20.5, and Apom ~ 2.751d. We take L = R/3,
T = R/10 and a filter of order 2. The global error |AT,17 R,L — Apom| and the error without zero order term
and without filtering are plotted on Figures 6 & 7. Without zero-order term, the convergence rate is R~! as
expected, and the use of a filtering method reduces the prefactor but does not change the rate. With the zero-
order term and the filtering method, the apparent convergence rate is R~3 (note that the asymptotic theoretical
rate R~2 is not attained yet), which coincides with the convergence rate associated with filters of order 2. This
is in agreement with the tests in the discrete case, and confirms the analysis.

4.5.3. Continuous quasiperiodic example

We consider the following coefficients:
(44 cos(2m (w1 + m2)) + cos(2mV2(21 + 22)) 0
Alz) = ( 0 6 + sin?(27x1) + sin®(27v/221) ) (4.36)

In this case, the homogenized coefficients are not easy to compute. They can only be extrapolated. We have
taken for the approximation of the homogenized coefficients (that we call coefficient of reference) the output
of the computation with k = 1, T = R/100 and R = 52. Although this may introduce a bias in favour of the
proposed strategy, it can be checked a posteriori: the method without zero-order term and without filtering is
expected to converge at a rate R~'. This is effectively what we observe on Figure 8 using this coefficient of
reference. Instead, if we use as a reference the output of the computation for R = 52 without zero-order term
nor filtering, then we observe a super-linear convergence which is artificial (see Figure 8). With the proposed
method, as can be seen on Figure 9, the rate of convergence seems to be much better (the slope of the straight
line is —5). The reason for this fact is that there should be a spectral gap in this case as well.
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0.5+ -

log Error(1, co, R)

-15- -

-35F ] Bl

log4R

FIGURE 2. Absolute error in log scale without zero order term, no filter (slope —1), infinite
order filter (slope —1, better prefactor).

log Error(1,T, R)

51

-6

-8 1 1 1 1 1
0.5 1 15 2 25 3 35

log4R

FIGURE 3. Absolute error in log scale for T = R/25, no filter (slope —1), infinite order filter
(slope —2).
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FIGURE 4. Absolute error in log scale for T = (4R)7/* /5000, no filter (slope —1), infinite order
filter (slope —3.4).
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logError(k, T, R), k= 1,2
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log 4R

FIGURE 5. Absolute error in log scale for ' = (4R)*/2 /1000, A7 r.1, (slope —3.1) and A71 g 1,
(slope —5.2), filter of infinite order.
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~15-

log Error(1, co, R)

log R

FIGURE 6. Error in log scale for (4.35) in function of the number of cells per dimension R €
[3,52] without zero-order term, with and without filtering: Slope —1 in both cases.

-1k

-1.51-

log Error(1,T, R)

-3

0.4 0.6 0.8 1 1.2 14 1.6 18 2

log R

FIGURE 7. Error in log scale for (4.35) in function of the number of cells per dimension R €
[3,52] with a zero-order term T = R/10, with and without filtering: Slopes —1 and —3.
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-24F B

-261 q

-3 4

-36 q

log Error(1, co, R)

-3.81 q

0.4 0.5 0.6 0.7 0.8 0.9 1 11 12 13 14 15 1.6 1.7
log R

FIGURE 8. Error in log scale for (4.36) in function of the number of cells per dimension
R € [3,42] without zero-order term and without filtering, for the two different coefficients
of reference: Slope —1 and artificial super-linear convergence.

4 4

log Error(1,T, R)

log R

FIGURE 9. Error in log scale for (4.36) in function of the number of cells per dimension R €
[3,42] with a zero-order term T' = R/100, with and without filtering: Slopes —1 and —5.
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—L L

Ficure 10. Filter for the discrete stochastic example.

4.5.4. Discrete stochastic example

To check the validity of (4.27), we consider the discrete case, in the form of equation (4.34). This time we
assume the entries a of the symmetric matrix A to be random, independent from one another, and identically
distributed (i. i. d.). More precisely, we consider a Bernoulli law (which amounts to topping a coin) with values
a > 0 et f > a with probability 1/2. In this case the Dykhne formula holds for d = 2 so that the homogenized
matrix is explicit: Apom = v/aBId (see [30, Appendix A]). For the numerical tests, we take « = 1, 3 =9 (s0
that Apem = 31d), and

T =1+3,

R = <1+0.1m2%) (L+1).

The mask is the following:
pr(x) = fp(w1)fic(ze),
where x = (21, 22) € Z?, and fif, : Z — R* is given by

L2< 1 : 0,
aLt) = L/6< |t <L/2 : 3/20-2l/D),
t <L/6 : 1,

and ~yp is such that [, fir(t)dt = 1, see Figure 10. For a uniform sampling of logL, L € [20,4000], we
approximate the expectation

<</Zd(e1 + Vor r(@)) - A(z)(e1 + Voér g(@))pr(z)de — 3) >

by an empirical average over r(L) realizations, and define the error by

Error(L) :=
(L) 2
1 2 ([ o1+ Dol Ay )er + Tolha)noide -3

(4.37)

where {qblTJR} are solutions of the regularized corrector equation on Qg for v(L) different realizations A; of the
coefficients A. In order to be sure that the error computed using the emprirical average A% r. Of AT R 1 Over
N independent realization is close to the true error, we have taken r(L) large enough so that the empirical
variance of ATT(%) 1, is much smaller than Error(L).
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log Error(L)

_35 L L L L L L L L L
25 3 35 4 45 5 55 6 6.5 7 75

log(L?)

FIGURE 11. Error (4.37) in log scale in function of L? (slope —1/2).

The error is plotted in function of L? in logarithmic scale on Figure 11. The dots (which indicate calculations)
are in very good agreement with the straight line of slope —1/2 corresponding to the decay provided by (4.32)
(the exponent —1/2 is the central limit theorem scaling):

<|AT,R,L _Ahom|2>1/2 5 (LQ)_1/2.

4.6. Comments on the periodization method

A very popular method in numerical homogenization is the so-called periodization method, where homoge-
neous Dirichlet boundary conditions are replaced by periodic boundary conditions. The numerical tests by Yue
and E in [59] tend to show that periodic boundary conditions perform usually better than Dirichlet boundary
conditions. The method described there reads: for all L > 0, an approximation of Ay, is given by, for all

7:;]76 {17"'7d},
o Apyei = ][ (e + V) ) - Ales + Vo ),

where for all k € {1,...,d}, qb’z_# is the unique weak periodic solution (with zero mean) to

~V-Aler +Voi 4) =0  inQr.

The aim of this subsection is to make two remarks on this numerical observation:

e in the case of random coeflicients, the periodization method yields optimal results (without the zero
order term regularization) provided the periodization is made at the level of the distribution of the
random coefficients and not at the level of a realization,

e in the case of periodic (or quasiperiodic) coefficents or random coefficients with correlations, the pe-
riodization method can only be performed at the level of the realizations, and does not always reach
optimal convergence rate (unlike the zero order regularization method).
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Let us make these comments more precise by treating a couple of examples.

In the case of a discrete elliptic equation with i. i. d. coeflicients, it is shown in [35] that
(|AL% — Anom|®) S L9,

which is the optimal (central limit theorem) scaling. The analysis of [35] indeed yields more details: the error
splits into a random error and a systematic error,

(JAL# — Anom[*) = var [AL ] + | (AL#) — Anom|*,
whose scalings are for d > 2:

L—d
L2 m? L.

var [AL_’#]

S
[ {(AL#) — Abom|* S
In particular, the crucial point in the proof of the estimate of the systematic error is the compatibility of the
periodicity and the randomness — which can be easily coupled due to the product structure of the probability
space in the i. i. d. case, see also [35] for more general statistics. It is not clear that in the presence of
correlations, the right “periodic approximation” can be constructed, and it is to be expected (although it is
not proved) that if this is not done properly the systematic error may scale as | (Af, #) — Apom| ~ L™ in any
dimension (which is the scaling of a boundary effect, as in (4.4)).

The analysis also shows that the scaling of the overall error is the same if the L¢ degrees of freedom are
distributed over several independent computations. For all N € N let us define A]LV,# as the empirical average
of N independent realizations of Ay 4, then we have

AN o~ Apom|?) S NTIL-d 4 24l
L,# ~Y

so that for the same convergence rate, it may be very advantageous in terms of computational cost to run
several realizations on small domains rather than one realization on a large domain (this can indeed be made
quantitative using this estimate). This result thus sets on mathematical grounds a method advocated by the
mechanical engineering community, see [46].

Let us illustrate how to treat correlations correctly in the continuous case on the example of a homogeneous
material perturbed by unit spherical inclusions whose centers are distributed according to a Poisson point
process in R%. The naive “periodic” approach would be to consider a domain @, generate a realization of
a Poisson point process in QJ1,, construct the associated diffusion matrix by adding spherical inclusions in @,
centered at the Poisson points, and solve the corrector equation on Q) with periodic boundary conditions. An
intuitive way to see that this periodization is not compatible with the statistics of the random diffusion matrix
on R? is that it creates new inclusion shapes in the picture (inclusions which intersect the boundary 9@, are
simply cut), so that stationarity is broken (the boundary of @, is clearly identified and there is no translation
invariance any longer). The right way to proceed is to periodize the underlying point process, see Qp as the
torus Ty, simulate a realization of a Poisson point process on Ty, (which is actually the same as on the cube),
and then construct a diffusion matrix not on the cube but on the torus by adding spherical inclusions centered
at the Poisson points. This way, spherical inclusions are not cut, and the statistics of the periodized random
diffusion matrix and of the original random diffusion matrix are compatible in the sense that they are both
translation invariant. The outputs of these two procedures are sketched on Figure 12. In other terms, there are
two operators to be considered: the periodization operator 77, (seen as acting both on point sets of R? and on
L*(R%, A,p)) and the operator Z which acts on point sets and takes values in L>(R%, A,3) (it adds inclusions
centered at the points of the point set). What Figure 12 illustrate is that given a Poisson process P, one has
7, 0 Z(P) # I o wr,(P) — the latter being preferable to obtain optimal error estimates.
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FIGURE 12. Naive periodization (left) versus compatible periodization (right)

The worst case for the naive periodization method is in the periodic case itself. Let A be a Q-periodic matrix,
and for all L € Rt let Az 4 be defined for all ¢ € R? by

§%h#€=iﬁﬂé(§+V@-A@+V%%¢€H%QM}

Then, if L € N, A 4 = Apom. Yet we have for all K € N

sup  |AL.g — Ahom| ~ 1/k,
k<L<kt1

which shows that generically the convergence rate of |Ar, 4 — Anom| to zero is not better than in the case when
Dirichlet boundary conditions are used on 9Qr (yet, numerical tests show that the prefactor is better with
periodic boundary conditons).

In the case of a discrete elliptic equation on Z? with random conductivities with finite correlation-length,
numerical examples in [23] show that the naive periodization indeed yields a systematic error which scales as a
surface effect.

5. NUMERICAL HOMOGENIZATION WITH ZERO-ORDER REGULARIZATION

In this section, we show how to combine the regularization method with the direct and dual approaches to
numerical homogenization. As in the previous sections we begin with the analytical framework. There is a gap
in terms of generality between the results we shall prove here and the results of Sections 2 and 3: our analysis
does not apply to general H-converging sequences, and we shall limit ourselves to the case of symmetric diffusion
matrices which are locally stationary and ergodic.
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This section contains the main new results of this survey, and a more thorough analysis will be given in [32].
Our main achievement here is the introduction of a technique which is consistent in general, and allows to rid
numerical homogenization methods of the resonance error completely in the periodic case.

5.1. Analytical framework

Let Ac : D x Q — sz; be a family of random symmetric diffusion coefficients parametrized by € > 0. We
make the assumption that A, is locally stationary and ergodic (and assume some “cross-regularity”, see below).

Hypothesis 1. There exists a random Carathéodory function (that is continuous in the first variable and
measurable in the second variable) A : D x R? x Q@ — M7}", and a constant x > 0 such that

e For all z € D, the random field A(z, -, -) is stationary on R% x Q, and ergodic;
e (cross-reqularity) A is k-Lipschitz in the first variable: for all z,y € D, for almost every z € R%, and for
almost every realization w € 2,

Az, 2,w) = Ay, z,w)| < klz —yl;

e For all x € D, for and all € > 0, and for almost every realization w € €,

A (z,w) = 121(:1:, g,w)

almost surely.

It is not difficult to prove that A. H-converges on D to some deterministic diffusion function Aoy, : D —
M5 /o @lmost surely, which is x-Lipschitz and characterized for all z € D and § € R? by

&+ Arom(@)€ = ((6+ Vo(,0,)) - A(,0,)(§ + Vo(.0,)),

where ¢(z, -, -) is the corrector in direction £ associated with the stationary coefficients fl(ac, -,) (x is treated as
a parameter). The proof is standard: by H-compacteness, for almost every realization, A. H-converges up to
extraction to some limit A*. Using the locality of H-convergence and the fact that A is uniformly Lipschitz in
the first variable, one concludes that A*(z) = Apom(2) almost surely. Note that if we weaken the cross-regularity
assumption from Lipschitz continuity on D to continuity on D, the result holds true as well — although the
proof of the homogenization result is much more subtle, see [11, Theorem 4.1.1].

The combination of the regularization approach with the analytical framework of Section 2 yields the following
local approximation of Aoy in the symmetric case.

Definition 8. Let 6 > 1, and let n : Qs — [0,9] be a measurable mask of mass one, such that infgn > 1/9,
and for all p > 0, let n, : Qs, — R be the rescaled version n, : y — p~n(y/p) of n. For all p>0, T >0 and

€ > 0, we denote by AéT.,p.,s : D — My the function defined by: for alli,j € {1,...,d} and for x € D,

£ A, (2)€ = / (€ + Vvl (2,9)) - Ac(z +y) (€ + V0305 (2, 9))1, (y)dy, (5.1)
QspNT—zD

where v%p’s(ac, -) is the unique weak solution in Hj(Qs, NT—,D) to
(Te”) ™0 (@,y) = V- Ac(@ + y)(€ + Vo) “(2,9)) =0 in Q5 N T_,D. (5:2)

For an adaptation of this definition to the non-symmetric case (for which the convergence analysis is not yet
clear beyond the periodic case) one may use the solution to the adjoint corrector equation, as in (4.7).
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The scaling of the zero-order term in (5.2) is natural, as can be seen on the periodic case: if A.(y) = A(y/e)
with A periodic, the change of variable y = ez turns (5.2) into the equation

T w(z) = V- Az + 2)(€ + Vw(z)) =0 in Q.-15, N (T_.D)/e,
which is of the same form as (4.5).

Under Hypothesis 1, we have the following convergence result:

Theorem 8. Let D be smooth. For alle >0, p> 0,0 > 1, and T > 0, let A, satisfy Hypothesis 1, and A5T7p76

be as in Definition 8. Then there exist 6 > 1 small enough and 3 > o' > 0 such that for alle > 0, p > 0 and

T >0, A‘ST%E € M2%/(D). In addition, for all x € D,

lim limAST,p,E(z) = Apom(x), (5.3)

T—o00,p—0e—0

almost surely. The limit in T in (5.3) is uniform in p.
From this theorem, one may directly deduce the convergence of the regularizing method:

Corollary 3. Under the assumption of Theorem 8, for all f € H=1(D), the weak solution uaT,p,E € H}(D) to

-V-AL, Vb, =f

T,p,e
satisfies
. . 5 _
p i [l o = tnom [ 1 (p) =0 (5.4)
almost surely, where upom € H&(D) is the weak solution to
-V Ahomvuhom = f

As a consequence of H-convergence we also have that

. . 5 o
TA}OIOITlpHO &11—1}(1) ||up’8 UE”L2(D) =0

almost surely, where u. is the unique weak solution in H}(D) to
-V -ANVu, = f
Before we proceed with the proofs, let us give the associated corrector result.

Definition 9. Let H > 0, Iy € N, and let {Qmu,i}icpi,1,4] be a partition of D in disjoint subdomains of diameter
of order H. We define a family (My) of approzimations of the identity on L*(D) associated with Qg ;: for

every w € L2(D) and H > 0,
Iy
Mpy(w) = Z <][ w) 1Qm.-
i QH,i

=1
Let § > 1 be as in Theorem 8, and for all i € [1, 1], set

Q%Y. ={r e D|d(z,Qu;) < (6 —1)H}.
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With the notation of Corollary 3, we define the numerical correctors 'y%f’; associated with u‘;T, as the unique

prE
. . 1 6
weak solution in Hy( Hﬂ.) to

(T 1y — v - AL (MH(Vu%7p7€)+vyg;§ai) =0, (5.5)

we set

§,H,i i
Vugt = Mu(Vuy, low, + (VY05 qw. € L (Qu.i)

for all 1 <i < Iy, and we define

8,H,i
T,p,e ZVUTp&lQHl'

We then have the following corrector result:

Theorem 9. Under the assumptions of Corollary 3, the corrector of Definition 9 satisfies

lim lim HVug -C7 0,

(5.6)
T—o0,p,H—0e—0

“lrap) ~
almost surely.

We only prove Theorem 8, and quickly show how to adapt the proof of Theorem 3 to deal with the regular-
ization.

Proof of Theorem 8. The proof that ATPE € My (D) for some 6 > 1 small enough is the same as for
Theorem 2 since the argument only relies on Meyers’ estimates, which hold uniformly with respect to the
zero-order term. We split the rest of the proof into three steps.

Step 1. From locally ergodic to ergodic.

In this step we introduce a proxy ATP _(x) for A5

7.p,c () which is uniformly close to ATP .(x) in p, and for

which we can apply our analysis of Section 4. For all x € D, we define A(ST-,/J-,E( x) by: For all £ € RY,
€A, 6= [ (e ) Al T+ VL5 ),
QspNT—2D €

where vép’ (z,-) is the unique weak solution in Hg(Qs, N T—,D) to

(Te2) 15205 () — V - Az, ZEY) (€ + V020 (2,9) =0 in Qs N T_,D.

We shall prove that
A7 pe(2) = AT, (@) S p (5.7)

uniformly in x, T, €, and the randomness.
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We first write the difference as: for all ¢ € RY with |¢| = 1,
€ (Af (@) = A%, (2))€
- /495me €+ V0 @) - Aclw £ 9)(E + Vyrr (@ y)me () dy

+

_/Q nT D(IE * vy’ﬁ(;p’a(x)y)) ' A(m, )(‘E + Vo ~6p’ (wjy))np(y)dy

r+y

)(E + Va2 (2, ), (1) dy

/Q T D(5+Vyv§p’€($,y))'ﬁ(z,
5pm

Y €+ V, 580 (@, 1) () dy

_/ €+ V0% (2.y) - Az,
Qs5,NT—zD

Tty

+/Q . D(§+V (2, y)) - (Ac(z +y) — Az, N(E + V0o (2, ), (y)dy.

Using that
T4y

- T+ ~ x +
Ac(a +y) = A, =) = |A(e +y, =) — Ale, —>

the third term of the r. h. s. is easily estimated:

)| < klyl (5-8)

r+y

/ (€ + Vyua?®(2,y)) - (Ac(z +y) — Alz, ) (€ + Vg2 (2, 1)), (y)dy
QspNT—_2D

<o €+ VP )P,y < o (59)
QspNT_ oD

by definition of 1, and an elementary a priori estimate on v% ¢ (using that |¢| = 1). We now turn to the first
two terms, which we write in the form

Y5 €+ V7,030 (@, )0 () dy

/Q Tl ) Al

a / (5 + V ’U(;p 8( ?y)) ' 121(1', vt y)(g + Vyﬁ%p7€($7 y))np(y)dy
Qs,NT— D €

- / (Vo5 () — V020 (2, ) - Az, 22 (€ + V0% (2, 4))m, () dy
QspNT—oD

)(V 092 (2, ) — V092 (2, 1)), (1) dy

<,
+/ (E+V, U‘Sp’( ) - Az,
QspNT_2D
so that using the same a priori estimate as above, it enough to prove that
5p, ~8p,
[ W) - Vi )Py S 7 (5.10)
QspNT_oD

in order to deduce (5.7) from (5.9). This estimate directly follows from the Lipschitz bound (5.8) and an a

dp,e ( ~0p,€

priori estimate on the equation satisfied by v;°(z,-) — 977 (=, -):

_ e Sp.e ~ T+
(T€2) "M (42 (,y) — 550 (2, y)) — V, Ale, Y

YV (0 (2, y) — V,550° (2,y))

=V, (A(e +y) - A,

3

Tty \VARTUE x,y).
yUr
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Step 2. Limit as ¢ — 0. R
The change of variables z = y/e allows us to interprete A‘5T7 pys(x) as the approximation “Ar g r(z)” of

Apom () defined in (4.7) (with A(z,-) in place of A(:)), with the parameters
rR=62 =L
€ 5

Following Subsection 4.2, we define A,z (x) and Az (z) by (4.20) and (4.21) (with A(z,-) in place of A(-)). By
the triangle inequality,

|Ar r,L(z) — Ar(z)| < |A7R,L(T) — AT, L(2)| + |AT,L(2) — AT (2)].

By ergodicity,
Jim A7 (z) — Ar(2)] = 0

almost surely, so that the almost-sure convergence

(}LH%A’(JS",/J,E(ZE) = L.’RliiIII‘lHOOATyRyL(:L') = AT(:C) (511)

follows from (4.22) for all z € D. Note that the limit does not depend on p, as expected by stationarity of

A(z,y) in y.
Step 3. Limit in T and conclusion.
We finally use spectral analysis in the form of (4.24), which yields for all 2 € D,

lim Ar(xz) = Apom(z).

— 00

We are in position to conclude: the combination of (5.7), (5.11), and (4.24) yields for all z € D

limsup limsup |A%p1€(z) — Apom(z)] = 0,
T—o0,p—0 e—0

as desired. 0

The proof of Theorem 9 closely follows the proof of Theorem 3. There is yet one slight difference since the
numerical corrector of Theorem 9 is constructed using the zero-order regularization of the corrector equation.
This additionnal difficulty can be taken care of by using (5.10) and (4.25). We leave the details to the reader.

Remark 6. In this section we have only considered the approximation Arj of Apom for £ = 1. We could of
course use approximations of higher order £ > 1. All the convergence results proved above hold true for higher
order approximations as well.

5.2. Direct and dual approaches

The direct approach associated with the analytical framework is a straightforward modification of the direct
approach with oversampling, where the corrector equation is regularized by the zero-order term as in (5.2).
Likewise, the Petrov-discontinuous Galerkin version of the dual approach of Subsection 2 can be adapted in a
straightforward way by adding a zero-order term, as in (5.2). The extensions of Theorems 8 and 9 to cover the
direct and dual approaches can be done as in Section 2, and we leave the details to reader as well.

The more interesting question regards the practical use of the method, and therefore the choice of the strength
of the zero-order term. The coefficient in front of the zero-order term in (5.2) is of the form (7€?)~!, and one
needs some “automatic” rule to choose T and €. The quantity ¢ represents the local correlation length of A, (it
is the period of A, in the periodic case, it is the correlation length in the stochastic case with finite correlation
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length, and in more general cases when there is a scale separation in A, this length can typically be identified
using a wavelet transform). The choice of T is easier since it only depends on the ellipticity ratio 5/a (recall
that A. € M7;") which drives the value of the coefficient ¢ in the argument of the exponential decay in (4.22).
Hence the same value of T can be used for all the coefficients A, of some class sz; . This choice of € and T
in actual computations may be a subtle issue.

To complete the convergence analysis, we provide in the following subsection the numerical analysis of the
locally periodic case.

5.3. Numerical analysis of the locally periodic case

In this subsection we consider the case of a diffusion function A : D x R4 — M5" such that for all z € D,

A(ZC, -) is measurable and @Q-periodic, and such that A is uniformly Lipschitz in the first variable. Defined for
alle > 0 and = € D by A.(z) := A(z,x/e), A satisfies Hypothesis 1, so that the regularized versions of the
direct and dual approaches converge.

This qualitative convergence result can be turned quantitative, and the combination of the analysis leading
to Theorem 6 with [1,17] and [44] yields for the direct approach (with obvious notation):

e\t h\?
Jug 5" — uhomllmrpy < H+ (E) + (E) , (5.12)
eN2 h
IVue — Cpi ey S H+ (E) + - Ve (5.13)
and for the dual approach (with obvious notation)
eN2 h
I men = ey S H+(57) +32+Ve (5.14)

where 47 (resp. 27) stands for any exponent strictly less than 4 (resp. 2). These scalings are obtained by

taking
H\? H
T := (—) In~2—
g g

in the estimates.
These rates are to be compared to (3.4), (3.5), and (3.7). In the three cases, the regularization method yields

better convergence rates. The effect of the regularization on the corrector estimates (5.13) and (5.14) are much
less impressive than for (5.12). One can do better.

5.4. Richardson extrapolation for the numerical corrector

In this subsection we show how to take advantage of the Richardson extrapolation technique to reduce the
resonance error on the corrector itself. Let us go back to the spectral representation (4.18) of the homogenized
coefficients in the stationary ergodic case. We have seen in (4.26) that

€+ (Ar = Anom)§ = (V. — Vor) - AV, — Vo) ),

where ¢¢ and gbgT are the corrector and regularized corrector in direction £. In Subsection 4.4, we have also seen
that the approximation Ar of Ay could be made more accurate by using extrapolation. The same strategy
holds for the corrector as well.
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Let A be a symmetric stationary random field, and let ¢ € R? with |¢| = 1 be fixed. We present the first
step of the extrapolation, and we define ¢ 1 as:

Qo7 = 2¢27 — 7,
where ¢o7 and ¢ are the unique stationary solutions with vanishing expectation to
T, = V- A€+ Ver) = 0,

for 7 = 2T and 7 = T, respectively. Recall that e, is the projection of the spectral measure of L = —D - AD
on the local drift 9 = —D - A¢. The spectral representation of the operators (T—1 + £)~1, (2T)~ ' +£)~1, £7!
and £ being A — (T2 + X)L, A= (27)" L+ X) 71, A= A7 and A — A, we have

> /1 1 1 2
(V(p— o) - AV(¢d — do,1)) = /0 A <X - 2T—1/2 S = )\> dey(N)

T4 /OO 1
4 Jo AT T+ N2(T-1/2+ A2

This implies the consistency of the method for general stationary ergodic random fields A. Indeed, letting
T — oo and using the Lebesgue dominated convergence theorem, as for (4.24), we have

Jim (|96~ go7)?) = 0.

dea ()\)

In addition, provided A — A~ is de, integrable,

V(¢ — do,r)2q) S T2

This is in particular the case when A is periodic, since then the operator £ has a spectral gap (there is a Poincaré
inequality on H i# (Q)), so that the spectral integral is bounded independently of T (the integration interval is
indeed isolated from zero, and A~! is dey(A\) on RT). We have therefore gained one power of T~! with respect
to our previous estimate ||V (¢ — ¢r)|r2() < T~'. We can iterate this procedure and obtain any convergence
rate in T for the symmetric periodic case. This approach also generalizes to the nonsymmetric periodic case
using only PDE arguments (and not spectral theory), and we refer the reader to [32] for details.

Let use this new approximation of the corrector in the direct approach. As in Definition 4 we let Iy € N,
and {Qm,i}ie,1,] be a partition of D in disjoint subdomains of diameter of order H. We further set leH,i =
{z € D|d(x,Qnu,) < (6—1)H?}, which is an enlarged version of Qp ;. For all h > 0 and i € [1, Ix] we let V} ;
be a Galerkin subspace of Hj(Q% ;). For all 7> 0, we define the numerical correctors 22/

T,PsE
5,H,h
T,p,e

associated with
U as the unique weak solution in V5, , to

Trip.e T,0sE

(TEQ)_I 8,H,h,i V- A (MH(VU%};I’S) +v,76,H,h,i) =0,

defi S,Hhi . _ o 0,Hhi S,Hhi (o
ClIMe Yo Tpe = “V2Tpe ~ VTpe + 5€
8,H,hi . 8,H,h 8,H h,i
va,T,p,E = MH(VUT,p,a )|QH,i + (V,YQ,T,p,ENQH,i

for all 1 <14 < Iy, and finally consider

Iy
SHh . §,H,h,i
CQ,T,H,E = E VUQ,T,H,ElQH,i'
i=1
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In the periodic case, we then have:

— 2
Hu&HJL _ uhomHHl(D) < H+ (£)4 n ﬁ
T,H,e ~ H c ’

Y
IVue = C3fhcllewy S H(57) +2+Ve
provided
H\? H
T = (—) 11172_-
5 3

Doing so, we’ve upgraded the convergence rate for the corrector. These theoretical results are quite spectacular,
and one readily convinces oneself that any finite order of convergence can be reached by iterating the Richardson
procedure: the resonance error has disappeared.

6. OTHER APPROACHES AND PERSPECTIVES

6.1. Other approaches

In this survey we have essentially focused on the so-called HMM (direct approach) and so-called MsSFEM
(dual approach), which are two popular numerical homogenization methods. The convergence analysis of these
methods can be made using the same analytical framework — the difference between the two approaches arising
during the discretization. Another more global approach has been introduced by Schwab and Hoang in [41],
inspired by

e two-scale convergence [4] and periodic unfolding [14],

e sparse tensor-products approximation [40].
The consistency of this approach can be proved using our analytical framework as well. With the notation of
Section 2.1, their starting point is indeed the fact that the equation for u, . takes the equivalent form (provided
A, is extended on a neigborhood of D): Find u, . € H}(D) and U, . € L*(D, H}(Q)) such that for all v € H{ (D)
and all V € L*(D, H}(Q)),

| [ (F20@) 4 ¥,V (.0 Aclo 4 ) (Ve ) + 9, Ul p)dady = [ fa)ola)da.
pJg D

This point of view allows them to look for a efficient approximation of the space L?(D, H}(Q)), and implement
sparse-tensor product strategies.

Another approach advocated by Owhadi and Zhang in [53], whose origin is not the homogenization theory
properly speaking, is based on the notion of harmonic coordinates. The starting point of their work is that
although solutions u € Hg (D) to the equation

-V -AVu = f

are usually not more regular than H'! in the Euclidian coordinates, they are H? in the so-called harmonic
coordinates provided f € L?(D). These harmonic coordinates are defined as z +— z + I'(z) - #, where I' =
(71, -+ -,7a) and 7 is the unique weak solution in H} (D) to

-V A(ek + V%) =0

for all kK € {1,...,k}. The issue is then to compute (approximations of) these harmonic coordinates. An
interesting link between harmonic coordinates and the MSFEM has been made by Allaire and Brizzi in [5], who
consider as multiscale finite element space the functions x — vy (x+T'g(z)), where I'y is a local approximation
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of the harmonic coordinates I" on each simplex of the macroscopic tesselation of D. The combination of harmonic
coordinates with the regularization method was recently studied by Owhadi and Zhang in [54].

6.2. Beyond the linear case

The reader may wonder what remains of all this when we replace the linear equation by a nonlinear equation,
say elliptic monotone. Then part of the results translates quite naturally to the nonlinear case, namely the
analytical framework (see [20,21] for the description of the MSFEM method for nonlinear problems and error
estimates in the periodic case, and [27,28] for the extension of the analytical framework of Section 2 to monotone
elliptic operators and nonconvex integral functionals). Yet most of the quantitative results break down. It is
also not clear how the regularization method behaves in that case.

In addition, from a practical point of view, things get much worse. In the linear case, one could have the
excuse that the multiscale finite element basis or the local homogenized coefficients and local correctors only
had to be computed once, and could be used to solve the equation for a wide variety of boundary conditions
and right hand sides. This is definitely an advantage when dealing with optimal control for instance. In the
nonlinear case, this does not hold any longer, and the local basis or local values of the operator have to be
computed on the fly. This is not doable in practice.

For nonlinear problems, even periodic homogenization is not that easy since the object to reconstruct is a
homogenized nonlinear map (and not a single matrix). The same fact holds for stochastic homogenization (with
the additional difficulty that the corrector equation is posed on the whole space). A possible strategy is to
compute approximations of the nonlinear map at some sampling points, and try to reconstruct an analytical
approximation of this map by solving an inverse problem. This analytical approximation should at least satisfy
similar properties as the homogenized nonlinear map (say convexity, isotropy, etc.). This strategy has been used
in [16] to approximate the homogenized energy density associated with a discrete model for rubber introduced
in [33] and whose homogenization limit has been etablished in [3]. There, the homogenized energy density is
known to be quasiconvex, isotropic, and minimal at identity. An important issue is then to identify a suitable
(explicit) subset of such functions in order to approximate the inverse problem. The constraint being nonlinear
and the error landscape being quite rough, deterministic optimization methods usually fail to converge. In [16],
the use of an evolutionary algorithm has been quite efficient.

An intermediate case between nonlinear problems and the linear equations considered throughout this survey
is the case of parametrized linear equations. Such an example naturally appears in [31], where a coupled system
of elliptic/parabolic equations is studied (for application to nuclear waste storage). Indeed, although the two
equations are linear and the coefficients periodic, the nonlinear coupling condition makes the homogenized
coefficient of the parabolic equation depend locally on the gradient of the solution of the homogenized elliptic
equation. We are thus lead to solve a family of corrector equations of the form: Find ¢¢ € H;E(Q) solution to

V- AQE+Ve) =0 i@,

parametrized by ¢ € R%. This is an ideal framework for the reduced basis method [48], whose paradigm is that
the family {¢¢,¢ € R?} may be a thin subset of H. # (Q), so that it could be well approximated by a suitable low
dimensional subspaces of H(Q) (see [9,15] for the case when A(¢) = Ag + (A;, with ¢ in some compact set of
R). This method has already been used in the context of homogenization by Boyaval in [13]. As usual with the
reduced basis method, most of the work has to be done on the choice of the estimator, and on the fast-assembly
method. In [31] we have used an estimator which is specific to homogenization problems, and appealed to the
fast Fourier transform to assemble rigidity matrices efficiently.
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6.3. What next ?

In the nonlinear case, much remains to be done. The approach which consists in constructing analyti-
cal proxies for the homogenized operators raise quite either unaddressed or unsolved challenging questions in
approximation theory.

Even in the linear case, things are far from complete yet. In particular, as emphasized by Nolen, Papanicolaou,
and Pironneau in [52], the numerical homogenization Grail is an adaptive method which would take the best
of all worlds: use efficient domain decomposition techniques when needed, and exploit homogenization when
possible.
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