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Abstract—In this paper we discuss the use of spatial statistics
and models for different estimation problems related to wireless
networks. We focus specifically on problems of state estimation, in
which measurement data on only part of the system is available,
and should be used to infer the state of the rest of the system.
Such problems are becoming increasingly important for network
operations and diagnostics, and are also emerging in the context
of resource management of future wireless networks. We provide
a concise survey of existing techniques from the spatial statistics
literature, show how they can be applied in the context of wireless
networks, and outline key research challenges for future work.

I. INTRODUCTION

Recently there has been significant interest in the study of
spatial structure of wireless networks. However, most of the
work in the literature has been specifically focusing on under-
standing the properties a wireless network would have, if the
locations of network nodes were arising from a Poisson point
process. Few authors have also studied the properties of closely
related wireless network models, such as various hard core and
cluster processes. For an overview of these lines of work, we
refer the reader to the recent survey of Haenggi et al. [1].
On the other hand, there has been relatively little work on
studying and modeling of actual network deployments, not to
mention applying spatial statistics and models in the context
of operational networks.

In this paper we outline some of the theoretical and practical
challenges in applying spatial modeling tools into empirical
network data sets, in part based on our earlier work in this
domain [2]–[5]. We give an overview with new case studies
of the key techniques from the spatial statistics literature that
can be used for this purpose. Our focus is specifically on
identifying opportunities for reasoning about the state of a
wireless network at runtime. While existing spatial statistics
tools provide viable approaches for this, we also identify
several inference problems that have not been discussed in
the statistical or engineering literature until now. We believe
tackling these challenges forms a highly interesting problem
for the research community. This is both due to the complex
but well-defined nature of the problems involved, as well as
the potentially high impact these techniques could have for
operations and management of future wireless networks.

The rest of this paper is structured as follows. In Section II
we briefly discuss the mathematical background needed to
formulate the problems discussed in the rest of the text.
We then present in Sections III and IV small case studies

on applications of spatial statistics and models on reason-
ing problems related to location data as well as continuous
phenomena related to interference and coverage. Finally, we
draw conclusions and outline challenges for future work in
Section V.

II. SPATIAL STATISTICS OF RADIO ENVIRONMENT

For completeness and establishing notation we briefly in-
troduce in this section point processes and random fields.

A. Statistics and Models for Point Processes

A point process is typically defined as a random counting
measure, that is, as a map

N : (Ω,F ,P)→ (M,M), (1)

where (Ω,F ,P) is a probability space, and M is the space of
counting measures defined on some metric space or region of
interest W [6], [7]. The sigma-algebraM is chosen so that for
each measurable A ⊂ W , N(A) is an integer-valued random
variable counting the number of points or node locations
within A. A point process Nλ is said to be a homogeneous
Poisson point process of intensity λ if Nλ(A) is Poisson with
parameter λ|A|, where |A| is the area of A, and Nλ(A)
and Nλ(B) are independent for any disjoint A and B. As
discussed in the introduction, the homogeneous Poisson point
process is widely used to model different wireless network
types. However, for our purposes here more complex models
are needed for two reasons. First, as shown in [2], [3] and
in Section III below, actual network deployments tend not to
be well modeled by homogeneous Poisson point processes.
Second, even if we were to approximate a network structure
with a Poisson model, such a model would be almost entirely
uninformative regarding the structure of the network in regions
in which no observations are available as Nλ(B) would be by
definition independent of Nλ(W \B).

We can specify more complex point process models, called
Gibbs point processes, by defining a density function with
respect to the distribution (pushforward measure) PN−1λ of a
Poisson point process, usually further chosen to have λ = 1.
Such a density is defined on the space of counting measures on
W , and in essence quantifies how much more or less likely
a given pattern of node locations is to occur in the model
compared to the Poisson case. We have shown in [5] that the
Geyer saturation process [8], a generalization of the Strauss
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process [7], yields very good fits for a wide variety of data
sets on transmitter locations. For the Strauss process we have
the density

f(N) = αβ#(N)γsr(N), (2)

where #(N) is the number of points in N and sr(N) is the
number of point pairs of N that are closer than distance r
apart. For the Geyer process an additional saturation threshold
ζ is added, bounding the contribution of the exponent of
γ. The case ζ → ∞ yields the Strauss process as a limit.
Especially the parameter γ has an intuitive interpretation. If
γ = 0, the likelihood of a point pattern arising with any pair
of points closer than distance r apart becomes zero. Therefore,
the process becomes an example of a pure hard-core process.
As γ is increased, close by point pairs become possible, but
are still less likely to occur than for the Poisson case. Finally,
γ = 1 yields the Poisson point process as a limit. Increasing
γ further will then yield clustered distributions.

B. Characterizing Interference and Spectrum Use

Received signal strength, interference power, and shadow
fading are all examples of continuous spatial phenomena. All
of these phenomena can be modeled by random fields, which
are simply stochastic processes defined over the whole of W .
First two are often studied using a shot noise representation,
where an underlying point process model is combined with a
propagation model to yield a random field. However, we shall
argue below that it is often advantageous to adopt a more
direct approach. A random field Z is typically characterized
by its mean

µ(s) ≡ E {Z(s)} (3)

and the covariance function

C(s, t) ≡ E {Z(s)Z(t)} − µ(s)µ(t). (4)

Assuming second-order stationarity the mean becomes con-
stant and C(s, t) will depend only on the lag τ = t− s. For
second-order stationary random fields we write the covariance
function as C(τ ). A weaker stationarity condition still is
intrinsic stationarity, defined by Var{Z(s) − Z(t)} being
dependent on the lag alone. For intrinsically stationary systems
one conventionally defines the semivariogram

γ(s− t) =
1

2
Var{Z(s)− Z(t)} (5)

which is related for second-order stationary processes to the
covariance function by

γ(τ ) = C(0)− C(τ ). (6)

If the semivariogram further depends on τ by its norm alone,
the random field is called isotropic.

We shall see below how these quantities can be estimated
from empirical data sets, and how the resulting estimates can
be used for state estimation problems in wireless networks.

?

Fig. 1. Example configuration of node locations, with a region for which no
observations are available located in the middle.

III. REASONING ABOUT NODE LOCATIONS WITH
POINT PROCESS MODELS

Figure 1 illustrates a simple example of a reasoning problem
we shall discuss in this section. We are given a collection {Xi}
of known locations in W \B for some compact region B, and
we seek to estimate whether further locations are to be found
in B, and how they would be distributed there. If {Xi} are
well modeled by a homogeneous Poisson process on W \ B
we simply need to estimate λ from the available observations.
Usually the structure of {Xi} is, however, more complex. For
example, in the locations depicted in Figure 1, a significant
degree of regularity can be observed.

For studying whether the homogeneous Poisson point pro-
cess model is a feasible one, we can employ several statistical
techniques [7], [9], [10]. In classical spatial statistics literature
nearest neighbor distances were widely used. More detailed
characterization of location data can be done by estimating
various correlation functions between locations. These can be
formally defined as follows. Any point process can be written
as N =

∑n
i=1 εXi , where Xi are W -valued random variables

and εx denotes a point mass at x. Then, denoting

N (k) ≡
∑ 6=

(i1,...,ik)

ε(Xi1 ,...,Xik
), (7)

we can define the factorial moment measures of N by

µ
(k)
N ≡ E {N (k)} . (8)

The measures µ
(k)
N often admit density functions on Wn,

called the product density functions λ(k). Finally, we can use
product densities in normalized form to define various corre-
lation functions. For example, the pair correlation function ξ
is defined by

1 + ξ(x, y) ≡ λ(2)(x, y)

λ(x)λ(y)
. (9)

If N is both stationary and isotropic, the pair correlation
function will depend only on the distance r between x and
y. For the homogeneous Poisson point process ξ(r) ≡ 0.
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Fig. 2. The pair correlation function estimates for the UMTS cellular network sites in suburbs (left) and downtown Madrid (right) for different operators.

The pair-correlation does not, of course, determine the dis-
tribution of a point process uniquely. An illustrative example
is the Baddeley and Silverman process [11] having the same
second-order structure as the Poisson point processes while
being structurally substantially different. Nevertheless, it has
been found extremely powerful tool in a number of applica-
tions (especially so in astrophysics [12]) and by the virtue of
being straightforward to estimate numerically warrants close
attention. Figure 2 illustrates by way of example the estimates
of the pair correlation function for various operator networks
around Madrid, Spain at two different length scales. We see
that the large-scale structure of the node locations is clearly
clustered, due to inhomogeneities in the underlying population
distribution, whereas on shorter length scales the locations
are clearly highly regular, due to the careful planning and
deployment optimization of the underlying network.

Given that we have ruled out the homogeneous Poisson
model for our data set, a more refined model is needed. The
local regularity in node locations can be easily captured by the
Geyer and Strauss models introduced in the previous section.
The model parameters can be estimated and the resulting
fits validated using the techniques developed by Baddeley et
al. [13]–[15]. Applications of these techniques for modeling
wireless network node locations are described in [3], [5]. Once
a satisfactory fit is obtained, the resulting model can be used to
compute various estimates of the conditional distributions of
locations in the middle region in Figure 1. Unfortunately many
of these estimates are not tractable analytically, and numerical
techniques are needed. One of the key advantages of using
Gibbs models as our reasoning framework is precisely that
such numerical techniques become rather straightforward to
implement [16].

We shall now return to our original example given in
Figure 1. Given the regular structure of the known node

Fig. 3. Outcomes of 103 conditional simulation runs for the interior region
of the data set of Figure 1 using the Strauss model for the node locations.
The complex spatial structure of the conditional distribution is clearly visible.

locations, a Strauss model was fitted to the location data,
with parameter r estimated from the pair correlation function.
Figure 3 shows the estimate of the conditional structure of
locations within the central square, obtained using conditional
simulation with the fitted model. The model-based approach
clearly yields more insight to the possible location structure
than what could be obtained by simple Poisson assumption.

IV. COVERAGE AND INTERFERENCE ESTIMATION
WITH RANDOM FIELDS

We shall now move on to the case of reasoning about
continuous phenomena over W , using interference power or
received signal strength as an example. We shall treat the
received power as a random field Z(s), and assume that
from measurements we are given a collection of samples
{Z(sk)}. Our objective is to estimate based on these samples
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the value of Z at some location s0 for which a measurement
is not directly available. Such estimation problems are highly
relevant for a variety of network management, diagnostics and
planning problems.

Denoting our estimate by Ẑ(s0), we focus here on linear
estimators due to their simplicity. Each such estimator can be
written in the form

Ẑ(s0) =

n∑
k=1

λk(s0)Z(sk) (10)

with differences between the various estimators arising from
the way the weights λk are determined. Natural conditions to
impose on Ẑ(s0) are that the estimate is unbiased, that is, we
have E{Ẑ(s)} = E{Z(s)} for all s, and that amongst all the
unbiased estimators it should have the minimum prediction
error in terms of the variance of the estimator. In order to
achieve these properties, we need to estimate the second order
structure of Z from the available samples. We shall focus here
on the estimation and use of the semivariogram instead of the
covariance function due to the better robustness properties of
the former [9].

The simplest estimator for γ(τ ) is obtained by estimating
the variance of Z(s)−Z(t) by the method of moments. While
simple to implement the method of moments estimator is not
robust against the presence of outliers. The most important of
the alternatives is the Cressie-Hawkins robust estimator [17]

γ̂(τ ) ≡ 1

2

(
1

|N(τ )|
∑

(si,sj)∈N(τ )

{Z(si)− Z(sj)}1/2
)4

/(
0.457 +

0.494

|N(τ )|

)
,

(11)

which can be further modified by replacing the averaging with
the taking of the median, or applying robust estimators of scale
[18]. We shall use this estimator in our case study below.

The estimated semivariogram is not yet sufficient for
our estimation problem since it might fail to be negative-
semidefinite. Therefore a parametric semivariogram model is
usually required. The classical example is the exponential
semivariogram model given by

γ(τ ;α) = α0 + α1

(
1− exp

(
−τ
α2

))
. (12)

The parameter α0 is used to account for the nugget effect
limτ→0 γ(τ) 6= 0 possibly arising from measurement inac-
curacies, short-range variations, or superimposed noise. The
parameter α1 controls the sill, that is, the asymptotic value of
γ(τ ;α) when τ → ∞. Finally, α2 is the range parameter,
scaling the correlation distance of the model. For fitting the
model parameters to the semivariogram estimate the method
of choice is the weighted least squares scheme, for which the
fitting criterion is given by

LWLS(α) =
(
γ̂ − γ(α)

)T
W−1(γ̂ − γ(α)

)
, (13)

where W is now a diagonal matrix consisting of the variances
of the entries of γ̂ [19].
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Fig. 4. Results from spatial spectrum use measurements for frequency bands
of three cellular operators, denoted as operators A (top), B (middle) and C
(bottom) in the following. Leftmost panels illustrate the spatial structure of
the data sets while the rightmost panels show the marginal distributions of
the data.

Once the semivariogram model has been obtained, we can
write down our estimator (which corresponds to the ordinary
kriging used extensively in geostatistics, see [9] for discussion
and the derivation). Denoting τij ≡ |si − sj | the weights λk
can be obtained from the matrix equation

λ1
λ2
...
λn
µ

 =


γ(τ11) . . . γ(τn1) 1
γ(τ12) . . . γ(τn2) 1

...
. . .

...
γ(τ1n) . . . γ(τnn) 1

1 . . . 1 0


−1

γ(τ01)
γ(τ02)

...
γ(τ0n)

1


where the parameter µ is a Lagrange multiplier used in the
minimization of the estimator variance.

We shall now illustrate how these methods work in practice,
using as an example the data sets shown in Figure 4. These
data sets were gathered during a measurement campaign using
several spectrum analyzers, carried out in downtown Aachen,
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Fig. 5. Semivariogram fits for the operator A (left), B (middle) and C (right) data sets.
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Fig. 6. Kriged estimates of the mean PSD field (left) and the standard deviations of the estimator (right) for the operator A data set.

Germany, in Summer of 2010. They consist of measured mean
power levels at 134 locations for a number of cellular network
frequency bands. Typical network management problem would
be to estimate the coverage properties of the network in
question based on such a collection of samples.

Figure 5 shows the semivariogram model fits for these three
data sets, with the best fitting model used for estimation
purposes in the following. For a more detailed description
of the involved semivariogram models we refer the reader
to [9]. Figure 6 illustrates the results of the estimation process
for the operator A data set. Using the fitted semivariogram
model kriging interpolation was applied, resulting in the
estimate of the mean received signal strength surface shown
on the left panel of the figure. As per usual properties of the
kriging estimator, the interpolated surface is faithful to the
data in the sense that each data point is also point of the
interpolated surface, and at regions far enough of any data
point the interpolated surface plateaus towards the mean of

the estimates. Another useful property of the kriging estimator
is that the variance or standard deviation of the estimates is
available theoretically. These are shown in the right panel of
the figure. Near the locations at which measurements were
made the standard deviation approaches zero, whereas far
away it asymptotically approaches the standard deviation of
the underlying random field.

Another very interesting question is how to characterize
the performance of such estimators. One approach is to use
cross-validation statistics, or “leave one out” approach. This
is based on estimating the value of the field at a location
where a measurement is available, without using that particular
measurement point in the estimation process (otherwise, e.g.,
the kriging estimator would always have zero error). The
process is then repeated for all the measurement points. The
results for the operator A data set are shown in Figure 7.
The marginal distribution of the estimation errors follows
rather well the expected normal distribution, and the accuracy
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of the interpolated results is comparable to or even better
than those of classical propagation models. However, the
use of the marginal distribution alone might result in too
pessimistic estimates, as much of the contribution at the tails
is induced by points at the edge of the measurement areas,
which would be expected to be difficult to estimate accurately
in any case. Further insight into the error distribution and other
characteristics of the estimates of the underlying random field
can again be obtained by means of conditional simulation.

V. CONCLUSIONS AND RESEARCH CHALLENGES

We strongly believe that the model-based approaches dis-
cussed above form a highly promising starting point for future
work on reasoning about the various properties of the radio en-
vironment. Nevertheless, there are several research challenges
that should be met in order to make these methods practical
for on-line applications. First, we did not consider the role of
measurement errors in our location data. Especially if locations
of network nodes are inferred using signal strength based lo-
calization techniques, significant residual error is unavoidable.
There is a clear need to incorporate such measurement errors
into the fitting process, as well as in the evaluation of the
goodness of fit of the arising models. Also, we carried out
all estimates in a batch manner, with complete data set at our
disposal. In a number of applications these locations would
become known either one at a time, or we would only be
able to observe some functional of the observed part of the
point process. Some theoretical foundations for the related
inference problems are available [6], but no applications to
problems in the wireless domain have been worked out in
detail to the best of our knowledge. Especially the problem of
fitting a Gibbs model using only such observations is a highly
interesting problem both from the statistical viewpoint as well
as regarding impact in potential applications.

Another interesting challenge is to bridge the two problem
domains discussed above. Often the samples of the random
fields of interest are of the form Z(Xi), where the Xi are
points in a realization of a point process N . While some work
exists on state estimators for Z based on Poisson samples,
rather little seems to be known on the properties of samples
obtained using a more general point process. It is clear that
by exploiting the structure of N and Z improved sampling
procedures can be devised. Such problems are of significant
interest especially related to diagnostics of wireless networks,
such as discussed in the Minimization of Drive Tests (MDT)
work item in 3GPP.
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