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Comparing Workflow Specification Languages: A Matter of View S

Serge Abiteboul, INRIA Saclay, ENS Cachan and Univ. Paris-Sud
Pierre Bourhis, Univ. Paris-Sud and Univ. of Oxford
Victor Vianu, Univ. of California, San Diego

We address the problem of comparing the expressiveness of workflow specification formalisms using a notion
of view of a workflow. Views allow to compare widely different workflow systems by mapping them to a
common representation capturing the observables relevant to the comparison. Using this framework, we
compare the expressiveness of several workflow specification mechanisms, including automata, temporal
constraints, and pre-and post-conditions, with XML and relational databases as underlying data models.
One surprising result shows the considerable power of static constraints to simulate apparently much richer
workflow control mechanisms.

Categories and Subject Descriptors: H.Datfabase M anagement]: Data Manipulation Languages; H.4.nformation Systems Applications]:
Office Automation—Workflow Management

1. INTRODUCTION

There has recently been a proliferation of workflow spedificelanguages, notably data-centric, in response to the
need to supportincreasingly ubiquitous processes cehaeoeind databases. Prominent examples include e-commerce
systems, enterprise business processes, health-careiantifis workflows. Comparing workflow specification lan-
guages is intrinsically difficult because of the diversiffarmalisms and the lack of a standard yardstick for expres-
siveness. In this paper, we develop a flexible framework fongaring workflow specification languages, in which
the pertinent aspects to be taken into account are definekwg We use it to compare the expressiveness of several
workflow specification mechanisms based on automata, pe¢paditions, and temporal constraints.

Consider a system that evolves in time as a result of intearaputations or interactions with the rest of the world.
Fundamentally, a workflow specification imposes constsaimt this evolution. There are numerous approaches for
specifying such constraints. Perhaps the most populaistsrts specifying a set of abstract states of the system and
imposing state transition constraints, in the spirit of &BRrogram [BPEL ]. Another, more declarative approach is
to define a set of tasks equipped with pre/post conditiortd) ag IBM’s Business Artifact model (see Related Work).
Artifact systems may also impose constraints by temporahfitas on the history of the run ([Hull 2009]).

The richness and variety of these approaches renders timeparison difficult. In particular, little is known of their
relative expressive power. This is the main focus of thegurepaper.

We argue that a very useful approach for comparing workflogcsigation languages is provided by the notion
of workflow view More broadly, the notion of view is essential in the contxvorkflows, and the need to provide
different views of workflows is pervasive. For example, viavan be used to explain a workflow or provide customized
interfaces for different classes of stakeholders, for earence or privacy considerations. The interaction of \flovks
and contractual obligations are also conveniently spekifie views. The design of complex workflows naturally
proceeds by refinement of abstracted views. Views can beatsedtime for surveillance, error detection, diagnosis,
or to capture continuous query subscriptions. The abstrantechanism provided by views is also essential in static
analysis and verification.

Depending on the specific needs, a workflow view might retaiorimation about some abstract state of the system
and its evolution, about some particular events and theinesecing, about the entire history of the system so far, or
a combination of these and other aspects. Even if not madeigxa view is often the starting point in the design
of workflow specifications. This further motivates usingwseto bridge the gap between different specification lan-
guages. To see how this might be done, consider a workflospecified by tasks and pre/post conditions and another
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workflow W’ specified as a state-transition system, both pertainirtgeteame application. One way to render the two
workflows comparable is to define a viewdf as a state-transition system compatible With. This can be done by
defining states using queries on the current instance aredstasitions induced by the tasks. To make the comparison
meaningful, the view ofV should retain in states the information relevant to the sditsof the application, restruc-
tured to make it compatible with the representation uset/in More generally, views may be used to map given
workflow models to an entirely different model appropriagzethe comparison. We will formalize the general notion
of view and introduce a form of bisimulation over views to tap the fact that one workflow simulates another.

In our formal development, we mostly use the Active XML mojddditeboul et al. 2008], which provides seamless
integration of complex data and processes. To describeraystvolution (in the absence of workflow constraints),
we use a core model calldghsic Active XML(BAXML for short). BAXML documents are abstractions of XML
with embedded service calls. A BAXML document is a forestwbrdered, unranked trees, whose internal nodes are
labeled with tags from a finite alphabet and whose leavesabrddd with tags, data values, or function symbols. The
document evolves as a result of function calls that initree/ sub-tasks, and returns results of function calls (using
some local rewritings). The functions can be internal oemdl, the latter modeling interaction with the environen
For example, a BAXML document is shown in Figure 1. Documeaméssubject to static constraints specified by a
DTD and a Boolean combination of tree-patterns. Note thattheady provides some form of control on the execution
flow, since a function call can be activated, or its resulime¢d, only if the resulting instance does not violate thést
constraints. Indeed, we will see that this already provideyg powerful means to enforce workflow constraints.

BAXML provides a very natural framework for specifying ruagsystems in which tasks correspond to evolving
documents, and function calls are seen as requests to aargub-tasks. With the core model in place, we con-
sider three ways of augmenting BAXML with explicit workflovetrol, corresponding to three important workflow
specification paradigms:

Automata.The automata are non-deterministic finite-state transgigstems, in which states have associated tree
pattern formulas with free variables acting as paramefetsansition into a state can only occur if its associated
formula is true. In addition, the automaton may constragnvlues of the parameters in consecutive states.
Guards. These are pre-conditions controlling the firing of functicadls and the return of their answers. This
control mechanism was introduced in [Abiteboul et al. 2008]ere the results concern verification of temporal
properties of such systems.

Temporal propertiesThese are expressed in a temporal logic with tree pattexhBast LTL operators. Atemporal
formula constrains the next instance based on the histdheafun.

Although presented here in the context of BAXML, these egimms capture the essential aspects of the three
specification paradigms regardless of the specific undweylgata model.

Our main results concern the relative power of BAXML and ixseasions as workflow specification languages.
When we insist that they generatgactlythe same runs, the three extensions turn out to be incormpafdbre
interestingly, we then consider a more permissive andstéaliotion of equivalence in which a view allows to hide
portions of the data and some of the functions, thus progidiore leeway in simulating one workflow by another.
Surprisingly, we show that the core BAXML alone is largelypahble to simulate the three specification mechanisms
based on guards, automata, and temporal properties. Tditates the considerable power of static constraints to
simulate apparently much richer workflow control mechamis®f course, specifications using guards, automata, and
temporal properties are typically much more readable thair equivalent specifications in BAXML using hidden
functions and static constraints.

The above results show the usefulness of seeing a workflotneallg as a constraint on the runs of an underlying
system, decoupled from the specific approach for definingctimstraint. It also demonstrates the effectiveness of
views in comparing workflows and worklow specification laagas. Although the above languages are formalized in
a specific Active XML context, we believe that the results destrate the wide applicability of the approach beyond
this particular setting. In particular, the proofs provigleneral insight into when and how specifications based on
automata, guards, and temporal constraints can simuletecther.

After settling the relative expressiveness of the langsamging BAXML as a common core, we finally consider
IBM’s business artifact model, which uses a different payadbased on the relational model and services equipped
with first-order pre/post conditions. Relying once agairitenviews framework, we compare BAXML to the business
artifact model, as formalized in [Deutsch et al. 2009]. Weverthat BAXML can simulate artifacts, but the converse
is false. The first result uses views mapping XML to relatiansl functions to services, so that artifacts become
views of BAXML systems. For the negative result we use viegtaining just the trace of function and service calls
from the BAXML and the artifact system. This is a powerfuluktssince it extends tany views exposingnore



information than the function/service traces. The lattsuits demonstrate once again the flexibility and poweref th
views approach to comparing workflows.

Related worlkWorkflow modeling and specification has traditionally beemcgess centric (e.g., [Georgakopoulos et al.
1995; van der Aalst 2004]). This has been captured in the fleavk community by flowcharts, Petri nets [van der
Aalst 1998; van der Aalst and ter Hofstede 2002; Adam et &@8],%nd state charts [Harel 1987; Mok and Paper
2002]. The comparison of such systems using the notion ohblation is considered in [Milner 1989; van Benthem
1976]. More recently, data-centric workflows have been ictmed in [Wang and Kumar 2005], and in particular the
artifact model of IBM [Nigam and Caswell 2003]. Verification for suclodels is considered in [Gerede et al. 2007;
Gerede and Su 2007; Bhattacharya et al. 2007; Deutsch &0#; Eritz et al. 2009]. The comparison of such systems
is considered in [Calvanese et al. 2009] using the notionoafiidance, which focuses on the input/output pairs of
the workflows. Other models in the same spirit include the&oworkflow framework [Hull et al. 1999; Dong et al.
1999; Hull et al. 2000], the OWL-S proposal [Mcllraith et aD01; Martin et al. 2003] as well as some work on
semantic Web services [Narayanan and Mcllraith 2002]. Ttiela [Deutsch et al. 2007] (building on [Spielmann
2003; Abiteboul et al. 2000]), considers the verificatiompodperties of data-centric workflows specified in LTL-FO,
first-order logic extended with linear-time temporal logjgerators. Similar extensions have been previously used in
various contexts [Emerson 1990; Abiteboul et al. 1996; IBm@en 2003]. Apart from the work on verification of
BAXML with guards mentioned above [Abiteboul et al. 2008pshother work on static analysis on XML (with data
values) deals with documents that do not evolve in time, fzgn and Libkin 2001; Arenas et al. 2002; Alon et al.
2003]. This motivated studies of automata and logics ongsrand trees over infinite alphabets [Neven et al. 2004;
Demri and Lazt 2009; Bojanczyk et al. 2006]. See [Segoufin 2007] for a suoverelated issues.

A survey on Active XML may be found in [Abiteboul et al. 2008h [Abiteboul et al. 2009], active XML docu-
ments are used to capture data and workflow managementiastivi distributed settings, in the spirit of the artifact
approach. The study of the interplay between queries angeseing in the artifact approach was the driving motiva-
tion of the present work.

This paper is the extended version of the conference afiddgeboul et al. 2011]. It differs from the latter by
including the full technical development, including theefs.

OrganizationThe paper is organized as follows. We introduce the vievettdsamework for comparing workflow
languages in Section 2. The BAXML model and the workflow leanges are presented in Sections 3 and 4. Their
expressive power with respect to different views is comgiameSection 5. In Section 6 we compare BAXML with a
variant of IBM’s business artifacts, and show that BAXML csimulate artifacts, but the converse is false. We end
with brief conclusions.

2. VIEWS AND SIMULATIONS

In this section, we introduce an abstract framework for lovks and views of workflows. We then use it to compare
workflows.

Workflow Systems and Languages. The model for workflows we consider is quite general. Inteity, a workflow

system describes the infinite tree of the possible runs ofticpkar system. More formally, the nodes of a workflow
system are labeled statesfrom an infinite set) ., and the edges bgventdrom an infinite sef,. (Qoo N Es = 0).
For example, a state of a workflow system may be an instancerefational database or an XML document. It
may also include various other relevant information suckhasstate of an automaton controlling the workflow, or
historical information such as the prefix of the run leadipgaiit. A typical event may consist of the activation of a
task, including its parameters. The presence of data eglely the set§) ., andE, are taken to be infinite.

The workflow systems we consider include two particular évemmelyblockande, both in £, whose role we
explain briefly. First considdylock For uniformity, it is convenient to assume that all runsiafiite. To this end, we
use the distinguished evellbckto signal that the system has reached a terminal state fheditseforever (so once a
system blocks, it remains blocked).

On the other hand, theevent corresponds to the classical notiomsitént transition Its meaning is best explained
in the context of a view (to be formally defined further), wiitefines the observable portion of states and events. In
particular, it may hide information about states as well\anés in the source system. For a transition in the source
system, if the event is (even partially) visible in the viemfdhe state of the view changes, the transition is obsdevab
in the view. On the other hand, it may be the case that bothvilyiet@nd the state change are invisible in the view. So,
although there has been a transition in the workflow systerijmg can be observed in the view. This is modeled by
a silent transition, indicated by the special ever@bserve that, unlike for blocking transitions, @mansition may be
followed in the view by nore(visible) transitions, in which the state may change.
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More formally:
Definition 2.1 [Workflow System A workflow system is a tupl®/S= (N, ng, 9, o, An, As) where:

— (N, ng, d) is a tree with root,y, nodesV, edges.

— all maximal paths fromm are infinite.

— Ay is afunction fromN to Q~,, andAx (ng) = qo.

— )5 is a function from to E..

—for each(n,n’) € ¢, if A\s((n,n')) = ethenAy(n) = An(n).

—for each(n,n’) € ¢, if A\s((n,n’)) = blockthenn’ is the only child ofn andAy (n) = Ay (n’). Moreover,n’ has
only one outgoing edge also labeleldck

The edges id are also calledransitionsof the workflow, andy, is called itsinitial state

Finally, aworkflow languagé¥V consists of an infinite set of expressions, called workfloectfications. For ex-
ample, BAXML, and its extensions with guards, automata, #mdporal constraints, defined in Section 4, are all
workflow languages. Given a workflow languageandW € ‘W, the semantics of’ is a workflow system (i.e., the
tree of runs defined bi}’) and is denoted bjiV ], or [W] whenW is understood.

Views of Workflow Systems. We next formalize the notion of view of a workflow system. Welargue that this
is an essential unifying tool for understanding diversekflow models. In the present paper, we rely heavily on the
notion of view in order to compare workflow languages.

A viewV is a mapping orQ ., U F.,, such thall (Q~) C Qw, V(Ex) C Es, V(e) = ¢, andV(e) = block
iff e = block This mapping is extended to workflow systems as follows W&= (N, ng, d, go, An, As) andV be a
view. ThenV (WS is defined as(N, no, d, V(qo), A\xw o V, A5 o V). We say that the view is well-defined for W
V(WS is a workflow system.

Note that, by definition of the mapping, the properties otklog transitions are automatically preserved. Note also
that, by definition of well-defined workflow systems, for edehn’) € ¢, if V(As((n,n’))) = e thenV (An(n)) =
V(An(n)).

Simulation of Workflows

We next consider the comparison of workflow systems and waxktinguages based on the concept of view. We use
a variant of bisimulation [Milner 1989] (that we call w-hisulation). Of course, many other semantics for comparison
are possible. We refrain from attempting a taxonomy of srhamntics, and instead settle on one definition that is
quite general and adequate for our purposes.

In our semantics, we wish to be able to capture silent tri@nsitas well as infinite branches of such transitions.
Given a workflow system as above, for each E — {¢}, we define the relatios> on nodes by: % m if there is a
sequence of transitions fromto m, all of which are silent except for the last one, which is lalde.

Informally, the silent transitions are seen as partialrimié computation that do not have impact on the possible
observable reachable events. The choices made during tdraah computation may be different, but the visible
transitions at the end of sequences of silent transitiomther same.

Definition 2.2 [w-bisimulatior Let WS = (N, n{, 8", qo, Niy, AS), @ € {1,2}, be two workflow systems (with
the same initial state). A relatioB from N! to N? is aw-bisimulationof WS andWS if B(n},n3) and for each
n1, ne such thatB(n1, ns) the following hold:

— A (n1) = Ay (n2).

— For each event # ¢, if there existsy) such thaty; = n) in WS then there exists/, such that, = n} in WS
andB(n},nb),

— For each event # ¢, if there existsy, such thai, = n) in WS then there exists/, such that; = n/ in WS
andB(n},nb).

—there is an infinite path of silent transitions from in WS iff there is an infinite path of silent transitions from
in WS.

We denote byVS ~ WS the fact that there exists a w-bisimulationw§ andW$S.

The last condition captures the intuition that progressnfie given state along a path in the simulated system
must imply progress from the corresponding state along la ipathe simulating system, where progress means the
occurrence of a non-silent event. We note that there arekmelivn notions of bisimulation related to ours, such as

1Composition is applied left-to-right.



weak-bisimulation and observation-congruence equicaemotivated by distributed algebra [Milner 1989]. These
differ from w-bisimulation in their treatment of silent trsitions. For example, infinite paths of silent transitiens
relevant to w-simulation but are ignored in weak bisimuwlatilt can be seen that observation-congruence equivalence
implies w-bisimulation, but weak bisimulation and w-bisilation are incomparable.

Clearly,~ is an equivalence relation. Observe that views preservisimblation. More precisely, IaVS ~ WS.
Then for each view’,

(*) V(WS) is well-defined iffV (WS) is well-defined, in which cas&(WS) ~ V(WS).

Equivalence of workflow systems as previously defined egdntequires the two systems to have the same set of
states and events. However, in general we wish to compardlaersystems whose states and events may be very
different. In order to make them comparable, we visg'smapping the states and events of each system to a common,
possibly new set of states and events. Intuitively, thepeesent abstractions extracting the observable infoonati
relevant to the comparison. The views may also involve suibisil restructuring, thus extending classical database
views.

Suppose we wish to compare languay@sandW,. To compare workflow specifications W; andW,, we use
sets of views?; andV, that map the states and event3/6f andW, to a common set.

Definition 2.3. [Simulatiorj Let W, Wy be workflow languages arl;, V> be sets of views. The languay@,
simulatesW; with respect ta'Vy,Vz), denoted byW; <y, v,y Wo, if for eachV; € W, andV; € V; such that
V1(W7) is well-defined, there exi§V, € W, andV, € 'V, suchVa(Wa) is well-defined and/;y (Wh) ~ Vo (Wa).

Remark?2.4. Note that the definition of simulation does not requifeative construction of the simulating work-
flow specification. However, all our positive simulationults are constructive. The negative result in Theorem 6.9
also concerns effective simulation.

For sets of viewd?, V', we definéV o V' = {Vo V' | V € V,V’ € V'}. Intuitively, a viewV o V' is coarser than
V' (or equivalently} is more refined thal o V).

The following key lemma is a straightforward consequenc@pflt states that the relation- is stable under
composition of views.

LEMMA 2.5. [Composition Lemnjd.etW; and W, be workflow languages arid, V> andV be sets of views. If
Wi =, ,v,) WathenWi =y, oy v,0v) Wa.

The Composition Lemma allows to relate simulations retatev different classes of views. It says that simulation
relative to given views implies simulation relative to amacser views. This provides a tool for proving both positive
and negative simulation results.

A useful version of the above lemma is the following, combgcomposition and transitivity.

LEMMA 2.6. LetW;, Wy, W3 be workflow languages, and;, V-, V3 andV be sets of views. WV — v, v,ov)
Wy andW, (Vs V3) W3, thenWq (Y1, V30V) Ws.

As we will see, the version of transitivity provided by theoab is routinely used in proofs that combine multiple
stages of simulation.

3. THE BASIC AXML MODEL

In this section we present BAXML, thBasic AXML modelThis is essentially a simplified version of the GAXML
model of [Abiteboul et al. 2008], obtained by stripping ittbé control provided by call and return guards of functions
(all such guards are set taue). We consider such control later as one of the workflow spetifin mechanisms. The
section may be skipped by readers familiar with the GAXML mlod

We begin with an informal overview of the model, then providere details. To illustrate our definitions, we use a
simplified version of the Mail Order example of [Abitebouladt 2008]. The purpose of the Mail Order system is to
fetch and process individual mail orders. The system aesesgatalog subtree providing the price for each product.
Each order follows a simple workflow whereby a customer is fiilted, a payment is received and, if the payment is
in the right amount, the ordered product is delivered.

BAXML documents are abstractions of XML with embedded sezvialls. A BAXML document is a forest of
unordered, unranked trees, whose internal nodes are thhétle tags from a finite alphabet and whose leaves are
labeled with tags, data values, or function symbols. Moeigely, a function symbdf indicates a node where
functionf can be called, and a function symt¥él indicates that a call tb has been made but the answer has not
yet been returned. For example, a BAXML document is shownignile 1. The BAXML document may be subject
to static constraints specified by a DTD, as well as Booleanbioations of tree patterns. For example, the negation
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of the pattern in Figure 2 (a) says that an Order ID uniquetgmheines the product and customer names. In patterns,
double edges denote descendant and single edges the diloire

A BAXML document evolves as a result of making function caltal receiving their results. A call can be made and
an answer can be returned at any point, as long as the reginsitance satisfies the static constraints. The argument
of the call is specified by a query on the document, producifigest. The query may refer to the node at which the
call is made (denoted bself), so the location of the call in the document is important.eWia call is made at node
x labeled!f , its label changes frorf to ?f . The result of a call consists of another BAXML document, orast,
whose trees are added as siblings of the noaeéhere the call was made. After the answer of the call at node
returned;: may be kept (in which case its label revertdftpor z may be deleted. This is specified by the schema, for
each functiorf . If calls to!f are keptf is calledcontinuousotherwise it isnon-continuougthis is specified in the
schema).

For example, consider théhi | Or der function in Figure 1. Intuitively, its role is to fetch new fharders from
customers. For instance, one result of a callNgi!l Or der may consist of the subtree with robhi | Or der in
Figure 1. Since the function is processed externally, tmeasgics of its evaluation is not known. We call such a
functionexternal Its specification consists of its input query and a DTD ca@ising the allowed answers. In addition
to external functions, there are functions processedriatgrby the BAXML system. These are calle@ternal. For
exampleBi | | is such a function. When a call 8 | | is made at a node labeled Bi | | , the label ofx turns
to Bi | | (to indicate that a call has been made whose answer is stilipg) and the call is processed internally.
Specifically, the call generates a new BAXML documeniv@akspacgthat evolves under function calls and returns.
The answer can be returned at any point when the workspadaicemo running calls (i.e. no nodes labetedfor
someg) and the resulting instance satisfies the static cons$afifite contents of the result is specified bgeturn
qguerythat applies to the workspace. For example, the answer tdl #oci | | can be returned once payment has
been received. The answer, specified by the return quenyidqe®the product paid for and amount of payment (see
Example 3.1).

Once the result of a call has been returned, the BAXML documgthe corresponding workspace is removed. In
order for the result to be returned at the correct locati@xt(to noder), a mapping calledvalis maintained between
nodes where calls have been made and BAXML document comegmgpto the workspaces (e.g., see Figure 5). The
system evolves by repeated function calls and answer etaccurring one at a time non-deterministically. This may
reach ablocking instancen which no function can be called and no result can be retijroemay continue forever,
leading to an infinite run. For example, runs of the Mail Ordggstem are always infinite since new mail orders can
always be fetched. For uniformity, we make all runs infingerépeating blocking instances forever.

We now describe the BAXML model in more detail. We assumemgihee following disjoint infinite setsnodes
N (denoted byn,m), tagsX (denoted by, b, c, . . .), function name¢, data valuesD (denoted by, 3, ...) data
variablesV (denoted byX, Y, Z, . ..), possibly with subscripts. In the model, trees are unrdrel unordered.

For each function namk, we also use the symbolf and?f , calledfunction symbolsand denote by the set
{ff | f € F}and byF”’ the set{?f | f € F}. As described abovef labels a node where a call to functibrcan
be made (possible call), artfl labels a node where a call fohas been made and some result is expected (running
call). When a call td is made at a node labeled!f , the label changes frof to 7f . After the answer of the call
at noder is returned, the node may be kept or the node may be deleted. It is kept, its label changes frofif
back to!f . If calls to!f are keptf is calledcontinuousotherwise it isnon-continuousFor example, the role of the
Mai | Or der functionin Figure 1 is to indefinitely fetch new mail ordersrh customers, sbhi | Or der is specified
to be continuous. On the other hand, the functiinl!l occurring in avai | Or der is meant to be called only once,
in order to carry out the billing task. Once the task is finghe call can be removed. TherefoBe, | is specified
to be non-continuous.

Main
Catalog IMailorder \ MailOrder
Product Prolduct Product Order-ld Cname Pname !Bi || !Deliver !Reject
Pnaée\Price Pnaée\Price Pnaée\Price 1234|1567 Selrge Nil|<0n

Canon 120 Nikon 199 Sony 175

Fig. 1: A BAXML document.



A BAXML document is a tree whose internal nodes are labelatl ¥eigs in>: and whose leaves are labeled by
either tags, function symbols, or data values. A BAXML fdrissa set of BAXML trees. An example of BAXML
document is given in Figure 1.

To avoid repetitions of isomorphic sibling subtrees, we riefihe notion of reduced tree. A treereducedif
it contains no distinct isomorphic sibling subtrees withaunning calls?f . We henceforth assume that all trees
considered are reduced, unless stated otherwise. Howmterthat the forest of an instance may generally contain
multiple isomorphic trees.

Patterns.We use patterns as the basis for our query language, andndker specification of workflow constraints
and temporal properties. patternis a forest oftree-patternsA tree-patternis a tree whose edges are labeled by
child (/) or descendant/(’) where descendant is reflexive. Nodes are labeled by talasyifare internal, and by tags,
function symbols, or variables if they are leafs. In addifinodes may be labeled by wildcard (*), which can map to
any tag. A constraint consisting of a Boolean combinatiofig&qualities between the variables and/or data corstant
may also be given. In particular, we can specify joins (eityuaf data values). A tree-pattern is evaluated over a tree
in the straightforward way. The definition of the evaluatafpatterns over forests extends the above in the natural
way. An example is given in Figure 2 (a). The pattern shownretlegpresses the fact that the vatrader - | d is not
a key. It does not hold on the BAXML document of Figure 1. (ledg it is natural to require th&r der-1d be a
key).

We sometimes use patterns that are evaluated relative tedifisd node in the tree. More preciselyredative
pattern is a pair @, self) where P is a pattern andgelf is a node ofP. A relative pattern P, self) is evaluated on a
pair (F, n) whereF is a forest and is a node off". Such a pattern forces the naogkdf in the pattern to be mapped to
n. Figure 2 (b) provides an example of a relative pattern. Tdteepn shown there checks that a product that has been
ordered occurs in the catalog. It holds in the BAXML docunwrifigure 1 when evaluated at the unique node labeled
IBill.

We also consider Boolean combinations of (relative) pattefhe (relative) patterns are matched independently of
each other and the Boolean operators have their standamimge# a variableX occurs in two different pattern8
andP’ of the Boolean combination then it is quantified existehtia P and P’, independently of each other.

It will be useful to occasionally considparameterizegatterns, in which some variables are designatdukas._et
P(X) be a pattern with free variables, andv an assignment of data valuesXo A BAXML forest I satisfiesP(X)
for assignment, denoted byl, v = P(X), if I satisfies the patterR(v (X)) obtained by replacing each variable in
X by its value under.

Main (@)
~

MailOrder MailOrder
P BN P TN
Order-ld Cname Pname Order-ld Cname Pname
| | | | I |
X Y z X Y’ z
Y#YorZ#£Z
Main (b)
z N\
Product MailOrder
| /7 N\
Pname Pname self
| |
X X

Fig. 2: Two patterns

For convenience, we sometimes use a self-explanatory XiRathotation to specify simple patterns.

Queries.As previously mentioned, patterns are used in queries,@grshext. Aqueryis a finite union of rules of
the formBody— Head whereBodyandHeadare patterns andeadcontains no descendant edges and no constants,
and all its variables occur iBody. In each tree oHead all variables occur under a designatshstructor nodge
specifying a form of nesting. When evaluated on a forestnla¢chings ofBodydefine a set of valuations of the
variables. The answer for the rule is obtained by repladgmgach tree oHead the subtree rooted at the constructor
node with the forest obtained by instantiating the varialitethe subtree with all their matchings provided by the
Body. The answer to the query is the union of the answers for edeh As for patterns, we may consider queries
evaluated relative to a specified node in the input treelative queryis defined like a query, except that the bodies



of its rules are relative patterng(self). An example of a relative query (with a single rule) is giverrigure 3 (the
notationself:!Bi | | means that the nodself must be labeled8i | | ). The label of the constructor node (indicated by
brackets) i’r ocess-bi | | .

Main

{Process-bill}

bl

> Pname Amount !l nvoi ce

Catalog MailOrder
I

Product Pname self !Bi | |

/N

Pname Price X X Y

X Y

Fig. 3: Example of a relative query

Consider the evaluation of the query of Figure 3 on the BAXMicament of Figure 1 at the unique node labeled
IBi | | . There is a unique matching of tB®dypattern and the result is théeadpattern of the query witlX replaced
by NikonandY by 199 (without brackets fder ocess- bi | | ).

DTD. Trees used by a BAXML system may be constrained using DTD®Baotban combinations of patterns. For
DTDs, we use a typing mechanism that restricts, for each tag:, the labels of children that-nodes may have. As
our trees are unordered we use Boolean combinations ofrgtats of the formb| > & for b € Y U F U F’ U {dony},

k a non-negative integer, arbma symbol indicating the presence of a data value. Validityredés and of forests
relative to a DTD is defined in the standard way.

Schemas and instances.BAXML schemaS is a tuple(®in, Pext, A) Where (i) the setbin; contains a finite set
of internal function specifications, (ii) the séty; contains a finite set of external function specificationsg, @i) A
consists of a DTD and a Boolean combination of patterns gdiogistatic constraints on instances of the schema. For
instance, the negation of the pattern in Figure 2 (a) statgt€x der - | d uniquely determines the mail order.

We next detaikbj; and®ey:. For eact € F, leta; be a new distinct label i&. Intuitively, as labels the roots of
all workspaces resulting from callsto The specification of a functidn of ®;,; indicates whethefr is continuous or
not, provides itargument query andreturn query. The role of the argument query is to define the initial stéthe
workspace generated by the calftoThe argument query is a relative query. When the query isiated self binds
to the node at which the cdfl is made. The return query applies to the current state of thrtkspace corresponding
to the call. Thus, it is a query in which every tree patternuodng in the body of a rule is rooted at . .

Example3.1 We continue with our running example. The functBinl | used in Figure 1 is specified as follows.
Itis internal and non-continuous. The argument query igjthery in Figure 3. The return query Bf | | is:

agil - {Paid}
Il / N\
Payment Pname Amount
/7 N\ |
Pname Amount X Y
X Y

Intuitively, this makes sense assuming that the fundtionoi ce returns a tree of the form:

Payment

/ N\

Pname Amount

p a
wherep is the product name andthe amount of payment.

Each functionf in & is specified similarly, except that the return query is nmigsiln addition, a DTDA¢
constrains the answers returned fhythe DTD assumes a virtual root under which the answer fagseptaced).
Intuitively, an external call can return any answer satigfyA; at any time, as long as the resulting instance also
satisfies the global static constrairts For examplelai | Or der is external, since its role is to fetch orders from an
external user.

An instancel over a BAXML schem&s = (®int, Pext, A) is a pair(T, eval), whereT is a BAXML forest andeval
an injective function over the set of nodeslidabeled with?f for somef € & such that: (i) for each with label

8



Process-Bill
P N
Pname Price !lnvoice
1 1
Nikon 199

Fig. 4: Answer of the query in Figure 3 applied to the instaindeigure 1

?f , evaln) is a tree inT with root labelas (its workspace), and (ii) every tree fwith root labela; is evaln) for
somen labeled?f . An instance ofS is valid if it satisfiesA. More precisely, each tree in the forest making up the
instance satisfies the DTD &, and the instance as a whole satisfies the Boolean combiratfmatterns ofA.

Runs.Let I = (T,eval andI’ = (77, eval) be instances of a BAXML schenf = (®jnt, Pexi, A). The instance
I’ is apossible next instance offf I’ is obtained from/ by making a function call or by receiving the answer to an
existing call. We refer to the latter as ement More precisely, an event is an expression of the fir(d#") or ?f (G),
where:

—f is afunction;

— F'is the forest consisting of the result of applying the argonogiery off to T, at some node labeléd;

— G is the forest consisting of the answer to a running ¢allat some node. More precisely, iff is internal,G is
the result of applying the return query bfto evaln). If f is external G is any forest satisfying the DTIA ¢ for
answers of .

For technical reasons, we also use two special evimittshat only generates the initial instance, drtdck whose
use will be clear shortly. Initial instances of BAXML schesare defined below. We denote by, I’ the fact thatl’
is a possible next instance bicaused by event

We now provide more details. Consider= (T, eval) and an evenlf (F'), resulting from a call tdf at some node
n of T. The next instance, if it exists, is the instari¢e= (77, eval) satisfyingA, obtained as follows:

— change the label of to 7f
—if f is internal, add to the graph efvalthe pair(n,T’) whereT” is a tree consisting of a roat connected to all
trees inF (the result of evaluating the argument queryfain input(7, n)).

If the resulting instance does not satigfy there is no next instance under the evéff’).

Now consider an everif (G), resulting from returning the answéf of a running call?f at some node: of 7.
Recall that, iff is internal andevaln) contains no running function call; is the result of applying the return query
of f toevaln). If f is externalG is any forest satisfyingd\ . Then the instanc# is obtained as follows:

— add all trees i as siblings ton

—if f is internal, removén, evaln)) from the graph oevaland the treevaln) from T
—if f is non-continuous, remove the nodérom T

—if f is continuous, change the labelofrom 7f to!f .

If the resulting instance does not satigfy then there is no next instance under the evgi(6).

Figure 5 shows a possible next instance for the instancegofr&il after an internal call has been madeBiol !l .
The node associated with this internal call is denoted bigecall the specification @i | | from Example 3.1. The
argument query oBi | | is the query in Figure 3. For each homomorphism from the btefy gattern) of Figure 3
to the document such that the node labelety is associated withe, a valuation of the variables is defined. In this
example, there is one homomorphism defining the followirdgation : X = Nikon andY = 199. The answer of the
query is built by applying the previous valuation to the abte in the head of the query (the right part). The answer
is described in Figure 4. The workspace of the funcBbh | is built by placing the answer from Figure 4 under a
new rootn’ labeledag; || . This workspace is added to the current instance and théidumrevalis updated by setting
evaln) = n’. The resulting instance is shown in Figure 5, where the datteow represents the functiemal

We will typically be interested inunsof such systems. Amitial instance of scheméiis an instance of consisting
of a single tree whose root is not a function call and for whitddre is no running call. For runs, we use a variation
of the model of [Abiteboul et al. 2008]. Arerunof a schemst is a finite sequencg(1;, e;) }o<i<n, such that (i) for
eachi, I; satisfies the static constraints (ii) e = init, and (iii) for eachi > 0, I,_; ., I;. Intuitively, e, generates
the initial instancely. A run is an infinite sequence = {(I;, e;) }i>0 such that each finite prefix gfis a prerun of

9



Main L .'..:’aBiIII
Catalog !Mailorder MaiIOrdér Process-bill

| P G Y N N
Order-ld Cname Pname ?Bill !Deliver !Reject Pname Amount !l nvoice
I I I I |
1234567  Serge Nikon Nikon 199

Fig. 5: An instance with anval link

Fig. 6: Relation adorned with some functions

S, or there is a finite prefixlo, eg), ..., (I, en) of p that is a maximal prerdrof S; and for eachi > n, I; = I,, and
e; = block In the first case the run is callesnblockingin the second case it is calléibcking

Thus, we force all runs to be infinite by repeating forever acking instance from which no legal transition is
possible, if such an instance is reached (the non-existaédegal transition from the blocking instance is ensured
by the maximality condition in the definition).

Semantics with and without aborts. We next discuss a subtle difference between the semantptetihere and that
of [Abiteboul et al. 2008]. According to our semantics, if @pun reaches an instance from which every transition
leads to a violation of the static constraints, the prdslatksforever in that instance, generating a blocking run.
In contrast, the semantics of [Abiteboul et al. 2008] alldecking runs only if no transition exists at all (whether
leading to a valid instance or not). If there are possiblestitions but they all lead to constraint violations, therpre
is discarded. Intuitively, this amounts to aborting the.r’e refer to this as the semantics of rumish aborts and
to the one we follow in this paper as the semantics of rwithéut abort$. Note that in our semantics, every prerun
is extensible to a (possibly blocking) run, whereas thisasthe case in the semantics with aborts. Furthermore, as
shown next, in the semantics with aborts it is undecidaldegiven prerun can be extended to an infinite run. This is
a main motivation for our choice of the semantics withoutrédo

THEOREM 3.2. LetS be a BAXML schema anda prerun ofS. Under the semantics with aborts, it is undecidable
whethery is the prefix of a run of. Furthermore, this remains undecidable even for nonregatTDs.

PrROOF The proof for arbitrary DTDs is trivial by the undecidabjliof satisfiability of static constraints [David
2008]. The proof for nonrecursive DTDs is by reduction of thmplication problem for functional and inclusion
dependencies (FDs and IDs), known to be undecidable (setepul et al. 1995]).

Let R be a relation witht attributesI" a set of FDs and IDs ovek, andF' an FD overR. We construct a BAXML
schemas and an initial instancé, such thaf" [~ F iff there is a valid run froml,. We represent relatioR with
attributesA; - - - Ax in the standard way, as a tree rootedi?atRelation R, together with some additional functions
whose role will become apparent, is depicted in Figure 6a@lethis structure can be enforced by the DTD.

Static constraints can easily require satisfaction of tBs i I and violation of F. In order to check that the
inclusion dependencies @f are satisfied, we use one internal, non-continuous fundtiofor eachr € T'. One
occurrence of each, is attached to each tuple &, as in Figure 6. The functioris. always return the empty answer.
Static constraints require the following:

(i) there is at most one occurrence?f,. for eachr,
(i) whenever?f . occurs, the IDr is satisfied for the tuple to whicl . is attached.

The constraint (i) is expressed by conjunctions of negatafrpatterns as in (i) of Figure 7, and (ii) is enforced by
the conjunction of patterns as in (ii) of the same figuresiflating the case when= R[A4,] C R[A;].

Finally, the global DTD specifies a roptunder which one can find either a subtree rootefd af the shape above,
or one external, non-continuous functitn Thus, the instancé, consisting of the root with child !h is a possible

2There is no(I’, e') where(lo, o), -, (In,en)(I’, ') is a prerun ofS.
3A DTD is recursiveif there is a cycle in the graph that has an edge fromutémpb if the DTD allowsb to label a child of a node labeled
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Fig. 7: (i) Pattern whose negation forbids two activatedscand (i) ensuring satisfaction @fl;] C [A;]

initial instance. Note that every valid run 6f must end in a blocking instance, in which no function callswc
Clearly, there exists such a valid run fraiiff the functionh can return a tre@® witnessing that” = F. O

4. WORKFLOW CONSTRAINTS

In this section, we introduce three ways of enriching the BAXmodel with workflow constraints: (i) function call
and return guards (yielding the GAXML model), (ii) an autdoramodel (yielding the AAXML model), and (iii)
temporal constraints (yielding the TAXML model). Each @sponds to a very natural way of expressing constraints
on the evolution of a system. We study and compare these misamgin the next sections.

We begin by considering an abstract notion of workflow caistr A workflow constrainti’’ over a BAXML
schem&S is a prefix-closed property of preruns®f For a prerum of S, we denote by = W the fact thap satisfies
W. We denote byS|WW the workflow specification defined by constrained byV. A run of S|W is an infinite
sequence = {(I;, e;) }:>0 such that: each finite prefix gfis a prerun ofS that satisfies Wor there is a finite prefix
(o, €0), ---, (In, €n) Of p that is @ maximal prerun of satisfying W and for each > n, I; = I,, ande; = block In
the first case the run is callesbnblockingin the second case it is call&ibcking

Observe that nonblocking runs 8fIV are particular nonblocking runs 6f Also, a sequenc§(1;, e;) }i>o may be
a blocking run ofS|1W but not a blocking run of. (This is because all transitions that are possible acogriS are
forbidden byW.) The set of runs of|W is denoted by-uns(S|W).

A main goal of the paper is to compare the descriptive powetiiférent formalisms for specifying workflow
constraints. To this end, we consider the workflow languggésr call guards)A (for automata), and (for temporal
formulas), defined next.

Call and return guards

Recall the Mail Order example, in which processing an ordquires executing some tasks in a desired sequence
(order, bill, pay, deliver). Since tasks in BAXML are init by function calls, one convenient workflow specification
mechanism is to attach guards to function calls. For ingtatie guard ofDel i ver, shown in Figure 8, might
require that the ordered product must have been paid in tlieat@mount. Similarly, it is useful to control when the
answer of an internal function may be returned. This can Ime ¢y providingeturn guards

Let S = (Pjnt, Perr, A) be @ BAXML schema. Aguard assignmerdver S is a pairy = (v¢, ), where:

— ., thecall guard assignment, is a mapping from the functionsSofo Boolean combinations of relative patterns
overS. A calltof can only be activated at nodeof instancel = (7, eval) if v.(f ) holds on(T, n).

— -, thereturn guardassignment, is a mapping from the functionsSoivhich istrue for external functions and a
Boolean combination of tree patterns rooted;afor each internal functioh. The result of a call td at noden of
instancel = (7, eval is returned only wher,.(f ) is satisfied onevaln). Return guards constrain only internal
functions.

A prerunp = (1o, ep), ..., (In, en) Of S satisfiesy = (v., v.), denotedh |= ~, if for each transitionl;_; +., I, if
the transition results from a function callfoat nodeu the guardy.(f ) holds in(Z;_1, u), and if the transition results
from the return of an internal function calf at nodeu, ~,-(f ) holds ineval;—; (u). Observe that these constraints
involve consecutive instances only.

The set of all guard workflow constraints is denotedibyA GAXML schemds an expressiof§|y, for somey € §.
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Main ~Ye(Reject)

= ~
Product MailOrder
/ N\ Ve N
Pname Price Paid self
| | / AN
X Y Pname Amount
| I
X Y’
Y#Y
Main ~Ye(Deliver)
= ~
Product MailOrder
/ N\ Ve N
Pname Price Paid self
| | / AN
X Y Pname Amount
| |
X Y

Fig. 8: Call guards oRej ect andDel i ver.

(D~
30202020
020

Fig. 9: Example of pattern automaton

Example4.1 Figure 8 shows call guards for some functions in the Mail @ex@ample. The call guard of function
Bi | | is given in Figure 2(b) (this checks that the ordered produatailable). The call guard ¢fhvoi ce is true.
In the same example, the return guard of funcbh | is:

agjl1
Payment

indicating that payment has been received, so billing isgletad.

Pattern automata

We next consider workflows based on automata. The stateg@ttomaton are defined using pattern queries. The
automaton has no final states, since BAXML (like AXML) doe$ have a built-in notion of successful computation.
A pattern automatotis a tuple(Q, ginit, 6, ) where:

— Q is afinite set of stateg;,,;; € Q, and eacly € Q has an associated set of variahleg;

— For eachy € Q, Y(g) is a Boolean combination of parameterized patterns whds# §ee variables equal¥ ;
— the transition functiom is a partial function from@ x @ such that/(q, ¢') is a Boolean combination of equalities
of variables amond(, and X .

To simplify the presentation, we assume without loss of gaitg that X, and X, have no variables in common.
Let A be the set of pattern automata. AAXML schemés an expressiof|A fora BAXML schemaS andA € A.
A prerunp = {(I;,e;)}i<n Of S satisfies an automaton constraiitdenoted by |= A, if there exists a sequence
{(gi,vi) }i<n, Wheregy = gini @andy; is a valuation ofX,,, such that for each < n:

W) Lovi = (@),
(2) I/i(X‘Zi) Uvip (X‘ZH»I) ': 5((]1’7 qi+1)'

Intuitively, the state of such an automaton after readingitefisequence of instances is a paifg, ) wherev is

a valuation of the variables i ,. Note that the automaton is non-deterministic both witipeesto the state and the
valuation of its variables.

12



Example4.2. An automaton for our running example is represented in Ei§uiThe edges represent the pairs for
which ¢ is defined, and the patternsThcheck the following:

— Y (¢insit) checks nothing.
— T(p) checks that the call tBi | | has been activated and the product s in the catalog:
Main
VR
Product MailOrder

I /7 N\
Pname Pname 7Bill

I I

X X

— T(i) checks that the call tbnvoi ce in the workspace oBi | | has been activated:

agil|
|
?lnvoi ce

— T(ie) checks that the call tbnvoi ce in the workspace oBi | | has returned a payment:

agi ||
Il
Payment

— Y (pe) checks that the call tBi | | has returned a payment:

Main
I
Paid

—T(d) checks that the call tbel i ver is activated and the amount brought®iyl | is the same as the price of the

item that has been ordered.
Main
= ~
Product MailOrder
/ \ VRN
Pname Price Paid ?Del i ver
I I /7 N\
X Y Pname Amount
I I
X Y

— T (de) checks that the call tBel i ver has been returned.
- Main

Il
Del i ver

— T(r) checks that the call tBej ect is activated and the amount brought I8y | | is different from the price of
the item that has been ordered:

Main
= ~
Product MailOrder
VRN e ~N
Pname Price Paid 7Rej ect
| | / AN
X Y Pname Amount
| |
X Y’

. Y A£Y . ) . :
— T(re) checks that the call tBej ect has been rééturned for tivai | Or der (there is no active call tBej ect ): .
- Main

?Rej ect

We note that in some specification models, such as statésdlivarel 1987], states are defined in a hierarchical
manner, i.e. entering a state may trigger a more refined-staisition sub-system. Other systems further extend this
with recursion[Alur et al. 2005]. Although not done here, one could exteadformalism to capture such hierarchical

or recursive states.
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Past-Tree-LTL

Finally, we consider workflow constraints specified usinmgperal formulas. Intuitively, these state, given a patticu
history, whether a given transition is allowed. The Iangn'nga variant of Tree-LTL [Abiteboul et al. 2008] using only
past LTL operators, that we call Past-Tree-LTL. It is ob¢airirom classical proposmonal LTL (e.g., see [Emerson
1990]) by interpreting each proposition as a paramete izl patternP( ) where X is a subset of its variables,
designated aglobal. All global variables are treated as free in the patternsanedquantified existentially at the
end. The past temporal operators Are' (previously),S (since) ands ! (always previously). The semantics of the
different operators is inductively defined as follows:

— (o, €0),---,(In,en) E ¢, wherey is a pattern iffl,, satisfiesp.

_(10760)7 . 7(Inaen) ': w1 N\ P2 iff (10360)7 (Inaen) ': $1 and(Iano) ) (Inven) ': P2

— (lo,€0),- -+ (In,en) F o1 V 2 iff (lo,e0),. .., (In,en) [F 1 0r (Lo, €0),- -, (In, ) = $2

_(10760)7 e 7(Inaen) ': _'90 iff (10760) (Inaen) l;é 12

_(10760)7" 7(Inaen)):x SOIﬁ: (IanO) 7( n—1,€n— 1))290

—(In,€0), .-, (In,en) E eSYiff (In,eo),..., (I, e;) = 9 forsomej < nandy holdsin(ly,ep), ..., (Ik, ex) for

everyk,j <k <n
— Iy, e0)s .. (In, en) = G Lpliff (I, €0), ..., (I, e;) E ¢ foreachj, 0 < j <n.

In summary, Past-Tree-LTL formulas of the form3X+(X) wherey uses only the temporal operatd¢ts* andS,
and X is the set of global variables of the parameterized patietaspreting the propositions. The set of Past-Tree-
LTL formulas is denoted by. A TAXML schemds an expressiol§|6 for S a BAXML schema and € T. A prerun

p satisfiesIX (X)) if p satisfies)(v(X)) for somevaluation of the global variables( in the active domain of.

The choice to existentially quantify the global free vatésbappears natural for specifying workflow transition
constraints. Observe that such variables are quantifiaetrsallyin the language Tree-LTL of [Abiteboul et al. 2008],
used to specify properties of all runs. However, the modekkimg approach of [Abiteboul et al. 2008] is based
on checking unsatisfiability of the negation of Tree-LTLrfarlas, whose global variables then becawristentially
quantified.

Example4.3. Toillustrate Past-Tree-LTL constraints, consider theedption of valid transitions in the MailOrder
example. This can be specified by a Past-Tree-LTL conjuaétitmula:

“(omin A X (w!Bin) = X'y Bi))
1( Y2Invoice = X1 ¢IB|II)
1(¢Payment:> X~ ¢7Inv0|ce)

1(¢Pald/\ w‘Dehver'Re]ect = X ¢7Paymen9
1("/”’Dellver = X %C(Dezwer))
1(1/]7Reject = X 1/176 Re]ect))

1(¢fmlsh Deliver = X 1¢7Del|ver)
1(¢fmlsh Reject = X~ w?ReJect)

> > > > > > >
OOG)G)OOOG)

We detail next the formulas used above:

— The formulay., i) checks that the call guard 8f | | is true:

Main
VR
Product MailOrder
I /7 N\

Pname Pname !Bill
I I
X X

— The formulaygj checks that the call tBi | | is not activated:
Main
Il
Bil |

— The formulay-gj checks that the function call ®i | | is activated:
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Main
I
Bill

— The formulay7nvoice checks that the call tbnvoi ce is activated:

agill
|
?l nvoi ce

— The formulaypaymentchecks that the call tBi | | has been returned:

agill
Il
Payment

— The formulaypaig checks that the call tBi | | has been returned:

Main
Il
Paid
— The formulaypeiver, rejectChecks that the calls el i ver andRej ect are not yet activated:

Main
VAR
IRej ect !Deliver

— The formulay»peiiver checks that the call tbel i ver is activated:

Main
Il
Del i ver

— The formulay.,, (peiver) Checks that the call guard Bl i ver is true:

Main
S
Product MailOrder
/ \ PN

Pname Price Paid 1Del i ver

I I /7 N\

X Y Pname Amount

I I
X Y

— The formulas)-rejecichecks that the call tBej ect is activated:

Main
1
?Rej ect

— The formulay., (rejecr) Checks that the call guard 8&j ect is true:

Main
= ~
Product MailOrder
/7 N\ e ~N
Pname Price Paid IRej ect
| | / N\
X Y Pname Amount
| |
X Y’
Y A£Y

— The formulaysinish-peliver checks thaDel i ver has returned by checking that the function call®&d i ver and
Bi | | nolonger appear in the document:

- Main A- Man A- Main A— Main
I I 1 1
Del i ver ?Del i ver IBi Il Bill

— Finally, the formulasnish-rejectChecks thaRej ect has returned by checking that the function calliRej ect
andBi I | no longer appear in the document:
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- Main A—- Main A- Main A— Main
1 I I 1
IRej ect ?Rej ect IBi |1 Bill

Checking workflow constraints
The following establishes the complexity of testing workfloonstraints.

THEOREM 4.4. For a fixed BAXML schemd and a fixedV whereW € {G, A, T}, it is decidable inPTIME
whether a given prerup of S satisfiesV'.

PROOF Let S|W be a workflow schema and= (I;), 1 < i < n be a prerun of5. Note first that we can check
that I, verifies the constraints of and those imposed on initial instancesTyin PTIME with respect to1,|. For
~ € G, itis clear that one can further check, for each n, whether the transition frofy to 7;,, satisfiesy in PTIME
with respect tq7;| + |I;+1|. Consider an automatad = (Q, ginit, 9, T). To check thap satisfiesA, we define by
induction on; auxiliary reIationsRil for each statg € () as follows. Fori = 0, all R, are empty excepR,,,,, that

contains all valuations of X, ., for which Iy, v = T (¢init ). Fori > 0, R} contains all valuations of X, for which
there exists a sequentg, v;), j < i, wherego = ¢init, ¢; = ¢, v = v;, and for eacly < ¢, v; is a valuation of)_(qj,
such that:

) I, v; | Y(g;),

(2) Vj (XQj) Uit (XQj+1) ': 5((].7'1 Qj+1)'
Itis clear that for each, the relationg R."' | ¢ € Q} can be computed frorfi; and{R}, | ¢ € Q} in polynomial

time. Moreover, the size of the relation‘f’zg+1 remains polynomial in the number of data values occurrirthérentire

prefix (;),0 < j < i+ 1. Therefore, the set of relatioqd} | ¢ € Q} can be constructed in time polynomial|j.
Finally, p satisfiesA iff some relationR;; is nonempty for some.

Finally, considerT. Let § be a Past-Tree-LTL formuldX(X). We must check that for some valuatiorof X
to data values i, p satisfies, = ¢ (v). Observe tha#,, has no global variables. Léf, be a Past-LTL proposi-
tional formula from whichd,, is obtained by interpreting the propositions by Booleanguatformulas. To each truth
assignment of the propositions, one can assign a symbob Lt this set of symbols. There exists an automaton
Ao with alphabets, that is equivalent t@". From Ay it is straightforward to construct a tree-pattern automatp
such thatS|6, andS| A, have the same runs. Using the earlier result for automataaweheck thap satisfies4, in
polynomial time. Moreover, it can be seen that the polyndboand is independent of Since there are polynomially
manyv (for fixed ), it can be checked irTIME whetherp satisfies). O

Remark4.5. The complexity analysis in Theorem 4.4 assumes a fixe#iflow schema. It is easily seen that the
combined complexity (with respect to both prerun and schésnapper-bounded bgxPTIME.

A more difficult decision problem is checking tbristencef a valid transition extending the current prerun. Indeed,
this is undecidable even for BAXML schemas with no workflomstraints (with either flavor of the abort semantics).
The difficulty arises from the power of external functionsdéed, without external functions it suffices to test all
possible call activations and returns. However, the pratdecomes decidable for bounded trees.

THEOREM 4.6. (i) Itis undecidable, given a BAXML scherfiaand a prerurp of S, whetherp is blocking.
(i) Itis undecidable, given a BAXML scher§avith non-recursive DTD and a prerynof S, whether is blocking.

PROOF (i) The undecidability is due to the external functions. Née to test whether there is some returned data
that would be valid for the static constraints. This is undable because of the undecidability of the satisfiability o
Boolean combinations of tree patterns under arbitrary D[22sid 2008].

(ii) For each non-activated function cdil, it is sufficient to test it directly, and similarly for thetten of an internal
function call. Let?f be an activated external function call. The problem of thesgale return of?f can be reduced
to the satisfiability of a Boolean combination of patternsayinstance satisfying a non-recursive DTD, which is
decidable [David 2008]. First, the DTD of the answer of thediionf is rewritten to take into account the sibling
trees of the function callf and the DTD of the schema. The rewritten DTDensures in particular thdk) for a
returned foresf’, there exists a foredt’ having the same multiset of the labels of rootsfaand any tree of” is
isomorphic to a sibling off . Intuitively, the construction of the Boolean combinatafrpatterns is done by looking
for patterns that can extend prefixes of patterns of thecstatistraints already mapped into the current instance. The
extraction of the Boolean combinatign from the static constraints is done as follows: Each patieimrewritten as
adisjunctionvep pr (v), whereP' is a prefix of P andv a valuation of the variables d?’. A formulap p/(v) is in
the disjunction iff there is a mapping & (v) in the instancd that can be extended to each nedef P not in P’ but
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whose parent is it?’, such that, can be mapped té&f . The definition ofpp p/(v) is the conjunction of subpatterns
[n]p(v). A pattern[n]p is defined as follows:

— If the incoming edge ta is a child edge, thef] p is the subtree rooted at
— If the incoming edge ta is a descendant edge, thierip is a root labeled witk and its only subtree is the subtree
rooted atn. The edge between the root and the subtree is a descendent edg

If P andP’ are equal thep p(v) is set totrue.
The formulay’ is satisfiable for reduced trees undéiff the function?f can return. O

5. EXPRESSIVENESS

In this section we compare the expressive power of BAXML, GMX AAXML, and TAXML, using the framework
developed in Section 2. We begin by comparing the languagatve to views retaining full information about the
current BAXML document, that we refer to as identity viewse YWen consider a more permissive version allowing to
hide some of the data and functions, thus providing moredgdar simulations.

Workflow system semantics. We begin by casting the semantics of BAXML, GAXML, AAXML, antAXML in
terms of the workflow systems described in Section 2. For spehificationS (for BAXML) or S|W (for GAXML,
AAXML and TAXML), the nodes of the workflow system are the fmiprefixes of runs of or S|W. The root is
the empty prefix, and its state label is the empty instance.state label for each node other than the root is the last
instance in the prefix. For each non-root nedehere is an edge labeledrom v to nodev’ if v/ extendss with a
single instance by eveantthat is a function call or the return of a such a call. The rast bn outgoing edge to each
node consisting of a prefix of length one, labeled by a disfistied eveninit. Thus, transitions from the root simply
provide the initial instances of runs, and the infinite patasting from children of the root correspond to the runs of
S|W. Because of the semantics of blocking runs, each path issikle to an infinite path.

Note that there are alternative choices of workflow systemasgics, and different goals may require different
choices. For example, for AAXML it may be natural to retaintire state, information on the current state of the
associated automaton together with the valuation of itampaters. This would simplify defining views where such
states are included in the observables.

5.1. Comparison with identity views

We first compare BAXML, GAXML, AAXML, and TAXML relative to tle identity view on the states and events
of the workflow system (denotdd), thus preserving full information on the system. Obsehat if a languagéV,
simulatesW; with respect tqid, id), this means that for eadli; in Wy, there existdV, in Wy, such thail’; ~ W,
i.e., W7 andWs; have exactly the same runs. So, this is a very strong reqairteote also, that singd is the most
refined possible view of a workflow system, existence of satioh with respect tad would imply, by Lemma 2.5,
the existence of simulation with respect to any coarser Migviortunately (but not surprisingly), the three extensio
of BAXML models are incomparable relative to the identitgwi

Given workflow specification®; andWWs,, we denote by, = W5 the fact thai?’; andW; have the same sets of
runs.

THEOREM 5.1. The workflow languages GAXML, AAXML and TAXML are incomplareddative to— ;4 ;q).

We prove the theorem by a sequence of lemmas. The first twe tstat GAXML > ;4 ;4) {AAXML, TAXML}
(by showing that there is a GAXML schema for which no AAXML oAXML schema has the same set of runs). In
both cases, we use the fact that, over data-free schemas$\@gabulary), the runs accepted by automata and by Past-
Tree-LTL formulas are closed under equivalence with resfpdtcomomorphism. (homomorphisms apply here just to
the forests of the instances and ignore the mappéwg$. Indeed, this follows from the fact that allowed trangitso
between instances depend in both cases only on the pattdisfeesl by the instances, and satisfaction of patterns is
preserved under homomorphism of data-free instances.tNatt¢his isnotthe case for GAXML, as illustrated by the
example constructed in the proof of the next lemma.

LEMMA 5.2. GAXML % (;4,:.0) AAXML. In other words, there exists a GAXML schesitra for which there is no
AAXML schem#’| A such thatS|y = S'|A.

PROOF We describe a GAXML scheméi|y for which no AAXML schema has the same set of runs. The DTD
of S imposes that its initial instance consists of a tree of rowfth five children labeled by function calls to some
internal functiond 4, ...,f 4 andend. The argument query of eadh yieldsf for some internal functiof and its
return guard is false. The argument quenyf gbroduces some internal functignand its return guard is also false.
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Instancel InstanceJ Instance/

//1\ //I\ //1\

f’; f4 ?end f'g f4 ?end f’; f4 ?end
%"’fl "7‘“2"--7“‘3... >4 ;afl LAty a‘a Faty Aty Cyafy’ '--7“‘3... >4
yat  yaf  yat gar yaf  yaf  yar pat yat  yaf  yat gar
I I I I I I I I I I I
L L L 'g L) g 'g L L L 'g

Fig. 10: Instance$, J and K.

Functiong returns the empty message (its return guard is true). Fametid has an empty argument query and a
return guard that is false. i, all call guards are true except fgrthat is:end must not be active.
Consider a prerupy of S|y resulting from the following transitions:

(1) call all functiond ;,1 < i < 4;

(2) call all functiond in the workspaces of thfe;;

(3) call 2 of the functiong in the workspaces of the functiohs
(4) call functionend.

Clearly, this sequence of transitions is alloweddjy. Let I be the resulting instance. Now consider two transitions
from I:

(i) return one of the two running calls tp yielding instance/;
(ii) activate one of the two callg, yielding instance.

Note that transition (i) is allowed b§|y whereas (ii) is not because the guardyas false inI. Let p; andpx be the
extensions oy with transition (i) and (i), respectively. Note thay andpx are homomorphically equivalent. The
instanced, J and K are represented in Figure 10.

Now suppose that there is an AAXML scheifidA equivalent taS|y. Sincep is a prerun ofS|y, it must also be
a prerun ofS’| A. Since runs satisfying AAXML schemas are closed under hoorphic equivalencey must also
be a prerun of’| A. This contradicts the equivalence witlry, sincepy is not a prerun of|~.

Finally, note that it is necessary to have four initial fuaosf 1, ..., f 4, yielding four occurrences @fin I. Indeed,
if there are only three initial functions (so threg@3 in I) , it is easy to see that the instand€sandJ are no longer
guaranteed to be homomorphically equivalemt.

Observe that the proof does not use relative patterns irdguar

LEMMA 5.3. GAXML % (;4,:.a) TAXML. In other words, there exists a GAXML schesfia for which there is no
TAXML schem&’|# such thatS|y = S’|6.

PrRoOOF This follows by a similar observation as above: the set ofsrdefinable by a Past-Tree-LTL formula
is closed under equivalence with respect to homomorphisith@uwt data values). This is because the satisfaction
of a Past-Tree-LTL formula by a prerun is determined by thitepas satisfied by each instance in the prerun, and
homomorphic instances satisfy the same patterns. Thdslataistraightforward and omittedo

The next two lemmas state that GAXML cannot simulate AAXMLT&XML. In both cases, we use the fact that
the history of the computation is not recorded in the curiestaince.

LEMMA 5.4. AAXML % (;4.5q) GAXML. In other words, there exists an AAXML schesha for which there is
no GAXML schem&’| such thatS|A = S'|r.

PrRoOF Consider the following AAXML schem&|A. The DTD ofS enforces that the initial instance consists of
one of the function call§ or !g under the root, where andg are non-continuous internal functions. There are no
data values. A call td returns!g and a call tog never returns (so all runs are blocking). The automat@nforces
that we start in a statg,,;; (with formulatrue), move tog.qu-¢ (with formula stating thatf is a child of the root),
move tog.,q (With formulatrue). This imposes that if we start with, we callf , receivelg, then callg and block;
but if we start withg, we immediately block. Now suppose towards a contradidtiam there exists a schensad and
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a guard constraint so thatS’|y = S| A. Observe that in the run starting frdmunder the root, we reach an instance
I that consists only of under the root and thegis called inI. Now usel as an initial instance. Then the guardypf
allows callingg from I, a contradiction. O

LEMMA 5.5. TAXML % (;4..0) GAXML. In other words, there exists a TAXML scheffi@for which there is no
GAXML schem&’|y such thatS|0 = S'|y.

PROOF The proof is the same as for AAXME£ (;4,.0) GAXML, where instead of the automatoh we use a
constrain® € 7 stating that the initial instance hd#sunder the root. O

LEMMA 5.6. TAXML % (;4.5q) AAXML. In other words, there exists a TAXML schesit@ for which there is no
AAXML schem#’| A such thatS|0 = S’|A.

PROOF The proof is based on the fact that a Past-Tree-LTL formala ‘temember" a data value even after
it disappears from the instance, using an existentiallyntjfied global variable, while this is not possible for an
automaton (all parameters of a state must occur in the presgance). Specifically, consider a TAXML schesi@
whose initial document consists of a single function fallinder root-. A call tof produces a workspace consisting
of an external function calf that returns a single data value. The funcfioreturns a call to another external function
'h that again returns a single data value. The Past-Tree-Lithdta# imposes the following sequence of calls and
returns:

(1) f is called

(2) gis called

(3) g returns a value

(4) f returnsh

(5) his called and returns the same vatueeturned in step (3).

Now suppose that there exists dnl X M L. schemaS’| A describing the same sequence. The staté after step
(4) cannot have any parameters, since the current instasoeddata value. Thet cannot impose that the data value
returned in step (5) is the same as that in (3). Thus, no sudmeton exists. O

The next lemma uses the fact that LTL is weaker than autonmefimive words [Libkin 2004].

LEMMA 5.7. AAXML % (i4,:0) TAXML. In other words, there exists an AAXML schefhd for which there is no
TAXML schem&’|# such thatS|A = S’|6.

PROOF We use the following AAXML schem&|A . The DTD states that the rootisand it has two children,
namely!f or ?f and!g or ?7g. The functionf is a continuous internal function that returns an empty answWwhe
functiong never returns. Frony;,,;;, the automaton enforces tHais called, returns its answer, and is called again to
get to a stat@.j.ic. In that state, one can either retdriand go back tg;,,;; or callg and get to statey;,.,. Consider
the four possible instances 6f We denote them by the symbalg(children ofr are!f ,!g), b (they are?f ,!g), ¢
(they are?’f | 7g), andd (they arelf ,7g). Observe that the set of preruns$fA is the prefix-closuré. of the language
{(ab)*"c | n > 0}. Note thatL, cannot be expressed by FO on words because it is not cousifiekert and Gastin
2008], so it can neither be expressed by LTL [Libkin 2004]wNsuppose, towards a contradiction, that there exists
a Past-Tree-LTL schem#'|d equivalent toS|A. We show that we can construct frafii|¢ an LTL formulay that
definesL. Apart from@ itself, the formulap must capture the valid transitions among instances, asasg¢lie DTD
A of S’. Thus,yp is the conjunction of the following LTL formulas:

1pg Obtained fromé by replacing each patterm by the disjunction of the symbols corresponding to the imsta
satisfyingp (for example, for the pattern stating the existencéfafthe disjunction i$ Vv d), and replacing Past-
LTL operators with LTL ones;

1 is the conjunction of constraints on consecutive instadediging the transition relation (for example, one such
constraint isG (a — X (b V d)));

1 Note thatA must allow instances, b, ¢ that appear in runs aof|A. Thus,A defines eithefa, b, ¢}, the set of
instances of’ |0, or{a,b,c,d}. If A defines{a,b,c}, thenya is G(a VbV ¢). If A defines{a, b, c,d}, thenya
is true.

Letp = vp A Apa. Itis easy to check that is an LTL formula definingl, contradiction. O

This concludes the proof of Theorem 5.1.
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5.2. Comparison with projection views

Given the negative result of Theorem 5.1, we next consideulsition relative to views allowing more leeway in
the simulating system. Specifically, the view remains thentdy on the simulated system, but allows the simulating
system to use additional data and functions. We refer tcaterlas a projection view and denote the class of projection
views byr.

Specifically, letS be a BAXML schema an®lly (3¢ C X) andF, (Fy C F) be subsets of the tags and functions of
S (the visible symbols) such that, in every instance satigfyhe DTD ofS, whenever a node has tagz >, none of
its descendants has a labeDig or in Fy. Note that, since the view used for the simulated schemaigtimtity, the
visible tags and functions used in the simulation resukgaecisely those of that schema.

The projectiofl s, 5, ([S]) is defined as follows. For a stafeof [S] (and for any instance), the projection is
obtained by removing all nodes whose label is a tag ndtjror a function not inF, and their descendants. We
also remove the workspaces whose corresponding functltnhzve been projected out. The projection of an event
if (F)iseforf ¢ Foand!f (mg, 9, (F)) forf € Fo, and similarly for?f (F'). In addition, all projections preserve the
special eventsnit andblock The projection view is defined in the same way for BAXML augneel with constraints
(GAXML, AAXML, and TAXML).

Our main result is that, with projection views, the powedahtrol mechanisms of GAXML can be simulated by
BAXML alone. For AAXML and TAXML, we need a minor restrictioforbidding the presence of sibling calls to the
same external function, i.e. the occurrence of two sibliades labeledf , for the same external functidn(this can
be enforced by the DTD). We denote these restrictions by AAXfand TAXMLS™.

THEOREM 5.8. W < (;4.-) BAXML for W € {GAXML , TAXML ***, AAXML ***}.

ProoOFE We describe the three simulations needed to establisle Hudt.r

Simulation of GAXML by BAXML

We present the simulation in two stages: first, we demorsthait the return guards can be removed from GAXML
schema without losing expressiveness. Then, we demoaitidta GAXML schema where all return guards are true
can be simulated by a BAXML schema. We denote the set of GAXbHemas whose return guards are sétue by
GAXML no-ret,

LEMMA 5.9. GAXML (i) GAXML®"!

PROOF We explain how we can remove the return guards of GAXML sciem

Consider a GAXML schem&|~. Due to Lemma 2.5 (Composition Lemma), and the fact thatéhe sf views is
closed under composition, it is sufficient to show how to eliate the return guards one function at a time.

Letf be an internal function of|y. Intuitively, we simulate the check of the return guard of earkepace of’f
using a function callcheck- r g, in the same workspace, whose call guard checks the returd gti. We wish to
ensure the following property, while maintaining the regments of w-bisimulation:

(+) the call to?f can return only if the call ticheck- r g ; has been activated in its workspace (signaling satisfactio
of the return guard) and no other transition visible in thekgpace occurred in the meantime.

Enforcing(+) involves several subtleties, which we discuss in some Idattiis first simulation proof. The same
subtleties are addressed implicitly in the other simuretio

We explain how(+) is enforced in several stages. We begin with a first atterhat will have to be refined in order
to satisfy the requirements of w-bisimulation.

Recall that, by definition, the answer of a callftacannot be returned as long as the workspace of the céll to
contains active function calls. Consider the following rfiedtion of the GAXML schemab|~:

(i) the set of functions is augmented with an internal, nontmuous functiomheck- r g ; with empty answer, whose
call guard checks that the return guard dfolds, and that the workspace of the calf toontains no active function
calls;

(i) the argument query df is modified so that its initial workspace contains a calitbeck-r g ;

(iii) for every functiong, its call guardy.(g) is replaced byy.(g) A « wherea checks that, itg occurs in a workspace
of f, thenlcheck- r g, also occurs in the same workspace (this can be done witliveefztterns);

(iv) the return query of is augmented with the rule

as //'check-rg; — {error}

4Recall thatS] denotes the semantics 8f i.e. the workflow system it defines.
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(v) the set of constraints ¢f is augmented to forbid the occurrenceeofor.
(vi) the return guard of is set totrue;

Let S1 |1 be the resulting GAXME®™schema. It easily seen that, whenever the answer of a dalkteeturned in
S1]y1, the return guard df in S| is satisfied. Indeed, (i) ensures thaheck- r g ; occurs initially in the workspace
of the call, (iv) and (v) ensure that the answer cannot bemetibeforécheck- r g, is activated, the call guard of
check-r gy ensures that the return guardfoin S|y holds whencheck- r g is activated, and (iii) together with
the call guard otheck- r g, ensure that no transition may occur in the workspace afteck- r g, is activated.

While S1|y1 seems to satisfy the intuition of the desired simulatiors ot quite satisfactory. Consider the view
V' € = for which the visible functions and tags are thos&'péind consider the workflow systerjt§~] andV ([.S1|1]).

We would like to have a w-bisimulation relatidd from [S|v] to V([S1|y1]). In particular, if[S|y] has no blocking
states, neither shoul ([S|y1]). However, the above construction may yield blocking stai€s;|v:] (so also in
V([S1]711])), even if no such states occur|ifi|y]. This is due to the fact that the activation!oheck- r g, nonde-
terministically freezes the workspace in its current stAtthough the return guard df is satisfied at that point, the
constraints ofS may prohibit the instance resulting from the return, thushiting it. This may result in a blocking
state in[S|v1], even if no such state occursisi|y].

To deal with the issue of blocking states, we must allow uckiltg a workspace in whicttheck- r g, has been
activated, and repeating the process. Note that we cammplysmake!check- r g continuous, because the presence
of Icheck-r g, prevents the return of the answer, by (iv). Instead, we crodunce an intermediate function, say
rg- oky, that is returned bgheck-r g, and can in turn generate another dalheck-r g,. In more detail, let
r g- ok ; be aninternal, non-continuous function, and modifieck- r g ; so that its answer returns the cal- ok ;.
The caII guard ofr g- ok ; istrue and its answer returns a cétlheck- r g . Let S5|» be the resulting schema. It is
clear thatS;|v-2 prevents the undesired blocking encounteresipy; .

However, we are not quite done, because the repeated tigddsity 1 ([.S2|2]) infinite sequences of silent transi-
tions. These are due to infinite alternations of call&cteeck- r g, and!r g- ok ¢, without any intermediate visible
function call or return. This violates the definition of wsbnulation for[S|y] andV ([Sz2|y2]), since no such sequences
exist in[S|] (in fact [S|v] has no silent transitions at all). To circumvent this prableve wish to ensure that some
visible transition occurs between each return of the ansaécheck-r g, (yielding Ir g- ok ;) and the next call
to Ir g- ok ;. Since attempts at returning the answef toeed only be made when no visible active calls exist in the
workspace, it is sufficient to require the occurrence of asi@ne visible function call return. To detect such returns
we use a new auxiliary functianet ur n, and modify the answer queries of all visible functions sat #very answer
contains a call tdr et ur n. To allow visible functions to be activated following thetigation of lcheck-r g, we
remove the requirement imposed by (iii) above that theirgizrds require the presenceloheck- r g,. However,
now we must ensure that the answef a$ not returned untilcheck- r g, is again activated, checking that the return
guard off still holds. This can be done by inhibiting the return of tinewaer off while !r et ur n is present, similarly
to (iv)-(v) above. In more detail, we modify, |y, as follows:

(a) add the functionet ur n as an internal, non-continuous function returning the erapswer, and whose call guard
requires the presence afheck-r gy ;

(b) modify the return queries of all visible functions sotttieeir answer includes a cdliet ur n;

(c) restore the original guards of visible functions (uniiip #bove);

(d) modify the call guard of g- ok , to require the presence bfet ur n;

(e) augment the call guard oheck r g, to require the absence bifet ur n or 7r et ur n.

(f) add to the answer query bfthe rule:

at //Iretur ny — {error}

Let the resulting schema I |y3. Note that, due to (b), the new functioet ur n affects the entire instance, not just
the workspaces df. When it occurs outside a workspacd ofits call guard cannot hold, so the call is never activated.
Its presence is however harmless because it does not cansgitms and is not visible il ([Ss|v3]).

We claim thatS|y andV (Ss|vy3) are now w-bisimilar. More precisely, |& be the relation from the nodes [f|7]
to those ofV/ ([S3|v3]) defined as follows. Recall that bofii|y] andV ([S3|s]) have as root the empty run, which we
denotepy. The relationB is the smallest relation satisfying the following:

— B(po, po)
—if B(s1,q1) ands; 5 s, 1 = go for some visible event, thenB sz, ¢2).

From the above discussion it follows thatis a w-bisimulation relation. This completes the proofa
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Icheck-rgy, !g

call of check-rgy

?check-rgy, !g

return of check-rgy call of g
lrg-oky,!g ?g, 7check-rgy
return of f call of g return of g
lrg-oky, 7g ! return, ?check-rgy
return of g return of check-rgy
Ireturn, !rg-oky Ireturn, !rg-oky
call of rg-oky call of rg-oky
Ireturn, ?rg-oky Ireturn, ?rg-oky
return of rg-oky return of rg-oky
Ireturn, !check-rgy !return, !check-rgy
call of return call of return
?return, !check-rgy ?return, !check-rgy
return of return return of return
Icheck-rgy Icheck-rgy

Fig. 11: Tree illustrating some of the possible actions endimulation of the return of the functidnin Example 5.10

Example5.10 To illustrate the construction in the previous proof, we sider the following simple example.
Let S|y be a GAXML schema, and suppose an instahéereached that contains an activated call to a fundtion
Suppose the workspacefoiconsists of just one unactivated function call to a visilbledtion,!g. We assume that the
return guard of and the call guard of are satisfied by. Figure 11 gives an overview of the possible sequences of
function calls and returns in the simulation®ffy by Ss|~vs.

We next show that GAXML without return guards can be simwdtg BAXML.
LEMMA 5.11. GAXML™"® <, BAXML.
PROOF. Let S|y be a GAXML™ ™ schema. We construct a BAXML schensathat simulatesS|y. Intuitively,

we check the guard df by adding to the argument queryfofadditional rules that check satisfaction of each pattern

22



of v.(f ) and insert a corresponding tag in the workspace, signaditigfaction of the pattern. Specifically, for each
patternP of ~.(f ), we add to the argument query fofa rule P — {satr} wheresatp is a new tag. Note that, iP
is a relative patterrself is mapped to the same node when it is viewed as the body of tiveetpuery. Finally, the
DTD of the workspace is modified to allow only subsets of tagt corresponding to truth assignments satisfying
~.(f ). This ensures thdf can only be activated #.(f ) is satisfied. Remark that this construction works only for
internal functions, as external function calls do not prela workspace. To deal with external functions, the schema
is first modified to ensure that every new occurrence of arreateall!f is accompanied by a siblingock ;. This
is done using the DTDs (including those of answers to extéunations), as well as by modifying the answer queries
of internal functions by adding to every occurrencéfoa sibling!l ock .

The function!l ock s is internal, non-continuous, and returns the empty ansivéas several roles:

— checking satisfaction of the guardfofthis is done as above, using the workspackeaxk ¢;
— checking that the static constraimt®uld be satisfied after the activation §f. This is done by rewriting the con-
straints in order to allow mappirif to ?f orto?l ock; and!f to!l ock.

Static constraints require tht can only be activated if it has a siblirt) ock ¢, ensuring that its guard and con-
straints are true. In additiofi] ock s acts as a lock disallowing any action other than the actvati the sibling!f .
Specifically, we must prevent the following actions as loaglaock ; is present:

— activation of another call ock, for an external functiory; this is prevented by having the call guard of each
functionl ock, prohibit the eX|stence of any other active cdllock;, in the instance.

— activation of an internal function; to prevent this, we adew, internal, non-continous functierct i vat ed
and modify the argument queries of all internal functionsiider to force the inclusion of a cadlict i vat ed in
their answer. A constraint prohibits the simultaneous oence oflact i vat ed and?l ock in the instance. The
functionact i vat ed returns the empty answer.

—return of a function call; similarly to the proof of Lemma95we add a new internal, non-continuous function
r et ur n and modify the return queries of internal functions and #tann DTD’s of external functions so that their
answers contain a cédll et ur n. A constraint preventd ock ; and!r et ur n from occurring simultaneously. The
functionr et ur n returns the empty answer.

Let S’ be the resulting BAXML schema. Léf € = be the projection view for which the visible tags and evenés a
those ofS (and recall that init andblock are always visible). As in the proof of Lemma 5.9, Ietbe the smallest
relation from the nodes df|v] to those ofi/([S’]) satisfying the following:

— B(pg, po)
—if B(s1,q1) ands; = s, 1 — ¢ for some visible evefte, thenB sz, g2).

A straightforward case analysis shows tlsais a w-bisimulation relation fromS|y] to V([S’]). The only non-trivial
aspect of the simulation concerns the functibnsk ;. It is critical to note that every activation dfock ; leads to a
successful call t¢f (so a visible event). This ensures that no extraneous bigakicurs inS’, and also that there are
no infinite chains of silent transitions. Thu,is indeed a w-bisimulation. O

In summary, we have shown that
GAXML = ;4 ) GAXML"™

and GAXML™™® < ;; ) BAXML

By Lemma 2.6 it follows that GAXML—; (;4 -y BAXML. Since this is the first application of the lemma, we &ip
it in detail. The lemma is applied withl; = Vo, = id andV = V3 = «. Sincer = id o 7 we have that GAXML
= (v, v,0v) GAXML ™ and GAXML™™ — (y, .y BAXML. By Lemma 2.6, GAXML <y, v,ov) BAXML.
Sincer o m = T it follows that GAXML ;4 ) BAXML.

Simulation of AAXML *® by BAXML

Let S| A be an AAXML*?® schema with function§, and tags’,. We outline the construction of a GAXML schema
S’|y that simulatesS| A relative to projection views. Since GAXML can be simulatgdBAXML relative to projection
views, and since projection is coarser than the identity @&XML, Lemma 2.6 implies that AAXML** can be
simulated by BAXML.

5Recall thatinit andblock are always visible events.
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Without loss of generality, we can assume that the statistcaimts ofS consist just of a DTD. Indeed, the data con-
straints can be easily pushed into the pattern autométés described in the proof of Theorem 4.4, the satisfactfon o
an automatom by a prerun can be checked incrementally by maintainingtdtesof the automaton reachable in the
prerun, together with the valuations of their parametelng Jimulation by a GAXML schema essentially implements
the same incremental check. Th#8|y must alternate the simulation of events$jfA (function calls and returns)
with validity checks and updates of the state and valuatiéerination of A. The simulation is quite intricate and we
outline the main points, providing intuition on the more salaspects.

The representation and maintenance of the state and \aiuatdormation forA is straightforward. We use a subtree
with rootstates and one childq for each stateg of A. Valuations ofX, are kept in adjacent subtrees, each with root
label V,. The current valuations are marked by a funcfioar r ent (internal, noncontinuous, with empty answer).
An evaluation oflq returns a new set of valuations, also subtrees with ¥ppbut now marked with another function
'new. The update is completed by having the functitms r ent vanish and the functiorileewturninto!cur r ent .
One update round is controlled by a functiopdat e whose activation enables the update and blocks all transiti
not involved in the update. Other locks ensure thadat e can be activated only when the simulation of one transition
of S is completed. We can also enforce that the update roundfisrpezd only once between transitions.

The main difficulty in the simulation concerns the functi@il€ and returns, and their timing relative to the update
round outlined above. Specifically, the following raisehteically intricate points:

(i) ensuring that validity of a function call or return is aked for each event (in particular, this requires preventin
multiple transitions skipping intermediate validity cke@nd state/valuation updates)

(i) checking validity of a candidate event Sfwith respect to the DTD and without actually carrying out the event
(in particular, one must prevent infinite brancheg-tfansitions caused by unsuccessful guesses of the nédtt val
event)

The sequencing needed for (i) and (ii) is enforced by a Iggkmechanism implemented by auxiliary functions.
Before outlining the main aspects of the simulation, we msk@e useful technical remarks.

Valid automata transitions vs. static constrai@&en the current state/valuation information fband anextinstance

I of S, validity with respect taA of the transition tal can be expressed i8f by a formulapnex: The formulagnex

is the disjunctionv, o ¥nex{(q, ¢'), Whereg andq’ are states oft, andynex(q, ¢’) checks thay is a current state, the
formulaY (¢') holds, and the equality constraints between some valuefidh, and a possible next valuation &,
provided byY(q¢') are satisfied. Note thainex is not directly expressible as a static constrainfinbecause these
are Boolean combination of independent patterns, whesgasuses parameterized patterns sharing free variables.
To overcome this gap, some pre-processing is needed fortemaddition. Specifically, for a formul@nex with free
variablesX, candidate valuations faK are generated and the patternspip, are augmented so thaf is bound

in all patterns to the same valuation. The generation of #meliclate valuations depends on the action leading to the
transition (we omit the details). This reduces evaluatiopy:to evaluation of a Boolean combination of independent
patterns, so a static constraint$f. In the following, we will use for simplicitypnext @S @ static constraint, bearing

in mind that its evaluation requires the above pre-proogsshase. Parameterized queries used in the autordiaton
yield another difficulty for the initial state. To ensure tiize initial document satisfies the parametrized query ef th
initial state, we assume that there is only one valuatiohefnitial state represented in the initial document. Thayw
the parametrized query can be simulated by a Boolean cotidninaf patterns. The other valuations are built at the
beginning of the simulation by the activation and the retfra function call 1 ni t - val uat i on.

Rewriting patternshe patterns used ifi|A have to be rewritten when used #i|~. Indeed, since an instandé of
S’ contains the corresponding instaricie S| A, a pattern can be satisfied ihand not in/. The main problem is due
to descendant branches and the wildcard used in pattermesdtve this, each tag M, used inI’ is adorned with a
child labeledreal. The patterns are rewritten using these markings, to enlsateach pattern &f|A used inS’|v is
mapped to nodes ihrather than to hidden nodes used in the simulation.

Rewriting querie§ he simulation introduces new data values in the trees.€eltiaeta values can be matched by patterns
in the queries, such as= x//$x. To avoid this, we first ensure by static constraints thahesxle labeled by a tag
appearing in the projected trees has a child labedadf as explained previously. Queries are rewritten in order to
access only data values accessible using nodes havingldaiteledreal.

Extending GAXML with global return guardis our simulation, we allow return guards that can check aajlproperty
of the instance. This is an extension of GAXML, since in GAXMgturn guards of function calls are only able to
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check properties of the workspace. In our context, we canmlsi® global return guards. This is done by adding to
the workspace of each functighusing a global return guarg.(f ) a functioncheck- r et ur n- guar d;. The call
guard of this function iy, (f ). The new local return guard éf simply checks thatheck-r et ur n- guar d; has
returned. This works in the context of our simulation beeaus only use it on reachable instandesf S| in which
satisfaction ofy,.(f ) implies that the return of the corresponding callftdeads to the only valid transition. Note
that otherwise, a reevaluationoheck- r et ur n- guar d would have to be done after each other valid transition by
using a mechanism like in the proof of GAXML without returnagd.

We next outline the simulation of the events$if4, making use of the above observations. In all cases, thdaimu
tion involves the following steps:

(1) Acquire a lock for a function call or return. The lock iaties arattemptto carry out the associated event.

(2) Check that the event corresponding to the lock wouldltésa valid transition ofS| A.

(3) In the affirmative, the locked event is carried out andltioi released. Otherwise, the lock is also released, but
in a manner that prevents another locking attempt befordich @@ent occurs. This prevents infinite branches of
e-transitions.

We now describe the specific simulation used for the actimadif a function call, the return of an internal function
call, and the return of an external function call.

Activation of a function callThe activation of an internal functidf is controlled using a sibling functiokh ock ;.

As described above, this has a dual role: it acts as a lock,tacftecks whether the activation ¢f would re-
sult in a transition allowed by the automaton. If so, it regia function callact i vat e- f. Otherwise, it returns
'not acti vat e-f. The calllf cannot be activated unlelssct i vat e- f occurs as a sibling. The functiotisock ¢
andlact i vat e- f also prevent other transitions from occurring during therapt to activatéf . To this end, one can
guarantee that there is at most one node labdledk ¢, (for somef ) in an instance, i.e. at most one lock. This is en-
forced by the guard dfock ;. Moreover, no active function call can return its answerati ock f, lact i vat e- f,
or?acti vat e-f occur. As described in the proof of Lemma5.11, it is easy suemthat every occurrence!bfis
always accompanied by a siblitigock ; following each visible transition.

To ensure thalf is activated whenevéact i vat e- f is activated, the guard @fct i vat e- f ensures that this
function cannot be called while it still has a sibliffg. The function callnot act i vat e-f ensures thal ock ¢
cannot be called more than once between two valid transititins activated during the maintenance phase and
returns!l ock s (needed for the next attempt to céil, following another transition). The constraints imposatth
acti vat e- f handshakes with the lock for the maintenance of the statsaloations.

Figure 12 summarizes the possible sequences of activatiahg simulation of an internal call tb. The role
of the functionwy , will be explained shortly. The nodes represent the funstibrat occur as siblings of the node
labeled?f or!f .. The possible sequences for an external call are the saceptethe functiorw, , is replaced by
certificatey,.

Return of an internal function calVe describe the simulation in several stages. The basiéngakechanism is
simple. The lock initiating an attempted return of a funetéall ?f is implemented using a functidhock,, present
in the workspace. If the call return t6 would resultin a valid transition, the lock is released draresult is returned.
Otherwise, the lock is released and another funciiai t is activated in order to inhibit any locking attempt until
another transition has been successfully completed.

Checking validity of the call return is much more complexislicarried out using the workspace of an auxiliary
functioncheck , thatis a sibling t&’f (herea is the tag of the parent 6f , needed to check the DTD). A difficulty
is to make sure the activated occurrenc&béck , is indeed a sibling of the caflf whose workspace is locked
(recall that patterns cannot detect the link between a callitss workspace). Assume for the moment that this is
achieved. Themheck s, works as follows. First, it generates in its workspace a owigys sibling subtrees, (these
are “almost" isomorphic copies of the originals, keepinffisient information for checking validity, see below). Bhi
copy is initiated by the activation @fopy- si bl i ng appearing in the workspace oheck s ,. Next, it generates in
the same workspace the answer to the locked’€alln the following stage, four functions are used to tessfatiion
or violation of the DTD ¢k- dt d andnot ok- dt d) and the automaton constrairtk(- A andnot ok- A) by the
result. Specifically, for the first two the test is done using DTD of S’ and for the last two using their guards. To
test satisfaction of the automaton constraint using gyahgsformulapnex: has to be rewritten into a disjunction of
formulas, each of which decomposes the patterns into afparapplies to the workspace oheck ;s , (mimicking
the subtree rooted at the parent of the ¢aheck s ,, labeledz) and another to the rest of the instance. If the result is
positive (the transition is valid) then a flad-returnis turned on in the workspace of . The guards and constraints
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If 1locky

call of locky

If 7locky

return of locky return of locky

'f lwf, lactivate-f If lnotactivate-f

call of £

7f lwyq lactivate-f

call of wy 4

?f Twf, lactivate-f

call of activate-f

If 7wpq Tactivate-f

return of activate-f

If ?nya

Fig. 12: Some of the actions for the simulation of the ackbrabf the call tof

then force the answer to the céfl to be returned, anécheck ¢ , returns the empty answer. If the result is negative,
the functionlwai t is activated in the workspace &ff (see above), and These functions are used to allow a new check
of this function after a valid transition as detailed be.

We next explain how to generateheck , as a sibling of the caltf whose workspace is locked. The process
starts at the time whelf is activated. We ensure that each function Halhas as a sibling a calivy , (wherea is
the tag of the parent of the function call). When the callftas made, its workspace includes a functiomi t that
uniguely marks the most recent function call (and later sla@s). Additionally, a new identifier is generated in the
workspace off (more on this in the next paragraph). Then the funchign, is called and copies the identifierfrom
the workspace off marked byli ni t . Note that the only function callv; , without a sibling!f is the sibling of the
most recently activated calf . Once the simulation of the call tb is completed!i ni t vanishes but the workspaces
of 7f and?ws , remain linked by the identifiex. When the return of the calf is simulated, the callw; , sharing the
same ido with the workspace off returns as answer the desired function &zltleck . If due to a lock the return
of f is disallowed, the call tdwy , has to be activated again. The functioimeck ¢ , returns the function callswv;
and!r ei ni ti al i ze. The second function ensures that its siblihdias as siblingw; , after the reinitialization.

The identifiera in the previous paragraph can easily be generated by amekfanction that returns a new value.
If one wishes to avoid using external functions in the sirtiatg the identifier can be represented by a chain of calls
to two internal functions, encoding the binary represémtadf an integer. The bookkeeping is more complicated in
this case, since comparing identifiers is no longer an atopération. In particular, identifiers have to be destroyed
and reconstructed (details omitted). Moreover, the idiensi have to be refreshed after each valid transition torensu
that the size of each instance of the simulation remaingyohyal in the size of the current instance.
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Recall that one of the roles tdheck s , is to copy the relevant sibling subtrees?6f. We explain briefly how this
is done. We enforce that each taghaf has a child function calcopy- t 0. As remarked earlier, the copy performed
loses some information. The loss concerns the exact nunfilsésling calls?g to an internal functiony. Indeed, it is
not possible to fully replicate this information becauséhaf limitations of patterns. Fortunately, multiple ocances
of sibling calls to the same function are not relevant whey thccur as internal nodes in sibling subtree®fafThus,
only one representative of such calls is copied. This doeaffect the simulation, since trees with activated funttio
calls cannot be merged, and patterns cannot count suchrences. For call8g occurring as siblings off , their
number is relevant to satisfaction of the DTD after the callirn, but only up to the maximum integer used in the
DTD of S. The number of occurrences up to this maximum can be signalied) additional function calls whose
activation is constrained by the DTD 6f. For example, the DTD may stipulate that a functleq 4,y may be
activated iff the number of occurrences of siblirgsis m.

Copying a tree is done by mutually recursive calls betwearctfans residing in the source treeopy-t o,
i n-progress, copy-val ues-to, done-to) and in the target treecbpy- f r om copy-val ues-from
done- f r om). The copy is done in a depth-first manner. Topy- t o indicates the parent node to copy. The func-
tion call!lcopy- f r omcopies this node with child labelédopy- f r om The function calli n- pr ogr ess indicates
that copying is in progress for the subtrees of the paren¢ mddhis call. The function catopy- val ues-t o in-
dicates that the function calls and the sibling values af thinction have to be copied. It implies that the subtrees are
entirely copied, which is signaled by the functitione. The copy of the function calls is tricky, since copying the
activated function calls has to be done before the othergu@mantee that partially copied subtrees are not merged).
The function callddone- f r omand done- t o are reinitialized tdcopy- t o after each valid transition.

Figure 13 summarizes the tree of actions done to check theref a call. At each node, we represent the function
calls siblings of the calff , the function calls in the workspace @f and the function calls in the workspace of
checky,, whenitis in the simulation.

Return of an external function calhis is the most subtle part of the simulation. Observe firat it is not possible to
take a lock using a marker returned by an external functidin?€a because two calls t&f at different locations in
the document may return exactly the same forest and beimgligsshable by the constraints of the GAXML schema.
Moreover, it is not possible to take a lock prior to the retoffif , because one cannot know?ff can return an answer
satisfying the constraints (recall that this is undecidabée proof of Theorem 4.6). If a lock is taken wiiércannot
return, this leads to a blocking run in an instanceSgfy whose projection in5|A is not blocking, which violates
the definition of simulation. Instead, the idea of our siniolais to use, for every callf to an external function, an
associated sibling call to an internal functioer ti f i cat e, such that:

(i)if ?f may return, thericerti fi cat ey, mayreturn a flagr et ur ny. The function!r et ur ny compels?’f to
return and also acts as a lock preventing other transitiotisthe next cleaning stage.

(i the call7cer ti fi cat ey, may remain activated until the next cleaning stage, in whate’f is not allowed to
return. During the cleaning stage, the daler ti f i cat ey, returns and is reactivated.

Note that, even iff canreturnycertifi cat ey, does not necessarily return, unless the returif g the only
possible next transition. Otherwise, the cleaning staggtmaeached without areturn é€erti fi cat ey, or 7,
by simulating some other transition.2erti f i cat e, does not return and the cleaning stage is not reached, then
the run is blocking, both it¥| A and in.S’|y.

We next elaborate on (i). To mimicK , the functioncer ti fi cat e, uses in its workspace an external control
functionf ake;. The workspace also contains additional information so thake ; may return in the context of
the workspace if’f may return in the context of its original location. Specifiigathe workspace contains a copy
of the sibling subtrees off (this is done as in the previous simulation). In additiorgdhtains information on the
evaluation of the patterns ipnex On the portion of the current instance excluding the silding ?f . The partial
evaluations of the patterns together with the siblingsrakapressing within the workspace constraints on the return
of 7certificat ey, that are equivalent to those on the return?df(the DTD and valid transition id). This
ensures thatf ake; may return iff 7f may return. If?f ake, returns, ther’certi fi cat ef, returns the flag
Ir et ur ny as desired. To prevent multiple returns?oake ; at different locations in the document, the answer to
?f ake; contains a flagr et ur n- f ake- f that is not allowed to appear twice in the document. To entusethe
workspace of'certi fi cat ey, also contains a unique id (generated by an external furjctfooonstraint forbids
two occurrences df et ur n- f ake- f with distinct workspace id’s. Note that the id techniqueldmot be used to
implement directly a lock for the return 8f , because such an id could not be erased from the instanciiarmdtild
lead to faulty simulations. Indeed, the id’s could inhibiemging of subtrees whose projections would otherwise be
merged.
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(?f wya), ('locky, lwait)
call of locky,
(?f ?wya), (?Locky,lwait)
return of wy 4
(?f !checky,q), (?locky,lwait)

call of checky q

(?f ?checky,q), (?locky, !wait), (lok-dtd, Inotok-dtd, lok-A, Inotok-4)

call of ok-dt all of notok-dtd
(?f ?checky,q), (?locky, lwait), (?f ?checky,q), (?locky, lwait),
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(ok-dtd, 'notok-dtd, lok-A,lnotok-A) (lok-dtd, notok-dtd, lok-A,!lnotok-A)
call of ok- all of notok-A call of wait
(?f ?checky,q), (?locky, lwait), (?f ?checky,q), (?locky, lwait), (?£ ?checky,q), (?locky, Twait),

(ok-dtd, 'notok-dtd, ?ok-A,'notok-A) (ok-dtd, 'notok-dtd, lok-A,7notok-A) (lok-dtd, notok-dtd, lok-A,'notok-A)

return of ok-A

(?f ?checky,q), (?locky,lwait), (?f ?checky,q), (?locky, lwait),
(ok-dtd, lnotok-dtd, ok-A,!notok-4) (ok-dtd, Inotok-dtd, lok-A,notok-A)

return of lock,,

(?f ?checky,,), (ok-return), (7f ?checky,q), (?locky,’wait),
(ok-dtd, Inotok-dtd, ok-A,!lnotok-4) (ok-dtd, Inotok-dtd, lok-A,notok-A)

return of checky 4

return of notok-A

return of checkyq

call of wait

return of checky 4

(7f ), (ok-return) (?f lwysq lreinitialize), (?locky,?wait)
return of f call of wy
(return) (7f 7wy, lreinitialize), (?locky,’wait)

call of reinitialize
(?f 7wy, 7reinitialize), (?locky,’wait)
return of reinitialize
(?f Twy,a), (?Locky,?wait)

28 return of lock,,

(7f Twysa ), (Twait)

Fig. 13: Some of the actions in the simulation of the returthefcall to the internal functioh



(?£, 7certificatey ), (7fakey)
return of fakey
(?f, 7certificatey,), (return-fakey)
return of certificatey,
(?f, lreturny)

return of f
(lreturn, !returny)

call of returny
(‘return, ?returny)

call of return
(?return, ?returny)

return of returny

(?return)

return of return

Fig. 14: Some of the actions for the simulation of the returthe call of the external functioh

Finally, if ?certi fi cat ey, does not return during the current round, its workspacedsmstructed during the
cleaning stage in order to reflect changes in the instance.

Figure 14 summarizes the tree of actions performed to chrecketurn of an external call. At each node, we repre-
sent the function calls occurring as sibling of the €&l then the function calls in the workspacecafr t i fi cat ey,
when it exists.

Example5.12 We illustrate the main elements of the above simulationgusirsimple example. Consider the
following AAXML schemasS|A. Its static constraints consist of the following DTD:

r— |b)]=1A]c =1
b— Jaj=1V|if|=1V]|f|=1

S has one internal functioh, whose argument and return queries always produce a siogle labeled:. The
automatonAd has three statesy, s1, s2, With no associated variables. The initial statejsand there are transitions
from sg to s; and froms; to so. The formula associated with the initial statg checks for the presence Hf ,
the formula fors; checks for the presence &f and the formula for, checks for the absence @f . Thus, the
only possible sequence of events is the activatiorf odnd the return off . We describe how the two transitions
are simulated by the GAXML schen# |y with global return guards constructed in the proof. ThaahibAXML
instance is the following:

r
I
b
I

if
The shape of the initial document f§f A is ensured by a pattern associated wiftfhaving the same tree represen-

tation as the instance above). The corresponding init&himce for the GAXML schem&/|y is the following: This

is enforced by the static constraints$f For readability, we omit in figures the function catlepy- t o introduced

in the full proof to facilitate copying trees in the simutati (they should appear under every visible node). Also, all

visible nodes are circled.
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real / States
lsg " l's; lso linit valuation Vso real a 'l ock
1
lcurrent

/\

The simulation consists of the following steps.

(1) Call and return ofi'ni t - val uat i on. This function returns the valuations for the variable®agged withs.
In this example, it returns the empty valuation, singéas no associated variables.

eal /States \ Q

7\ V> N

lsg I'sy !'sy Vso real e 'l ock ¢

1
lcurrent

(2) Callandreturnofllock ;. This function takes a lock on the system and checks if theadizn of If is allowed by
the constraints of| A. In our example, the activation is possible and the cadlldok ; returns hct i vat e-f .

real states
7\
Is o Is 1 Is o Vso real @ IWf b Iact ivate-f
1
lcurrent
(3) Call ofIf . TR N
_0 O
/ \ / v \
real states @ real 1l ock, wai t linit lidentifier
// \ \ '
Is o Is Is o Vso real @ lwf b lact ivate-f real
1
lcurrent

(4) The next few steps prepare the return of the ‘daJIFirst a fresh identifier for the Workspace is created byla ca

_0
/ \@ real {Wﬁlt linit identifier

real states

// \ \ f
Is o Is 1 Is o Vso real @ W s g 'activatef reaI
1
Icurrent

(5) A call of lwy ;, copies the identifier of the workspacewsing the fact thatilni t occursin it.

real states Iwai t linit identifier
7\ T~ ' I
Is o Is Is o Vsg real @ ’Nvf p» lactivate-f real 1
1
Icurrent
a""f,b( -----------
1
identifier

|
1
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- et
/\@ o S

real states real 1l ocky, wai t identifier
// \ \ 1 |
Is o Is Is o Vsg real @ ’Nvf p» lactivate-f real 1
1
Icurrent

(6) The workspace df is cleaned by activating and returnlng the function dafli't .

identifier
I
1

(7) Callofacti vat e- f . This internal function can return only if there is no fuleticall tocur r ent and there is
some function call tmew. This completes the simulation of the activationf ofit is followed by the simulation
of the transition of the automaton, frosp to S1-.

real states real 1l ocky, wai t identifier
Is o Is 1 Is o Vsg real @ '»wf » 2activate-f real 1
1 :
Icurrent N .
Qup <ttt a >aactivate-1
1
identifier

|
1

(8) In the general simulation, the function calts)! Is,, !s, are activated and returned to create new valuations for
the associated variables. Since in our example there aramables associated to states, the empty valuation
corresponding to the state is represented by the subtr@g with the function call hew.

real states : real 11 ocky, wai t identifier
// / \\ // ' \ 1 |
Is o Is 1 Is o Vsg | real @ MWysp ?activate-f real 1
I 1 : N
lcurrent Inew
Quip )< ese e . “>aactivate-f
1
identifier

|
1

(9) The preceding valuations are marked as deleted. Thisrie Oy the call and return of the functiomr r ent . In
the example, the only such call occurs under the node Iabeged

00— S

1l ock, wai t identifier

T N ®\ ‘ |
real @ ’Nvfb ’>act|vatef

Is o Is Iso Vs Vs real 1
1
Inew

awf P . “>Qactivate-f

identifier
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(10) 7activate-f can return only if there are no function callsaar r ent but there is some function call teew.

real /States real m’ck wai t  identifier
! VS] real 7w f b

Is 1 ls2 Vi real
Inew
u’Wf,b B G
1
identifier

(11) The simulation of the first transition is completed bifing and returning the function calhkewin order to obtain
afunction call turrent.

real /states \ real /m’ck wai t identifier

_—=1 \\ |
Is o Is Iso Vs real ’>\Nf b real
lcur r ent
awf,b( ................
1
identifier

I
1

(12) The next steps simulate the return bf The first step is the activation df bc kw in the workspace off .

/ \ real mck wait  identifier

real states
_—=1 \\ |
Is o Is Iso Vs real ’>\Nf b real
lcur r ent
awf,b( ............... alockw("""
1
identifier

I
1

(13) The function caliv; , associated witi returns by using the identifier of the workspacéd aind the fact that the
workspace of has an activated function c&ll ock

real states 1l ock, wai t identifier
/ / \\ . : |
Iso 51 real @ !check £.b real 1
| ;
Ilcurrent
Q| ockq, <

(14) The function calcheck;; is activated to check that the returnfofwould be compatible with the constraints
given byS| A (the taga is an invisible clone of).
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........................
// \@\ real /Céﬁx.:;(w m idenltifier

real states
IS ¢ .s 2 Vi Viq real @ check 7, real 1
| : .
lcurrent ; B

Gcheck ¢ <
— \ \
lok-dtdd = !not ok-dtd lok-A  Inotok-A Icopy-fores a  identifier
I
1

©>a) ockyy

(15) First, the sibling subtrees atheck; are copied in its workspace using the functioopy-t o under each
visible tag and the functionopy- f or est in the workspace ofheck s (recall that the functionsopy-t o
are omitted in the figures for readability, but are presemnteurevery visible node). In our example, the forest is

empt.
............. ,.
PN
// \ @ real /Céﬁ)ckw m identifier
~ : I

real states
IS ¢ .s 2 Vi Viq real @ check 5, real 1

1 ! n

lcurrent ; N

"> ockqy

check pp < T
— 1 \\
lok-dtd ~Inotok-dtd lok-A m& identifier
|
1

(16) Using the copied subtrees, the siblingscbfeck ¢, and the return of built from the initial workspace, it is
possible to check the correctness of the returf &br the DTD and the transition constraints. In our example,

both are satisfied after the return. Themk! dt d andok- A are called and return ok-dtd and ok-A, respectively

(details omitted).
@ real 11 ocky, lwai t identifier
~ : I

real states
// \\ P :
Iso 51 real @ 2check 3 real 1
| : -

Ilcurrent : N

~ \\
Ma identifier

ok- dt dd Inot ok-dtd ok-A !
I
1

T >a) ocky,

a7 The function call Poc kw returns the tag ok-return because of the presence of thislake\ and ok-DTD and

00— = o Ny
@ real ok-return wai t identifier
I

states

real
/ / \\ [}
Is o Iso Vs | real @ ’7check b real 1

1 :

Ilcurrent N

Gcheck ¢, "

~ 1 ) \\
m& identifier

ok-dtdd !'notok-dtd ok-A ! -
I
1
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(18) The function call @heck f p returns.

real /states \® ........ /\\

real ok-return wai t identifier

_—=" 1 N\~ / @ ' |

Is o 's 1 Iso Vs Vs real real 1
0 Il
Ilcurrent
(19) The function call 2 returns because of the presence of the label ok-return imdtkspace and the absence of
?checky,y,.
real /states \ @
// / \\

Is o Is Iso Vs Vi1 real Ireturn @

| [l
lcurrent real

(20) The update of the state of the automaton begins as béfeedunctiorr et ur n plays the role ofcti vat e- f
previously. It can return only if there is a call t@wbut no call tocur r ent .

//® \ SHreturn
real states .
/ / \\

Is o \ real ’7return @

| 1
lcurrent real

(21) The functionsg, !s1, Is, are called and returned to obtain an empty valuatios,ofr he previous valuation is
removed by calling and returningtir r ent .

/ @ \ arel urn
real states .
PV AN

Is o Is 1 Iso Vs | Vsgy real ’7r et urn @
| 1
Inew real

(22) The function call Ret ur n returns.

— A0

real states

N

Is o Is Iso Vs Vi1 Vo real @
| [l
Inew real

(23) The update of the state is completed by callimgw, which returnséur r ent .

/\@

real states
's 1 'S 2 V.so Vey Vo reaI @
| 1
lcurrent real

This completes the simulation of the two transitions.

Simulation of TAXML ** by BAXML

This follows from the simulation of AAXME® by GAXML and from Theorem 5.14, noting that the simulation of
TAXML by AAXML does not introduce sibling calls to the sameternal function.
This concludes the proof of Theorem 5.8.

Remark5.13. Theorem 5.8 shows that BAXML and GAXML can simulate AMK*?* and TAXML*?® with
respect to projection views. The converse is obviouslyefalsdeed, to see that BAXML (or GAXML) cannot be
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simulated by AAXML*® or TAXML %, it is enough to consider a BAXML schema that produces araincs with
two sibling calls to the same external function. By definitisuch a schema cannot be simulated by AAXWMlor
TAXML *%,

For AAXML and TAXML, we have the following.
THEOREM 5.14. AAXML < (;q,~) TAXML and TAXML ;) AAXML.

PROOF. We first show that AAXML— ;4 -y TAXML. Let S|A be an AAXML schema with function§, and

tagsY,. The broad lines of the simulation of AAXML by TAXML are sinait to the simulation of AAXML? by
GAXML. As in the latter case, the TAXML system must enforceadtiernation of transitions and maintenance of the
state/valuation information fad. This is done by a locking mechanism enforced by auxiliancfions, much like in
the simulation by GAXML. We omit the similar details and f@oon returns of external function calls.

Each function call notifies its return by a function dalaf e- r that belongs to its answer (this can be enforced for
external functions by their DTD). The functidsaf e- r works as a lock. To ensure that two sibling functions calls
7f do not return consecutively, the TAXML formula imposes thatwo consecutive instances contain a function call
Isaf e-r. In particular, this requires the activation sfaf e- r ; in the instance following its first occurrence. The
validity of the return with respect td is checked, as in the simulation by GAXML, by the constraifnd, whenever
!saf e- r ; occurs (note thapnex can be used directly in the Past-Tree-LTL formula).

We next show that TAXML— (;4 -y AAXML. To this end, we use a variant of AAXML, denoted by AAXML
The automaton model of AAXML differs from AAXML as follows:

(i) the automaton is equipped with final states, and a prenust fead to some final state in order to be accepted,
(ii) the state variables are the same for all states and reamahanged in each transition, and
(iii) the state variables range over the active domain ogthitire prerun which is the input to the automaton, rathem tha
just the last instance leading to that state.

We first show that TAXML can be simulated by AAXMI.then show how AAXML* can be simulated by AAXML.

From TAXML to AAXMLE Let ¢ = 3X ¢(X) be a Past-Tree-LTL formula. Recall that each such formutétained
from a propositional Past-LTL formula with propositionsP in which each propositiop € P is replaced by a
Boolean combination of parameterized patteppsUsing a variant of the algorithm of [Vardi 1996] for finite vats,
one can construct a finite-state automatgnwhose alphabet consists of the truth assignment3 tbat is equivalent
to ¢. From this we can obtain an AAXMLautomaton4, equivalent tcf as follows.

— For each truth assignmemto P, lety, be the Boolean combination of tree patterns obtained freptbpositional
formulan, ,)=1p As(p)=0 —p by replacing each by v,

— For each statg of Az, A has one statég, o) for each outgoing transition from labeleds, and transitions are
induced by those inl;. The state formula fofg, o) is 7,. The state variables (which are all the same) eddal

— The final states ofi, are those of the forny, o) wheregq is final in A.

Itis easily seen that the AAXMLautomatord, is equivalent tc.

From AAXML* to AAXMLWe explain informally the main points in the simulation of XML * by AAXML. Consider

an AAXML* specificationS*| A*. We describe an AAXML specificatiofi| A that simulates it. Recall the differences
(i)-(iii) between the AAXML* and AAXML automata. The simulation h|A is similar to the maintenance of the
set of reachable states and valuations, used in the siomilafiAAXML by GAXML. Dealing with (i) and (ii) is
straightforward. To account for the final stat€$4 must check that at each transition, one of the reachablesstat
final. The fact that state variables are the same and do nogehaA* is easily enforced iml using equalities among
variables of consecutive states. The most delicate pahteo$itnulation concerns (iii), i.e. the difference in theiaet
domain semantics for the two models. Indeed, at any giversitian in the prerun, state formulas are evaluated on
the active domain of the entire prerun. This includes vabeesirring inpastinstances and values occurringfuture
instances (introduced by external functions). We discas$is im turn.

Dealing with past values is fairly straighforward. It is fcient to ensure that at any point, the current active do-
main contains all values of previous instances in the preFarthis end, we use a new internal, continuous function
col I ect, whose role is to maintain the cumulative active domain efitistances in the prerun. More precisely, the
DTD of S* is modified so thalcol | ect or 7col | ect must occur under a node labefealues(a new tag) which
in turn occurs under the root. The argument quergaif| ect produces all data values in the current instance, and
the answer query returns all data values in its workspaoe pHitern automatoA* is modified as follows. For each
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statep that has at least one outgoing edge, we introduce two nevnietdiate stateg,; andp,, with the same number
of associated variables as The role ofp; andp is to force an activation ofcol | ect, followed by a return of
?col | ect, before any other transition. The state formulaofs Y’ (p)(X,/Xp,) A a1, whereY’(p)(X /X, ) is
obtained fromY'(p) by modfiying each pattern in order to force all matchings toiévhe subtree rooted atlues
and by replacing the variables, with X,,, anda; checks the existence @€ol | ect . There is an edge fromto
p1 andd(p, p1) makes all variableX ,,, equal toX,,. Similarly, the state formula gf; is Y’ (p)(X,/X,,) Aaz, where
as checks the existence &fol | ect (which means that the call tool | ect has returned) and(p,, p2) makes
all variablesX,, equal toX ,,. Finally, for each state of A* such thatj(p, ¢) is defined§(p2, ¢) is obtained from
§(p, q) by replacingX, with X ,,. It is clear that the intermediate states ensure that theuative active domain of
the prerun up to the current instance is found under the radmidddvaluesafter each visible transition is simulated.

It now remains to deal with new values introducedutureinstances of the prerun, relative to the current instance.
These may arise from answers to external function calls. \@Wkenuse of the previous construction ensuring that
the cumulative active domain of the prerun up to the currestaince is maintained under the distinguished node
labeledvalues Handling future values is trickier, because the semantigsires taking these into accountin previous
transitions. Dealing with this requires augmenting théedtaluation maintenance algorithm. SpecificalyA must
decide if the current transition would be allowed h&tibeen run from the beginning on the active domain extended
with the new values. In order to do this incrementally (withoe-running the automaton on the extended domain),
must maintain some additional information summarizingrérechable states and valuations, where the latter include
values outside the current prerun. In order to do this, tlyeokservation is that a positive pattern with a free variable
X cannot be satisfied for any value &f not in the current instance. L&t be a new data constant, representing an
arbitrary value outside the current active domain. Considealuationv of the state variableX into the cumulative
active domain augmented witl. Let us call a valuatiomdefiniteif it maps at least one variable @, anddefinite
otherwise. We can define the satisfaction of a tree paftéu{Y’)) in a BAXML instance, wherd@” C X, as follows:
if v(Y') is definite, then satisfaction is defined as usual; othepige(Y')) is not satisfied. This extends to satisfaction
of Boolean combinations of tree patterns, so of state faasiuthe maintenance algorithm is now be extended to keep
states together with definite and indefinite valuations. M &ansition from instanckand state to instance/ and
stateg is simulated, the following is done:

(i) the set of definite valuations fgr is augmented by adding, for each indefinite valuatioof X, all valuations
v o v/, wherer’ maps@ to any value in the active domain dfthat is not in the cumulative active domain uplto
(i) the maintenance algorithm computes in the usual ways#ief possible definite valuations f@rusing the set of
definite valuations computed in (i) fpr
(iii) a new set of indefinite valuations is computed fousing.J and Y (¢)(X ).

Let S| A be the AXML schema implementing the extended maintenargmighm. It is clear thatS| A simulates
S*|A*. O

From the proof of Theorem 5.14 we have the following.
COROLLARY 5.15. TAXML™® < ;; -y AAXMLE® and TAXME® < ;) AAXML,

PROOEF It can be checked that the simulations described in thefmfobheorem 5.14 preserve the sibling restric-
tion on external functions.

The proofs of the above results provide insight into the $tions of the various languages, and in particular
highlight the power of imposing control using static coastts. In terms of the cost of each simulation, several
parameters can be considered: (i) the blowup in the scheraa(g) the blowup in the instance size, (iii) the number
of silent transitions needed to simulate a single transitior the simulations considered here, the blowup in the
schema size varies from polynomial to exponential, the bfpi the instance size from polynomial with respect to
the instance to polynomial with respect to the entire preamtd the number of silent transitions from constant to
polynomial in the prerun (for fixed schemas). The costs foious simulations are spelled out in more detail in Figure
15.

The difficulty of simulating AAXML and TAXML with sibling exérnal function calls by BAXML (or GAXML)
lies in the fact that the constraints of AAXML and TAXML muse lzhecked afteeverytransition, and GAXML
cannot prevent multiple returns from sibling external fiime calls that skip validity checks. Indeed, as shown below
this difficulty cannot be circumvented.

THEOREM 5.16. W ;4 -y GAXML for W € {TAXML, AAXML }.
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Simulation Schema blowug Instance blowup Silent transitions
GAXML = (;4,~) BAXML exponential linear in instance linear in prerun
AAXML s —(id,m) BAXML | exponential polynomial in instance polynomial in prerun
TAXML 5% id,wy BAXML | exponential polynomial in prerun | polynomial in prerun
TAXML < (j4,r) AAXML exponential polynomial in prerun | polynomial in prerun
AAXML = (jq,r) TAXML polynomial polynomial in instance O(1)

Fig. 15: Cost of various simulations in Theorems 5.8 and 5.14

TAXML «— AAXML

[ =T ]

BAXML «— GAXML

[

TAXMLS?® «——— AAXML**

Fig. 16: Summary of the simulation results

PrROOF We first show that there exists an AAXML schema with extefoattions that cannot be simulated by a
GAXML schema relative to a projection view. Intuitively,tfiere are several sibling active function calls to the same
external function, the GAXML schema is not able to impose timdy one function call returns before the states of the
automaton are updated and validity of the transition is extbu

The AAXML schemasS| A is the following. We describe the shape of a run. The initistance is a tree rooted at
r with one child labeled by a continuous functitm The function!g returns an external, non-continuous function
call 'If . Repeated calls tg andf (in alternation) generate an unbounded number of sibliflg ¢&. Each functiorf
returns a labet. The automaton further imposes that no more than one anewerlie returned in a run.

We show that there is no GAXML schema simulatifigd. Assume towards a contradiction that there exists such
a schema’|y. Let M be the maximum integer used in the DTD.$Jf We exhibit a prerun that is valid f&#'|v, but
whose projection is not valid fof| A. First, letp = (1o, eo) - - - (I, em) be a prerun foiS| A in which I,,, hasM + 1
occurrences off ande,, is the only return of a callf occurringinp. LetI be the instance resulting from the return
of another call’f of I,,, (lete be this event). Note thatis a valid prerun of5| A whereas.(1, ) is not. Nonetheless,
we show thap.(I, ) is the projection of a prerun &’|y. SinceS’|y simulatesS|A andp is a prerun ofS| A, there
exists a prerun af’|y with a subsequend@; ,e¢; )--- (I ,e; )sothatic = 0,14, = mand(l;, e;) is the projection
of (1;,,€;,), 0 < j < m. Inparticular,/; _ containsM + 2 callsto?f, I} containsM + 1 calls to?f , and (since
calls?f are visible),I; is obtained from/; _, by the return of a call t6f , consisting of some foregt. We claim
thatS’|y allows the transition frond; to I” in which another call t6f returns the same forest Indeed, because in
the BAXML semantics isomorphic subtrees are reduced, theoweurrences of’ are merged so the only difference
between/;  andl’is thatl; hasM + 1 calls?f wheread’ hasM such calls. Sincé/ is the maximum integer used
in the DTD of S’, andI;,, satisfies the DTD, so dods. Similarly, I; , andI’ satisfy the same tree patterns because
the two instances are homomorphic to each other. THisatisfies all static constraints 8f. Since external function
returns have no guards, the transition is validify. However, the projection aF is I and, as we have seen(I, ¢)
is not a valid prerun of| A. This contradicts the existence §f|y.

The fact that TAXML cannot be simulated by GAXML follows frothe fact that AAXML can be simulated by
TAXML (Theorem 5.14) and AAXML cannot be simulated by GAXMIhe difficulty is the same as in the above

proof. O

The simulation results of this section relative to projectviews are summarized in Figure 16 (single arrows indicate
simulation only in one direction, and double arrows indécatutual simulation).

Comparison with coarser views

We have focused in this section on simulation relative tggmtinn views(id, 7). The results obtained turn out to
be quite powerful. Indeed, by Lemma 2.5, the positive reseiktend to any views that are coarser than projection
views. For example, one may wish to focus on the sequenceeot®{function calls and returns, together with their
arguments), ignoring state information. This informatéam be captured by composing the viewsdrand = with a
view V that is the identity on events and maps every state to a fixestaot. By Lemma 2.5, the positive simulation
results shown in Figure 16 continue to hold relativéitbo V, 7w o V).
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Conversely, one may be interested in observing certairachenistics of thestatesn the tree of runs, ignoring event
information. Once again, this can be captured by coarsersvilean(id, ), so the same simulation results hold.

6. BAXML AND TUPLE ARTIFACTS

In the previous section, we compare the expressiveness@fatevorkflow languages centered around the common
core provided by BAXML. In this section, we illustrate howews can be used to reconcile models that are otherwise
incomparable. For this, we use the views framework to compacXML workflows with tuple artifactsworkflows,
a variant of IBM’s Business Artifacts, which uses relatibdatabases as its underlying model. The main result is
that BAXML can simulate tuple artifacts. Indeed, tuplefaxdts can be seen as views of BAXML. We will also see
that tuple artifacts cannot simulate BAXML even with redpeccoarse views retaining just the traces of service and
function calls.

We first review informally the tuple artifact model, as preteel in [Deutsch et al. 2009]. We denote the model by
TA. We assume an infinite data domdi An artifact system consists of a set of artifacts and a seépfices acting
on the artifacts. An artifact consists of artifact tupleand a set o$tate relationsin addition, an artifact system has
an underlying database shared by all artifacts and sepntteatss fixed throughout a run of the system.

Each service causes a modification of one or several currtfatcés. Intuitively, the focus is on the evolution of
the artifact tuples, while the state relations are used my @xiliary information needed by the services. A service
consists of the following:

— a pre-condition, which is an FO formula on the set of artdauf the system and the underlying database;

— a post-condition, which is an FO formula on the set of act§and the database, defining, for each artifact tuple, the
values allowed in the next instance; free variables range the infinite domairD, so they may take new values
not present in the current instance;

— for each state relation, two FO formulas defining the setagés to be inserted and deleted from the state. The for-
mulas take as input the current artifact instance and thebdat, and are interpreted with active domain semantics.
Thus, their result is always finite.

Services are applied non-deterministically. At any giviemet a service can be applied to the current instance if
its pre-condition holds and if the post-condition is sagisfe. Thus, there are two forms of non-determinism in a
transition: one stemming from the choice of service, andrerdrom the choice of values for the next artifact tuples,
among those satisfying the post-conditiontuk of an artifact system is a sequence of consecutive instaogether
with the name of the service applied at each transition. (Ritial instance, we take any instance whose artifact
states are empty.) As for BAXML, blocking runs are extendgddpeating forever the last configuration, with the
corresponding transitions labeled by the special ebtotk See [Deutsch et al. 2009] for a detailed example of an
artifact system.

The Tuple Artifact Model

We provide the definition of the tuple artifact model, adddtem [Deutsch et al. 2009]. A relational database schema
D consists of a finite set of relation symbols with specifietiesi The arity of relatiorR is denoted byarity(R). An
instance, or interpretation, over a database schema, ippinggassociating to each relation symiobf the schema
a finite relation oveD, of arity arity(R). We assume familiarity with First-Order logic (FO) over aladse schemas.
Given a schem®, L, denotes the set of FO formulas o®r If o(z) is an FO formula with free variables anda
is a tuple oveD of the same arity ag, we denote by (u) the sentence obtained by substitutinfpr z in ¢(z). Note
that, sinceD is infinite, an FO formulap(z) may be satisfied by infinitely many tupl@sover D (so may define an
infinite relation). Finiteness and effective evaluation ba guaranteed by using taetive domain semantics which
the domain is restricted to the set of elements occurringengiven instance (sometimes augmented with a specified
finite set of constants i, which by default is empty). For an instanfewe denote its active domain adon(I).
Unless otherwise specified, we assume active domain sexadmtiquantified variables and unrestricted semantics for
the free variables of a formula.

The artifact model uses a specific notion of class, scheminatahce, defined next.

Definition 6.1 An artifact classis a pairC = (R, S) whereR and.S are two relation symbols. Amstanceof C
is a pairC = (R, S), where(i) R, calledattribute relation is an interpretation oR containing exactly one tuple over
D, and(ii) S, calledstate relationis a finite interpretation o overD.

We also refer to aartifact instance of clasg asartifact instanceor simplyartifact when the class is clear from the
context or irrelevant.
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Definition 6.2 An artifact schemas a tuple
A={(C,...,C,, DB)

where eact®; = (R;, S;) is an artifact classPB is a relational schema, and for ali% j, ¢;, C;, andDB have no
relation symbols in common.

By slight abuse, we sometimes identify an artifact schénaa above with the relational schema

An instance of an artifact schema is a tuple of class inst@m@eEh corresponding to an artifact class, plus a database
instance:

Definition 6.3. An instanceof an artifact schema
A=1{(C,...,C,,DB)
isatupled = (C,...,C,, DB), whereC; is an instance of; andD B is an instance dDB over D.
Again by slight abuse, we identify each instance
A=/{(Cy,...,C,,DB)

of A with the relational instanc®B U {R;, Si|]1 < i < n} over schem&®3B,. Let A be an artifact schema ariaB 4
its relational schema. Given an artifact instance avethe semantics of formulas ifi is the standard semantics on
the associated relational instance oY .

We now define the syntax of services. It will be useful to aigedo each attribute relatiaR of an artifact schema
A a fixed sequencey, of distinct variables of lengthrity(R).

Definition 6.4. A services over an artifact schemé is a tuples = (m, v, S) where:

— m, calledpre-condition is a sentence ifl 4;
— 1), calledpost-conditionis a formula inL 4, with free variables
{Zr | Ris an attribute relation of an artifact classAn;
— Sis a set ofstate rulef the form:
—5(z) + 95(T);
—25(%) 95 (2);
whereS is a state relation of,, p¥ (z) andyg (z) are£ ,-formulas with free variables s.t.|z| = arity(S).

As seen below, the formulas (z) andyg (z) are used to define updates to the state relagiovhen the service is

applied. The formuIaoJSr(:f) defines the tuples to be inserted, apd(z) the tuples to be deleted (see below). If a
formula is not provided for a state relatioh the set of tuples to be inserted or deleted is taken to beyempt

Definition 6.5. An artifact systenis a pairl’ = (A, ), whereA is an artifact schema arklis a non-empty set of
services oveA.

We next define the semantics of services. We begin with themof possible successor of a given artifact instance
with respect to a service.

Definition 6.6. Leto = (m,%,S) be a service over artifact schehalLet A and A’ be instances of.. We say that
A’ is apossible successaof A with respect tar (denoted byd -~ A’) if the following hold:
(1) Al
(2) A'|DB = A|DB (A andA’ agree on all relations iV B);
(3) A,v E ¢, wherev is the valuation of the free variables®fmappingz i to @ for each attribute relatioR of A;
(4) for each state relatiofi of A and tuplez overadom(A) of arity arity(S), A’ = S(a) iff

AE (pd(@) A g (1) V(S(@) A s (@) A g (@)
V(S(u) A =p (@) A —pg ()
wherep! () andyy (u) are interpreted under active domain semantics, and are takee false if the respective

rule is not provided. Thus, the new state relatiis obtained by inserting the tuples definedydy and deleting

those defined by, with deletion given priority over insertion in case of céctflexcept for tuples previously in
S, which are preserved in case of conflict.
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Note that, according to (2) in Definition 6.6, services douadate the database contents (thus, the database contents
is fixed throughout each run, although it may of course besrhfiit across runs). Instead, the data that is updatable
throughout a run is carried by the artifacts themselvesttabwae and state relations. Note that, if desired, one can
make the entire database updatable by turning it into a.std$e observe that the distinction between state and
database is only conceptual, and does not preclude imptargezil relations within the same DBMS.

We next define the notion of run of an artifact systBra= (A, Y). An initial instanceof T" is an artifact instance
overA whose states are empty.

Definition 6.7. A prerunof an artifact syster’ = (A, ) is a finite sequence = {(p:, 0;) }o<i<» Where eacly;
is an artifact instance ovér and eachy; is a service, such that:

— po is an initial instance of’;
—foreachi > 0, pi—1 = p;.

We say that a pre-run Idockingif its last configuration has no possible successor. As foXBW, blocking runs are
extended by repeating forever the last configuration, watiesponding transitions labelbtbck A runis an infinite
sequencd (p;, 0;) }i>o0 in which either every finite prefix is a prerun, or the run isabéed by extending a blocking
prerun by repeating forever the last configuration with sitions labeledlock For an artifact system, the associated
workflow systens defined from the set of runs analogously to BAXML. In paurtir, the states are artifact instances,
and the events are services causing state transitions sp#o@al evenblock

Workflow system semanticBhe workflow system semantics of artifact systems is defirad fts runs analogously
to the semantics of BAXML, GAXML, AAXML, and TAXML (Section b For each artifact systein, the nodes of
its associated workflow system are the finite prefixes of rdrs. @he root is the empty prefix, and its state label is
the empty instance. The state label for each node otherltieanoot is the last instance in the prefix. For each non-root
nodev, there is an edge labeledrom v to node’ if v/ extends, with a single instance obtained by application of the
services. The root has an outgoing edge to each node consisting ofia pféength one, labeled by a distinguished
eventinit. Thus, transitions from the root provide the initial instas of runs, and the infinite paths starting from
children of the root correspond to the runsoBecause of the semantics of blocking runs, each path isgkie to
an infinite path.

Simulation of Tuple Artifacts by BAXML

We denote the tuple artifact model Byl. More preciselyJA is the set of all artifact system specifications, with
workflow system semantics.

In order to simulat&lA with BAXML, we must define views that render the two compatilfforT A, we simply
take the identity view#d. For BAXML, we consider schemas of a special form, that repné¢ the artifact instances. .
A relation R with attributesA,, ..., A,, is naturally represented in BAXML by a subtree rootedrasatisfying the
DTD below, denoted byAg:

R — |tupg| >0
tupy — ALy |Ail =1
A; = |dom| =1

Given an artifact instance, we refer to the contents of thitaat relations, consisting of single tuples, as #rdfact
tuples Each service of the artifact system is modeled in BAXML byoaresponding function with the same name.
The call of a service is captured in BAXML by a call to the cepending function.

We define the class of views used in the simulation, denotédhy Each view is defined relative to a $Rbf tags
and a sef’ of function names. Intuitively, the tags % are meant to label subtrees encoding relations, as above. We
say that a BAXML workflow system i&-relational if for eachR? € R there exists a DTIA p of the above shape such
that each BAXML instance labeling a non-root state of thekffow system contains exactly one occurrence of each
tag R in R, and the subtree rooted BtsatisfiesAr. The viewVx r in Vg, is defined as follows. If the workflow
system isnot R-relational, then all state labels are mapped &nd all edge labels are mappedtithese workflow
systems are irrelevant because they are not used in theagiom)! If the workflow system i®-relational, the view is
defined as follows:

— BAXML instances labeling non-root states are mapped taglaional instance represented by the subtrees rooted
at labels inR;

— events consisting of calls to functionsihare mapped to the name of the function;

—theinit event is preserved; and,

— all other events are mappeddo
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The main result is the following.

THEOREM 6.8. TA —(ig,v,,) BAXML. In other words, for eacfiA systenT" there exists a BAXML schensa
and a viewV € V54 such thafl'] ~ V([S]).

PrROOF We show thaflA can be simulated by GAXML. This suffices, because BAXML canudate GAXML.
In more detail, suppose thath — g v, ) GAXML. By Theorem 5.8, GAXML— 4 ) BAXML. By Lemma 2.6,
(sinceVya = idoV34) TA = (id,xov,.) BAXML. From the definitions ofr and V4, itis clear thatro Vg4 C V4.
Thus,TA < (ig,v, ) BAXML.

We sketch the simulation GfA by GAXML for artifact systems with only one artifact classtiva single state and
database relation, and a single service. This is sufficiecapture the salient elements of the simulation. As digzliss
in [Deutsch et al. 2009], an arbitrafiyd system can be easily represented by such a restricted system

Suppose the artifact system has an artifact tuple wititributesA, . .., Ax, a database relatidnB, and a state
relation.S. The unigue service has pre-conditionpostconditiony, and state formulaq;g andyg. Relations will
be represented in the simulating GAXML system in the stathéhay, by subtrees of bounded depth (see Section 6).
The database relation is a fixed subtree in the main documwhiig the state and artifact tuple are represented in
workspaces of function calls, which facilitates updatihgit values. More specifically, the state is represented and
updated using the workspaces of two function calls thatradte between carrying the current state and computing the
next state.

An application of the service requires simulating the foilog:

(1) evaluating the pre-conditianon the database, current state and current artifact tuple.

(2) evaluating the FO formulas’; and¢g and generating the ne# in the workspace of one of the two functions
mentioned above.

(3) non-deterministically generating a new candidatdaatituple and verifying satisfaction of the postcondition

The bookkeeping needed to enforce the above sequencingcstraightforwardly done with auxiliary functions.
There are two delicate points: the evaluation of an FO foanahd simulating (3) so that all qualified next artifact
tuples can be generated and failed attempts do not lead tmapulocking or infinite chains af-transitions. Recall
that in general there are infinitely many new candidateaatifuples, because new values can come from the infinite
domainD.

Evaluating an FO formulaWe first elaborate on the evaluation of FO formulas. Recali the formulasanSr, ©g,
andr are interpreted with active domain semantics. Consider@ridfmula written using\, —, 3. The formula is
evaluated by structural recursion on its syntax tree. Gstandard representations of the result of two subformulas,
it is easy to compute the relation obtained by applyingnd3. Applying — is trickier. For conciseness, we illustrate
how to compute the complement of a unary relatidmwith respect to the active domain (this can be easily extgnde
to arbitrary arity). The relatio®’ is represented by a subtree with root labeledatisfying the DTD

P — |dom| > 0.

The complement is constructed as follows. First, a call torefion!check p generates the current active domain,
where each value is adorned with two functidna- P and!not - i n- P. More precisely, the argument query of
Icheckp is shown in Figure 17 and its initial workspace is of the fotmowwn in Figure 18. In this example, a data
value is denoted by, (the role of!p will be explained shortly).
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Fig. 20: Argument query of functiop

The functiond n- P andnot - i n- P are internal. The call guard @fn- P, shown in Figure 19, verifies that the
value adjacent to the call is iR, whereas the guard ofot - i n- P checks that the value isotin P (so the guard
of not - i n- P is the negation of the guard oin- P). The functiond n- P andnot - i n- P return, respectively, a
labelin and a labehot-in. The role of the functiorp is dual. First, its guard ensures that for each value, ontsof i
siblings!i n- P or Inot - i n- P has been called and has been returned. To this end, its gudids the presence of
two siblings!/?i n- Pand!/?not - i n- P. Second, its argument query computes the complemeht b¥ collecting
the values with a siblinghot-in. The argument query gf is shown in Figure 20.

Generating the new artifact tuplé.ike the state, the artifact tuple is represented and updagimg the workspaces
of two functions that alternate between carrying the curvaiue and computing the new value of the artifact tuple.
Recall that generally there are infinitely many candidatestie next artifact tuple, since the free variables of the
post-condition range over the infinite domdin Observe that satisfaction of the post-condition is irsatrinder the
following equivalence relation ok-tuples overD: (a1, ..., ax) = (b1, ..., by) iff for all 4, j:

—a; = ay Iff bl = bj,
—if eithera; or b; is in the active domain, the;y = b,.

To each equivalence class correspongpaspecifying the values for the coordinates that belong t@attiee domain,
and the equality type for the coordinates whose values armmioe active domain. It is straightforward to nondeter-
ministically construct a relation containing one repreatve tuple for each equivalence class. Specificallyrivde
function calls are used to generate the values of the coamtelirin the active domain, and external functions to gen-
erate values for the coordinates outside the active dormaim.equality type for the latter is imposed by constraints.
In addition, each tuple is adorned with a function call whodle is to evaluate the post-conditi@nfor the tuple,
returningokin the affirmative andhot-okin the negative. Since is in FO, this can be done similarly to the above. The
functions evaluating) for each tuple are called non-deterministically, and a &ntgcking mechanism ensures that
(i) the functions are evaluated completely one at a time,(&nflinction activations are blocked in the current round
as soon as one of them retumis The new artifact tuple is the unique one markddIt can be easily checked that
every candidate tuple can be generated in this manner by sompgutation path. If there is no such tuple, the artifact
system blocks, and so does the simulatiom.

Thus, BAXML can simulateTA. In fact, since the view used fdFA is the identity, tuple artifacts themselves
can be seen as views of BAXML systems. The simulation yielB&\XML schema polynomial in th&'A schema,
BAXML instances polynomial in th&'A instances, and polynomially many silent transitions (wikpect to the
currentinstance), to simulate in BAXML one transitionJoA.

Conversely, we will show that, in a strong seri&d, cannot effectively simulate BAXML. We use coarse views that
retain just the names of function calls in BAXML and of seevitalls inTA (modulo a projection). Such views are
natural because the traces of function and service cafisliacapture the sequencing of events central to workflows.
We will prove a strong negative result for such views. Inwetty, the problem in simulating BAXML withiT'A is due
to the fact that BAXML can read a large structure (for exangpieentire relation represented as an XML document)
by a single function call. On the other hand, tuple artifaets only read one tuple at a time, so the simulation requires
a loop. This loop may lead to an infinite sequence-tifansitions (imagine a denial-of-service attack in whilch
attacker keeps sending new tuples). But if no such sequédniegansitions occurs in the BAXML system, this is not
a correct simulation.

More precisely, the views we use are defined as follows:
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States.For both BAXML andJA, all states are mapped to a constant state (so all informabout the states is
lost);

Events.For BAXML, active calls?’g are mapped te and callsdg are mapped tg or to e (so some function calls
can be hidden); fof'A, a servicer is mapped t@ or to e (So again, some services can be hidden).

We denote the above class of views of BAXML system&/y; and of TA systems bWgen.

Recall that the definition of simulation does not requireetifre construction of the simulating schema (even though
all our positive simulation results are constructive). \la show that one cannot effectively construgtdspecifica-
tion simulating a given BAXML schema, with respect to the abuiews.

THEOREM 6.9. There is no algorithm that, given as input a BAXML schéfaand a viewV; € Vg, produces a
TA schemadV, with a viewls € Vsen,such thally ([W71]) ~ Va([Ws]). Moreover, this holds even for BAXML schemas
of bounded depth.

PROOF The proofis based on a reduction from the implication peobfor functional and inclusion dependencies
(FDs and IDs), known to be undecidable. Specifically, we marsnstances of the implication problem of the form
A = f, whereA is a set of FDs and IDs, arfd an FD. We consider a BAXML schem# whose initial instance
consists of a single external functid@ under the root. The function returns a tree representingrhitrary finite
relation, of the form shown in Figure 6. Specifically, eachléuis adorned with one functidh . for each ID7 in A.
Additionally, there is one functiolg under the rooRR. The call guard of each,. checks that the IB is violatedfor
the sibling tuple. Satisfaction of the FDs ix, and violation off , are ensured by static constraints. The guartyof
simply checks that the relation returned by the calktis non-empty.

We consider the views retaining all functions. It is easy to check thiat~ f iff there is a blocking run of whose
view underVs is p = init.e.g.(block“ (we ignore the constant state). Indeed, since no funttipran be called, all
IDs in A are satisfied. Recall that satisfaction of the FDAiand violation off are ensured by the constraints. Thus,
the non-empty instance returned ®éwpatisfiesA and violates .

Now suppose towards a contradiction that one can effegtivehstruct, for each BAXML schema as above, a
corresponding artifact systefhwith a viewVr € V., so thatVs([S]) ~ Vr([T']). By definition, the first event in
both [S] and[I'] is init. Also, in [S] there is a unique edge labeled init, leading to the node whtage isroot/!e.

Let T, be the subtree dfS] rooted at that node. By definition ef, Vs (Ti.) must be w-bisimilar td/(T") for every
subtreel” € T;,,::, whereT;,,;; consists of the subtrees [f] whose roots have incoming edge init. In other woilds,
must simulates regardless of its database. In particular, this must bedke for the empty database. Thus/Tgbe
the subtree iI7;,,;; corresponding to the empty database. From the above itfsltbatVs (Ti.) ~ Vi (Tp).

Recall thatA [~ f iff Vg(Ti.) contains a path from the root labeledy.block SinceVs(Ti.) ~ Vr(Ty), this
happens iffit-(Tj) contains a path from the root labelede.c*.g.€*.block By definition of~, sinceVs(Ti.) has no
infinite branches of-transitions (in fact ne-transitions at all)}- (7j) may not have infinite branches efransitions.
Also note thatly is finitely branching, modulo isomorphism (this is becausartifact systems, each transition other
than init generates only finitely many non-isomorphic stdtem each given state). It follows that from each given
node, the set of lengths efpaths originating at that node is bounded (otherwise, ag gmluction shows that there
must be an infinite path aftransitions from that node). This allows to effectivelyngeate a breadth-first expansion
of Vi (Ty) (modulo isomorphism) until the first 3 nartransitions occur along all branches. This allows decidfiieg
path labeled*.e.c*.g.¢*.block starting from the root exists ili-(7j), and provides a procedure for testing whether

AEf. O

Remark6.10. By Lemma 2.5 (applied to effective simulations), tegative result of Theorem 6.9 extends to any
views that exposeoreinformation than those above.

7. CONCLUSION

This paper makes a dual contribution. First, it proposesxibie framework for comparing distinct workflow models
by means of views extracting a common set of observablesstaievents, and a natural notion of simulation. Second,
it uses this framework to compare concrete languages éagtswme of the main workflow specification paradigms:
automata, temporal constraints, and pre-and-post conditiThese were first investigated using as a common core
BAXML, where the integration of XML and embedded functionigallows to naturally support a wide range of data-
centered tasks. We proved the surprising result that thie sanstraints of BAXML are alone sufficient to simulate
the three apparently much richer workflow specification leages mentioned earlier. Beyond the specifics of the
XML-based model, the results provide insight into the powakthe various workflow specification paradigms, the
trade-offs involved in choosing one over another, and thaiom to static constraints. Finally, we compared BAXML
to tuple artifacts, a variant of IBM’s Business Artifact meddising relational databases. We showed that BAXML
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can simulate tuple artifacts whereas the converse is fadtseompare these very different models, we used again the
views framework to render them compatible. This illustsatee usefulness of the view-based framework to reconcile
seemingly incomparable workflow models.
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