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Abstract. Many cryptographic systems based on elliptic curves aregoree-
cure in the Random Oracle Model, assuming there exist pilidtabfunctions
that map elements in some domain (e.g. bitstrings) ont@rmify and indepen-
dently distributed points in a curve. When implementingrsegstems, and in
order for the proof to carry over to the implementation, thosppings must be
instantiated with concrete constructions whose behawes chot deviate signif-
icantly from random oracles. In contrast to other appros¢beublic-key cryp-
tography, where candidates to instantiate random oraeles been known for
some time, the first generic construction for hashing intbrary elliptic curves
indifferentiable from a random oracle was put forward ordgantly by Brier et
al. We present a machine-checked proof of this construclibe proof is based
on an extension of the CertiCrypt framework with logics anechmanized tools
for reasoning about approximate forms of observationalvatgnce, and inte-
grates mathematical libraries of group theory and ellipticves.

1 Introduction

Following an established trend][ the prevailing methodology for building secure cryp-
tosystems is to conduct a rigorous analysis that provesisgander standard hypothe-
ses. Sometimes this analysis is performed assuming tha somponents of the sys-
tem have an ideal behavior. However, ideal functionaldiesdifficult or even impossi-
ble to realize, leading to situations where provably sesystems have no secure im-
plementation. An alternative methodology is to deviseaystbased on constructions
that do not deviate significantly from ideal ones, and to aotfor these deviations in
the security analysis. Statistical distance is a natur@ndor quantifying the deviation
between idealized functionalities and their implemeotagi

Verifiable security P, ?] is an emerging approach that advocates the use of inter-
active proof assistants and automated provers to estabéstecurity of cryptographic
systems. It improves on the guarantees of provable sedyritelivering fully machine-
checked and independently verifiable proofs. TetiCrypt framework, built on top
of the Coq proof assistant, is one prominent tool that realizes véligiaecurity by us-
ing standard techniques from programming languages argtgmmoverificationCer-
tiCrypt is built around the central notion of observational eqnak of probabilis-
tic programs, which unfortunately cannot model accuravéer weaker, quantitative,



forms of equivalence. As a resuEertiCrypt cannot be used as it is to reason about
the statistical distance of distributions generated byabidlistic programs. More gen-
erally, the development of quantitative notions of equénak is quite recent and rather
limited; see Sectio??for an account of related work.

One main contribution of this article is the formalizatidrseveral quantitative no-
tions of program equivalence and logics for reasoning atheuh. More specifically, we
extendCertiCrypt with the notion of statistical distance and develop a logiapper
bound the distance between distributions generated byapitigtic programs. More-
over, we introduce approximate and conditional variantshifervational equivalence
and develop equational theories for reasoning about them.

In alandmark article, Maurer et al][introduce the concept of indifferentiability to
justify rigorously the substitution of an idealized compahin a cryptographic system
by a concrete implementation. In a subsequent article, iCetaal. [?] argue that a
secure hash function should be indifferentiable from a camdracle, i.e. a perfectly
random function. Although the random oracle model has bedeifierce criticism7]
and the indifferentiability framework turned out to be weathan initially believed?,
?), it is generally accepted that proofs in these models pi@gome evidence that a
system is secure. Not coincidentally, all finalists in thgaing NIST Cryptographic
Hash Algorithm competition have been proved indifferdnigdrom a random oracle.

Elliptic curve cryptography allows to build efficient publkey cryptographic sys-
tems with comparatively short keys and as such is an atteastlution for resource-
constrained applications. In contrast to other approath@siblic-key cryptography,
where candidates to instantiate random oracles have bemwnkior some time, ad-
equate constructions for hashing into ordinary ellipticves have remained elusive.
In 2010, Brier et al. ] proposed the first generic construction indifferentigibden a
random oracle into elliptic curves. This construction igddctical significance since
it allows to securely implement elliptic curve cryptosyate We present a machine-
checked and independently verifiable proof of the securfitthis construction. The
proof involves the various notions of equivalence we dqvéhothis paper and is thus
an excellent testbed for evaluating the applicability of methods. Additionally, the
proof builds on several large developments (includingrys&ormalization of elliptic
curves P] and Gonthier et al. formalization of finite groupgf and demonstrates that
CertiCrypt blends well with large and complex mathematical librargesd is apt to
support proofs involving advanced algebraic and numbeo+ttical reasoning.

Organization of the paperThe remainder of the paper is structured as follows. Sec-
tion ?? provides a brief introduction t€ertiCrypt. Section?? introduces the notion

of statistical distance between probabilistic progranms describes programming lan-
guage techniques to bound it, whereas Se®tdefines weak forms of observational
equivalence and their associated reasoning principlesidBe?? presents a machine-
checked proof of the indifferentiability of a generalizatiof Brier et al.'s construction
from a random oracle into an abelian finite group; its appilicato elliptic curves is
discussed in Sec??. We survey prior art and conclude in Secti@¥and??.



2 An Overview of CertiCrypt

This section provides a brief description of tBertiCrypt framework. We refer the
reader to P] for further details.

2.1 Representation of Distributions

CertiCrypt adopts the monadic representation of distributions pregpdy Audebaud
and Paulin in P]. A distribution over a setl is represented as a monotonic, continuous
and linear function of type

D(A) £ (A —[0,1]) — [0,1]

where|0, 1] denotes the unit interval. Intuitively, an element of tyipeA) models the
expectation operator of a sub-probability distributiomiod. Thus, the probability that
a distributionu : D(A) assigns to an evetk C A can be computed by measuring its
characteristic functiodi x, i.e.Pr [z : X] £ pu(lx).

2.2 Programming Model

We model games as probabilistic imperative programs witicgdure calls. The set of
commandg is defined inductively by the clauses:

C ::= skip nop
| V+¢& deterministic assignment
| V& DE random assignment
| if £thenCelseC conditional
| while &doC while loop
| vV <— PE, ..., E) procedure call
| C sequence

whereV is a set of variables tagged with their scope (either locagllabal),£ is a set
of deterministic expressions, af?f is a set of expressions that denote distributions
from which values can be sampled in random assignments.elmettmainder, we let
true @4 false denote the Bernoulli distribution with success probapiit so that the
instructionz ¢ true @4 false assigngrue to 2 with probability §, and we denote by
x & A the instruction that assigns toa value uniformly chosen from a finite sét

A program (or game) consists of a commandnd an environmenk' that maps
procedure identifiers to their declaration, specifyinddtsnal parameters, its body, and
a return expression that is evaluated upon exit. (Althoughbgdures are single-exit, we
often write games using expliaiéturn expressions for the sake of readability.) Decla-
rations are subject to well-formedness and well-typedoesditions; these conditions
are enforced using the underlying dependent type syste@oqf Procedures corre-
sponding to adversaries are modelled as procedures withowrkcode.

Program states (or memories) are dependently typed fursdti@t map a variable of
typeT to a value in its interpretatiofi']; we let M denote the set of states. Expressions



have a deterministic semantics: an expressiof type 7' is interpreted as a function
[e] : M — [T]. The semantics of a commandh an environmenk relates an initial
memory to a probability sub-distribution over final memerig, E] : M — D(M).
We often omit the environment when it is irrelevant.

By specializing the above definition of probabiliy [ : X] to programs, we have
that the probabilityPr [G, m : X] of an eventX in a game& and an initial memoryn
is given by[G] m 1 x. The probability of termination of a gant@ starting in an initial
memorym is given byPr [G, m : true]. We say that a game Issslessf it terminates
with probability 1 independently from the initial memory.

In order to reason about program complexity and define thes ad& probabilistic
polynomial-time computations, the semantics of programsstrumented to compute
the time and memory cost of evaluating a command, given the &ind memory cost
of each construction in the expression language.

2.3 Reasoning Tools

CertiCrypt provides several tools for reasoning about games. One malifsta prob-
abilistic relational Hoare logic. Its judgments are of thenfi = G; ~ Gy : ¥ = &,
whereG; andG, are games, and and® are relations over states. We represent rela-
tions as first-order formulae over tagged program variablesuse the tagél) and(2)

to distinguish between the value of a variable or formuldmleft and right-hand side
program, respectively.

Formally, a judgmeni= G; ~ Go : ¥ = @ is valid, iff for all memoriesn; andms
such thatn; ¥ mo, we have thaf[G1] m1) L(®) ([Gz] m2), where L(P) denotes the
lifting of & to distributions. Relational Hoare logic can be used to prdaims about
the probability of events in games by using, for instance ftlowing rule:

mlgfmg ):GlNGQZW:>¢ ¢:>(A<1>$B<2>)
Pr[Gy,mq : A] < Pr[Ge,msq : B]

Observational equivalence is defined by specializing tdgruents to relation$ and
@ corresponding to the equality relation on subsets of pragrariables. Formally, let
X be a set of variablesrp,, m2 € M andfi, fo : M — [0, 1]. We define

my =x ma £ Vo € X.mi(z) = ma(z)

fi=x fo EVYmimo.mi=xmy = Ji(my) = fa(me)
Then, two game&; andG, are observationally equivalentw.r.t. an input set of valga
I and an output set of variabl€s written |= Gy ~/, Go, iff = G1 ~ G2 : =1 = =0.
Equivalently,= G, ~/, G, iff for all memoriesm;, ms € M and functionsfi, f» :
M —[0,1],

m1 =1 ma A f1 =0 fo = [G1] m1 f1 = [G2] m2 f2

Observational equivalence is amenable to automatierniCrypt provides mechanized
tactics based on dependency analyses to perform commomnaprdgansformations
and to prove that two programs are observationally equitdtete that observational



equivalence is only a partial equivalence relation). Thetmaized transformations
include dead code elimination, call inlining, inter- andréaprocedural code motion
and expression propagation.

We sometimes use a standard Hoare logic for reasoning ainglg programs. Its
judgments are of the forfiP} G {Q}, whereG is a game and® and( are predicates
on states. Formally, a judgmefiP} G {Q} is valid iff for every memoryn € M and
functionf : M — [0, 1],

PmANVm.Qm = f(m)=0) = [G]m f=0
This logic is subsumed by the relational Hoare logic,

= {P}G{Q) <= G ~skip: P(1) = Q(1)

3 Statistical Distance

Statistical distance quantifies the largest differencevben the probability that two
distributions assign to the same event. We refer?lddr an in-depth presentation of
statistical distance and its properties. Formally, théstteal distanceA (1, u2) be-
tween two distributiong; andus over a setd is defined as:

Apr,pe) £ sup py f— p2 f]
F:A—[0,1]

One important property of statistical distance that we desgly use in proofs is its
invariance under function application, i.e. for any funati#’ : D(A) — D(B) and
diS’[I’ibUl:i(:)l’1S,lJ,17 M2 overd, A (F(,ul), F(,U,g)) <A (,ul, ,U,g)

Remark.In the traditional definition of statistical distangéranges only over Boolean-
valued functions. Our definition is more convenient for oeasg about our monadic
formalization of distributions. We have proved@oq that the two definitions coincide
for discrete distributions.

3.1 A Logic for Bounding Statistical Distance

Statistical distance admits a natural extension to programe define the statistical
distance between two prograis andG, as follows:

A(Gl,GQ) d:ef H%&;(H[Glﬂ mff [[GQ]]mﬂ
Or, fixing an initial memorym,
Am (Gl,GQ) d:ef Hl?X|[[G1]]mf7[[G2Hmf|

We define a logic that allows to upper boud, (G, G2) by a function of the memory
m; the logic deals with judgments of the for{@,, G2) < ¢, where

(G1,G2) =g & Vm. A, (G1,G2) <gm=Vm f. |[Gi] m f =[G m f]| < gm



(skip, skip) =< Am. O[Sklp] [Ass]

V. A ([pu1] m, [u2] m) < gm[R q lcr,c2) = g (c1,ch) =g’
n
(& p,z & p) <g (e1;¢h,e2;65) 2 dm.ai]lm g + gm

(z+e,z<e€) 2 Am.0

[Seq]

(e, ct) 2o (c2,c2) < g2
(if b then c1 else co, if bthen ¢} else cb) < Am. if [b] m then g1 m else go m

[Cond]

(ci,e2) =g go(m) =0 gnt1(m)=if [b] m then [c1] m gn + g(m) else 0

[Whi]

(while b do c1, while b do c2)) < sup(An. gn)

(p.body(E1),p.body(E2)) X9 ¢g=xg¢g Vz.z € X = global(z)
(v < p(x),y < plx)) = g

[Call]

Fig. 1. Logic to bound the statistical distance between two prdisgioi programs

Figure?? presents the main rules of the logic; for readability, rndes stated for pairs
of commands rather than pairs of programs, and assume thaatin of programs are
executed in two fixed environments and E, respectively.

To prove the soundness, for instance, of the rule for seqiesdmposition, we
introduce an intermediate program ¢, (wherec; is executed in environmeitt; and
5 in environmentE,) and prove that the distance betwder ¢, ] m and[ey; ¢j] mis
bounded byfc,] m ¢’, while the distance betwedn; ; ¢5] m and[cs; ¢4] m is bounded
by ¢ m. The rule for loops relies on the characterization of theasgios of a while loop
as the least upper bound of iisth unrolling[while e do ¢],,, and on the auxiliary rule

([while b do ¢1]n, [while b do ca]n) < gn
(while b do ¢, while b do ¢3) < sup(An. g,,)

While the rules in Figur&@? are sufficient to reason about closed programs, they do
not allow to reason about games in the presence of advess#Weenhance the logic
with a rule that allows to bound the statistical distanceveen calls to an adversa®/
executed in two different environments and F, i.e. it allows to draw conclusions
of the form(A, A) < ¢.2 In its simplest formulation, the rule assumes that oradles a
instrumented with a counter that keeps track of the numbguefies made, and that the
statistical distance between the distributions induced tgll to an oracle < O(¢€) in
E; andE; is upper bounded by a constant.e. (O, O) < e. In this case, the statistical
distance between calls to the adversdriyn 4 andEs is upper bounded by- ¢, where
g is an upper bound on the number of oracle calls made by the satye

For the application presented in Secti®? we need to formalize a more power-
ful rule, in which the statistical distance between two &Famlls can depend on the
program state. Moreover, we allow the counter to be any ertegpression, and only
require that it does not decrease across oracle calls.

% For the sake of readability, we writed, A) < g instead of(z + A(&), = + A(é)) < g, and
likewise for oracles.



Lemma 1 (Adversary rule).Let. A be an adversary and lehtr be an integer expres-
sion whose variables cannot be written dyLeth : N — [0, 1] and define

[entr]m’—1
def

hente(m,m’) £ min [ 1, Z h(3)

i=[cntr]m

Assume that for every oract@,

(0,0) = dm. [E1(O)] m (Am. hente(m,m”))

and{cntr = i} E1(O) {i < cntr}. Then,

(A, A) < dm. [Er(A)] m (A, hener(m, m'))

3.2 Reasoning about Failure Events

Transitions based on failure events allow to transform aeyano another game that
is semantically equivalent unless sofadure condition is triggered. The main tool to
justify such transitions is the following lemma.

Lemma 2 (Fundamental Lemma).Consider two game&,, G, and letA, B, and F’
be events. IPr[G; : AA —F] =Pr[Gy : BA—F], then

[Pr[G; : A] — Pr[Gs : B]| < max{Pr[G; : F],Pr[Gy: F]}
Note also that if, for instance, gan® is lossless, theRr [G; : F] < Pr[G; : F.

WhenA = B andF' = bad for some Boolean variablead, the hypothesis of the
lemma can be automatically established by inspecting tde cbboth games: it holds
if their code differs only after program points settihgd to true andbad is never reset
to false. As a corollary, if two game&;, G, satisfy this syntactic criterion and e Gz
is lossless(Gy, Go)) < Am. Pr[Gg, m : bad].

4 Weak Equivalences

In this section we introduce quantitative notions of progexquivalence and equational
theories to reason about them.

4.1 Approximate Observational Equivalence

Approximate observational equivalence generalizes ¥aienal equivalence between
two games by allowing that their output distributions diftg to some quantity. In-
formally, two gamess; and G, are e-observationally equivalent w.r.t. an input set of
variables/ and an output set of variabl€s iff for every pair of memoriesn;, ms
coinciding on/,

A(([G1] m1)/ =0, ([G2]m2)/ =0) <€,



where for a distribution. over a setd and an equivalence relatidhon A, we letu/R
denote the quotient distribution pfover A/R. For the purpose of formalization, it is
more convenient to rely on the following alternative chéegzation that does not use
quotient distributions, in part because the underlyingisge ofCoq does not support
quotient types.

Definition 1. Two game$; andG; are e-observationally equivalent w.r.t. an input set
of variablesI and an output set of variablgs, written = G, ~, G, = e, iff for all
memoriesny, mo € M and functionsfy, fo : M — [0, 1]

m1 =y ma A fr =0 fo = |[G1] m1 f1 — [G2] m2 f2| <€

Figure??provides an excerpt of an equational theory for approxirobservational
equivalence; further and more general rules appear in thealodevelopment. Most
rules generalize observational equivalence in the exdegty. For instance, the rule
for random assignment considers the case of uniformly sampler two finite setsi
andB: in caseA = B, one obtaing = 0.

!
Eca~bea<ea Ec~be<e Eca~bico=<ed I'Cl OCO €<e

T 1
Ea~pes<ea+e Ec~pc <S¢

’
Ecar~hico<a Ed~F d<e

i 7
'ch;cl ~o C2;Co < €1+ €2

Ecacbcize EFacbde VYmm.Imm = [p]m=[V]m

k= if bthen ¢; else co 5 if b/ then ¢} else ¢ < ¢

€ = #(AQB”#_IA — ﬁ' +Il’laX{_#(;:>AB)7 #(EEA)}

#x&A:fu{z}x&Bje

Fig. 2. Selected rules for reasoning about approximate obsenatémuivalence

4.2 A Conditional Variant

The application we describe in Secti®@requires reasoning about conditional approx-
imate observational equivalence, a generalization of@pprate observational equiv-
alence. We define for each distributiprand eventP the conditional distribution |p

as
plp &N (Aa. M)
plp

Intuitively, i | p 1¢ yields the conditional probability af) given P.



Definition 2. A gameG; conditioned on predicat® is e-observationally equivalent
to a gameG, conditioned onP; w.r.t. an input set of variableg and an output set
of variablesO, written |= [G1]p, ~§ [Ga]p, = e, iff for any my,my € M and
fl,fg M= [0, 1],

my =rmz A fi =0 fo = [([Gi] m1) |p, f1 — ([G2] m2) |p, fo| <€

Conditional approximate observational equivalence suesuclassic approximate
observational equivalence, which can be recovered bydakin= P, = true.

5 Indifferentiability

In this section we present an application of the technigutesduced above to prove the
security of cryptographic constructions in the indiffetiehility framework of Maurer
et al. [?]. In particular, we consider the notion of indifferentilityi from a random
oracle. A random oracle is an ideal primitive that maps elema some domain into
uniformly and independently distributed values in a finigd; sjueries are answered
consistently so that identical queries are given the sara@em A proof conducted in
the random oracle model for a functién: A — B assumes thdi is made publicly
available to all parties.

Definition 3 (Indifferentiability). A procedureF that has access to a random oracle
h:{0,1}* — Alis said to be(ts, tp, g1, g2, €)-indifferentiable from a random oracle
H : {0,1}* — B if there exists a simulataf with oracle access t@{ and executing
within timets such that any distinguish& running within timet, and making at most
q1 queries to an oracl€; andq, queries to an oracl&, has at most probability of
distinguishing a scenario whei®, is implemented ag and O, ash from a scenario
where(; is implemented a&/ andQ, asS instead. Put in terms of games,

(Game G :L+«nil; b« D() | [GameG :L « nil; b« D() |

Oracle O:(z) : return F(z) Oracle O (z) :
Oracle Oy(z) : if z ¢ dom(L) then
if x ¢ dom(L) then y & B L(z) <y
y& A Lz) «y return L(x)
return L(x) Oracle Oz(x) : return S(z)

[Pr[G:b=true] — Pr[G :b=true]| <e

Random oracles into elliptic curves over finite fields aradsgfby built from a ran-
dom oracle: on the underlying field and a deterministic encodjitpat maps elements
of the field into the elliptic curve. Examples of such encgdimclude Icart function]
and the Shallue-Woestijne-Ulas (SWU) algorith?h [n general, and in particular for
the aforementioned mappings, the functjbis not surjective and only covers a frac-
tion of points in the curve. Hence, the naive definition of athfunctionH asf o h
would not cover the whole curve, contradicting the assuompthat / behaves as a
random oracle. In a recent paper, Brier et @.ghow how to build hash functions into



elliptic curves that are indifferentiable from a randomabesfrom a particular class of
encodings, including both SWU and Icart encodings.

We prove the indifferentiability of the construction putdeard by Brier et al. in the
formal framework ofCertiCrypt. The proof introduces two intermediate constructions
and is structured in three steps:

1. We first prove that any efficiently invertible encodifigan be turned into eeak
encoding Theoren??);

2. We then show an efficient construction to transform anykwesecodingf into an
admissible encodin@rheoren??);

3. Finally, we prove that any admissible encoding can beediinto a hash function
indifferentiable from a random oracle (Theorém).

Moreover, we show in Sec®? that Icart encoding is efficiently invertible and thus
yields a hash function indifferentiable from a random ogaghen plugged in into the
above construction. We recall the alternative definitiohseak and admissible encod-
ing from [?]. Note that these do not match the definitionsf put, in comparison, are
better behaved: e.g. admissible encodings as we define tiessioaed under functional
composition and cartesian product.

Definition 4 (Weak encoding).A functionf : S — R is an («a, €)-weak encoding
if it is computable in polynomial-time and there exists alyabilistic polynomial-time
algorithmZ; : R — S such that

1. {true}r & R; s« Zs(r) {s =LV f(s) =r}
2. Ere Ry s« I(r)] . :?S} [s ¢S] <e
3. Prre Ry s« Zf(r):s= 1] <1—-a"!

Definition 5 (Admissible encoding) A functionf : S — R is ane-admissible encod-
ing if it is computable in polynomial-time and there existgrababilistic polynomial-
time algorithmZ; : R — S, such that

1 {true}r & R; s« Zs(r) {s =LV f(s) =r}

2. ):r@R;seIf(r):?s}séSje

Brier et al. [?] prove that if G is a finite cyclic group of ordeV with generator
g, a function intoG indifferentiable from a random oracle can be built from aoyyp
nomially invertible functionf : A — G and hash functiona; : {0,1}* — A and
he : {0,1}* — Zx as follows:

H(m) £ f(hi(m)) @ g"=(™ 1)

Intuitively, the termg”2("™) behaves as a one-time pad and ensureshhabvers all
points in the group even jf covers only a fraction. Our proof generalizes this construc
tion to finitely generated abelian groups.

We begin by showing that any efficiently invertible encoding weak encoding.

Theorem 1. Let f : S — R be a function computable in polynomial-time such that
foranyr € R, #f *(r) < B. Assume there exists a polynomial-time algorithm
that givenr € R outputs the sef ~1(r). Then,f is an («, 0)-weak encoding, with
o= B#R/#S.



Proof. UsingZ, we build a partial invertef; : R — S, of f that satisfies the proper-
ties in Definition??:
Ty(r) : X <= I(r); b <& true ©ux/ p false;
if b = true then s & X; return s else return L

First observe thak  (r) fails with probabilityl —# f ~!(r)/ B or else returns an element
uniformly chosen from the set of pre-imagesrofand thus satisfies the first property
trivially. In addition, for anyz € S we have

Prlp & R s ¢ Zy(r) o =a] = i
1 -t S
Prr & R; S%If(T)iﬂéi]:ﬁz#fB(r) :B#;R
"€R

Hence, for a uniformly chosen the probability ofZ;(r) failing is exactlyl — a1,
and the probability of returning any particular valueSrconditioned to not failing is
uniform.

We show next how to construct an admissible encoding fromakvescoding into
a finite abelian group. Recall that every finite abelian gr@upisomorphic to a product
of cyclic group$
G~Zp, X+ X Lp,

If we fix generatorgy; for eachZ,,, then anyx € G admits a unique representation
as a vectofg;’, ..., g."). We uséog to denote the operator that returns the canonical
representatiod = (z1, ..., z) foranyz € G.

Theorem 2. LetG ~ Z,, x- - -xZy,, be afinite abelian group and let be a generator
of Z,, fori = 1...k. Assume thaf : A — G is an(a, ¢)-weak encoding. Then, the
function

F P AX Ly X X Ly, > G

Fla,z1,...,2r) = f(a) @ 97' ® - - - ® g;F

is ane’-admissible encoding intG, withe’ = € + (1 - ofl)TJrl for any polynomially
bounded!".

Proof. Sincef is a weak encoding, there exists a polynomial-time compeiakerter
Z; of f satisfying the conditions in DefinitioP?. Let7" € N be polynomially bounded.
Using Z;, we build a partial inverteZr of F' that satisfies the properties in Defini-
tion 2?2
Ir(r) i+ 0; a+ 1
while (i <T Aa= 1) do
28 Ly X o+ X L,
TETRG TR g
a+Tp(x);i+i+1
end;
if a # L then return (a, Z) else return L

4 The decomposition can be made unique by fixing additionatlitioms onn . .. ng.



Game Gy : 17 & G; s+ Zr(r) | IGameG7:s&AXZ

(Game G, : ) (Game IG5} [Gg) : )
r & G; 14+ 0; a <+ L;
1+ 0; a+ 1; while (1 <T Aa=1)do
while (1 <T Aa = 1) do &Gy aZIi(x); ii+1
&G 2 loglr@a™t); end;
a+Zs(x); i+ i+1 78 7
end; ifa # Lthena & A; s <+ (a,%)
Lifa# Lthens<+ (a,2)elses < L ) else bad <+ true;
L :_‘E_T__L_J: la & A; s« (a,2)] )
(Game Gs : ) . T .
r & G Game Gy :
i 0; a+ L 14 0; a<+ 1
while (i <T Aa = 1)do while (1 <T Aa=1)do
z&E Gy a+Z(x); i+ i+1 2 &Gy a—ZIp(x); i i+ 1
end; end;
Z+log(r@a™t); Z& Z;
Lifa# Lthens< (a,2)elses < L J Lifa# Lthens + (a,2)elses + L

Fig. 3. Sequence of games used in Theor&mm

The partial inverteZr runs in timetz,, = (T + 1) tz,, wheretz, is a bound on the
running time ofl ;. Hence Zr is polynomial-time for any polynomially boundéd

For the sake of readability in the following we UEdo denot&Z,,, x - -- X Z,, and
G to denotey;* ® - - - ® g;*. We prove that

r& Gy s Ip(r ~ séAije'
{s}

using the sequence of gam@s, . . ., Gz shown in Figure??, the mechanized program
transformations o€ertiCrypt, and the proof rules for observational and approximate
observational equivalence. We briefly describe the proluvhe

We obtain games, by first inlining the call toZr in the initial game and then
applying the following algebraic equivalence to transfah@ body of thewhile loop:

= Za Z mer@ﬁfgzij}wz}ac&@; Zelog(r@a™t)

We obtain gamés3 by moving the assignment tooutside the loop in gamé..
This transformation is semantics-preserving becaugenever used inside the loop
and the value that it has when exiting the loop only dependhemwalue ofx in the

last iteration. Formally, this is proven by unfolding thesfiiteration of the loop and
establishing that the relation

={i,z,a,r} A (2: 1Og (’I" ® m_l))<1>



is a relational invariant between the loop@ and the loop resulting from removing
the assignment t6. By appending? «+ log (r ® z~ 1) to the latter loop, we recover
equivalence on.

Sincer is no longer used inside the loop, we can postpone its deinéfter the
loop, and use the following algebraic equivalence to sargijstead of-

EreG; 2+ log(reaz) Q}f,i,z}gé‘ Lir+z®7,

We obtainG, by additionally removing the assignmenttowhich is now dead code.
For the next step in the proof we use the fact that a weak encoding and therefore

the distribution ofa after a calla < Z;(x) conditioned tox # L is e-away from the
uniform distribution. This allows us to resample the valfie after the loop, provided
a # 1, incurring a penalty on the statistical distance of the distributionsdbetween
G4 andGs. To prove this formally, leb be the condition of the loop andts body. Ob-
serve that the semantics of the loop coincides with the séasaf its (7'+ 1)-unrolling
[while b do ¢]r+1. We show by induction off” that for any|0, 1]-valued functionsf, g

Stf ={a’} G
mi=gme A mi(a) =L = [[a]m f'~[ea] mag'| <e

where
c1 = [whilebdo ¢]ry1; if a # L thend' + a

cs = [whilebdo ¢|ry1; if a # L thend' & A
f'(m) =if m(a) # L then f(m) else 0
g'(m) = if m(a) # L then g(m) else 0

and use this to conclude theapproximate equivalence &f, andGs.

SinceG; and G4 are syntactically equivalent except for code appearingr dlihg
bad is set, we apply the corollary of the Fundamental Lemma irti@e@? to obtain
the bound

(]G57 GGI) j Pr [G5 : bad]

Since the probability of failure df; on a uniformly chosen input is upper bounded by
1 — o~ !, we can show by induction dfi that

Pr[Gs : bad] < (1 — ofl)T-H ,

from which we concludé= Gs z?s} Ge < (1— ofl)TH.

By coalescing the branches in the conditional at the en@adind removing dead
code, we prove that the game is observational equivalerttavand z’ to the game
as A 78T s (a, z), which is trivially equivalent tdG.

By composing the above results, we conclude

EG o, G et (1-a )" )

We must also show that= | Vv F(s) = r is a post-condition 06,. As G; and
Ggs are observationally equivalent with respecttandr, it is sufficient to establish the
validity of the post-condition fos. We show thatt = L = x = f(a) is an invariant
of the loop. When the loop finishes, either= L and in this case = 1, ora # L and
we haveF'(s) = f(a) @ 7 =z @r@z !t =r.



Finally, we show that the composition of an admissible enugpd : S — R and a
random oracle int® is indifferentiable from a random oracle inft

Theorem 3. Let f : S — R be ane-admissible encoding with inverter algorithm
Zy and leth : {0,1}* — S be a random oracle. Therf, o h is (ts,tp,q1,q2,€)-
indifferentiable from a random oracle intd, wherets = q; tz, ande’ = 2(q1 + g2)e.

Before moving to the proof of Theore®?, we prove the following useful result.

Lemma3. Let f : S — R be ane-admissible encoding with inverter algorithiy.
Then
Esa& S r« f(s) z?hs} & Ry s ZLs(r) <2

Proof. Define

ci = s&S;r+ f(s)

cf Er& Ry s« ZIi(r)

c1 = ¢y ifs= Lthenr & Relser « f(s)

c2 = c¢y; if s = L thenbad < true; r & Relser < f(s)
c3 = c¢y; if s = L then bad < true else r + f(s)

Since the first branch of the conditionaldnis never executed, we have:

E z?hs} c1

Due to the second property of Definiti@f, the distributions of after executing; and
cy aree-away. Using the rules for approximate observational exjaivce, we obtain

Ea z?ﬁs} ey <€

The corollary to the Fundamental Lemma in Sect®himplies that(ca, c3) =<
Pr [co : bad]. Moreover,

Prico:bad] =1—Pricy:s# L] =Pr(s& S:s# L] —Pricy:s# L] <e

where the last inequality holds again because of the secanbpy of Definition??.
Since the final values of ands in programsc; andcs are independent of the initial
memory, we have

E co :?7-,5} c3 €

BecauseZ; is a partial inverter forf, theelse branch of the conditional in; has
no effect and can be removed, and thugs Z?T_s} cy. We conclude by transitivity of
approximate observational equivalence. '

Proof (of Theoren??). Let D be a distinguisher against the indifferentiability o6 h

making at most;; queries ta®; and at most, queries ta0,. We exhibit a simulator
S that uses a random oracle infbto simulateh and show thaD cannot distinguish a
gameG where(O; andQ, are implemented by o h andh respectively from a game
G’ where they are implemented Byand a random oracle int8 instead. An overview



( Game G : L « nil; b < D() ) (GameG': L « nil; b+ D() )

Oracle O:(z) : Oracle O:(z) :
if x ¢ dom(L1) then if « ¢ dom(L1) then
s& S; Li(z) s r < O(z); s« Zs(r); Li(z) < s
return L (x) return L1 (x)
Oracle Oz (z) : Oracle Oz (z) :
if z ¢ dom(L2) then if « ¢ dom(L2) then
s 4 O1(z); v« f(s); La(z) «r r& R; La(z) <7
return L2 (x) return L2 ()
\ J J
} f
[ Game G, : L « nil; b« A() ] [ Game G, : L < nil; b+ A() ]
Oracle O(z) : Oracle O(z) :
if z ¢ dom(L) then if « ¢ dom(L) then
s & S, r < f(s); L(z) < (s,7) r & R; s+ Ip(r); L(z) < (s,7)
| return L(z) J | return L(z) ]
( Game GP? : L « nil; b + A() ) [ Game G5*® : L « nil; b+ A() )
Oracle O(z) : Oracle O(z) :
if z ¢ dom(L) then if « ¢ dom(L) then
if [IL| < g1 + g2 then | if |L| < q1+ g2 then
s& S5+ f(s) s& S5+ f(s)
else bad < true; s & S; r < f(s) else bad < true; 7 & R; s < I¢(r)
L(z) < (s,7) L(z) < (s,7)
return L(x) return L(x)
. J U J

Fig. 4. Games used in the proof of Theor&n

of the proof, including these two games and the definitiorhefdimulator is shown in
Figure??.
Our goal is to prove

|Pr[G : b =true] — Pr[G :b=true]| < 2(q1 + q2)e (3)

The crux of the proof is an application of Lemr@ In order to apply it, we need first
to transform the initial games to replace oraalgsandO; by a single joint oracle that
simultaneously returns the responses of both. Ugmave construct an adversayy
with access to a single joint oracle, such that gaesdG’ are equivalent to games
G; andG, in the figure. Adversaryl simply calls the distinguishéP and forwards the
value it returns; it simulate®,; andOs by using its own oracl®.

We assume without loss of generality the equivalence betweenesG and Gy,
andG’ and Gy, respectively. This is identical to the assumption ?hthat the distin-
guisher always makes the same queries to both its oraclese$ts andG; satisfy the
equalities:

Pr[G : b= true] = Pr[Gy : b = true] Pr[G :b=true] = Pr[Gs : b = true]



Furthermore, sinc® makes at mosf; queries to0; andgs queries to oracl®-, A
makes at most = g1 + g2 queries to its oracle.

We next transform the implementation of ora€lén gamesG; andGs to enforce
the boundy; + g2 on the total number of queries. After the allotted numbenadrigs is
exhausted, oracl® behaves the same way in the two games. This ensures thagrfurth
gueries will not make the statistical distance betweenwloggames grow and paves the
way to applying Lemm&?. This transformation preserves observational equivalenc
because we know that will not make more queries than allowed. One way of justifyin
this is using the syntactic criterion for Lemr?&. we annotate the games with a flag
bad that is set tarue at points where the implementations of the ora@lim the games
differ and obtain

Pr [G?ad : b= true A =bad| = Pr [Ggad : b = true A —bad]

But sincebad = ¢ < |L] is an invariant andL| < ¢ is a post-condition of both
games,
Pr [G?ad : b= true| =Pr [Ggad : b = true]

We can now apply Lemm®@? between game§, andG524, takingcentr = |L| and
h(i) = if i < g then 2¢ else 0. The second hypothesis of the lemma, i.e that a call to
E5(O) cannot decreasé |, is immediate. We can assume tBat < 1 (otherwise the
theorem is trivially true). Then,

[entr]m’—1 [entr]m’—1

Z h(i) < 2qe < 1, and Ay (m,m’) = Z h(i)

i=[cntr]m i=[cntr]m
We are only left to prove that
(E2(0), ES24(0)) < Amn. [E2(O)] m (Am. hener(m, m’))

Doing a case analysis on the conditionse dom(L) and|L| < ¢ yields four cases;
three of them yield a null distance and are immediate. Thengimg case, where: ¢
dom(L) and|L| < g, yields a distanc&e and follows from Lemm&??. We finally
obtain(Gz, G529) < 2(q; + g2)¢, which combined with the previous results implies the
desired inequality.

6 Application to Elliptic Curves

This section discuss the application of the proof preseintdble previous section to
hashing into elliptic curves.

LetF,~ be a finite field of cardingb™, with p > 3 prime. An elliptic curve over
F,= is defined by the equatioli? = X3 + aX + b where the parameters b are
elements off,» such thatla® 4+ 27b* # 0 (the curve must be non-singular). The set of
points of such a curve, which we dendig;, can be construed as a finite abelian group
with the point at infiniteO as the identity element. Furthermore, it can be shown that
the groupE, ; is either cyclic or a product of two cyclic groups.



Hence, applying the results from the previous section, atynomially invertible
function into aE, ;, can be transformed into a hash function that is indiffeedié from
a random oracle. In particular, this holds for Icart encggas we show next.

Forp™ = 2 (mod 3), Icart functionf, , : F,m — E, ; is defined as:

(z,uz+v)ifu#0

fap(u) € L ((=b)3,0) fu=0Aa=0 (4)
o} ifu=0Aa#0
6\ 5 2 3a — u?
h _ 2 5w u” _ a—u
where T (v b 27) + 3 v 6u

As a side remark, observe that the original definition onlglslevith the case # 0;
the definition for the case = 0 was suggested to us by Thomas Icart in a private
communication.

The set of pre-images of a point in the curve under Icart fonatan be computed
efficiently by solving for the roots of polynomials ovEj~ of degree at most 4—any
pointin the curve has at most 4 pre-images:

1/ et J 10} ifa#0 1 s [{ulu® —6uX +6Y =0} ifa=0
Jay (0) {(7] ifa=0 fap(X,Y) {uju* — 6u?X + 6uY = 3a}if a #0

This can be done using any efficient algorithm for factorirmypomials over finite
fields, e.g. Berlekamp’s algorithm. Thus, Icart encodingdf/nomially invertible.

Formalization. To apply our generic proof of indifferentiability to Icamfiction, we
proceeded as follows:

1. We integrated Théry’s formalization of elliptic curvEg in our framework, and
showed that the set of points of the elliptic cuiiig;, can be construed as a finite
cyclic group, as defined in SSRLECT standard library7?];

2. We defined Icart function, and showed that it generatestpan the curvek, ;.
This required showing the existence of cubic roots in thel figl- (the cubic root
of x € Fm is the elemeng(2P™ —1)/3);

3. We defined the inverse of Icart function, for which we nektileassume a polyno-
mially efficient method for factoring polynomials of degré@ver the underlying
field, as no existingcoq library readily provides the necessary background;

4. We applied Theorea? to show that Icart function is afn, 0)-weak encoding,
with a« = 4N/p™ whereN is the order off, »;

5. We applied Theorer?to show that” : F,m x Zy, defined ag'(u, z) = fap(uw)+
g%, whereg is a generator df., is ane-admissible encoding, with= (1—a~1)7
for any polynomially bounded;

6. We finally applied Theorerd?to show that iff" is composed with a random oracle
into Fpm x Zy (equivalently, a random oracle ini),~ and a random oracle into
Zn), the resulting construction {$s, tp, ¢1, g2, 2(q1 + g2)e)-indifferentiable from
a random oracle int&, ;, wherets = q1 tz, = q1 (T' + 1) t;-1 andt;-1 is an
upper bound on the time needed to compute the pre-image ahawualer Icart
function, i.e. to solve a polynomial of degree 4kip-.



7 Related Work

Weak EquivalencesThe impossibility to achieve perfect security has motidagev-
eral proposals for weaker, quantitative, definitions olsitg. Prominent examples in-
clude notions of confidentiality based on information thel®; ?, ?, ?]. More recently,
Dwork [?] has suggested differential privacy as an alternativeondtiat quantifies the
privacy guaranteed by confidential data analysis; Barttad. ¢P] builds on the work
presented in this paper and reports on an extension aténéCrypt framework for
reasoning about differential privacy. All of these defimits can be construed as quan-
titative hyperproperties?], and readily extend to relational properties that areadios
related to statistical distance.

Approximate observational equivalence is also closelsteel to weak notions of
bisimulations P]. In fact, approximate observational equivalence nalyggneralizes
to an approximate relational Hoare logic. The latter is dasea notion of approximate
lifting of a relation that is closely related to the notioredsn [?].

Hashing into Elliptic CurvesA number of highly relevant cryptographic constructions,
including identity based scheme3 pnd password based key exchange protocdls [
require hashing into elliptic curves. Indeed, there haventeenumber of proposals for
such hash functions, see for instan@g?] ?]. Recently, Farashahi et aR?][developed
powerful techniques to show the indifferentiability of hdanction constructions based
on deterministic encodings. Their results improve ®Jnip the sense that they apply to
a larger class of encodings, including encodings to hyfietielcurves, and that they
provide tighter bounds for encodings that are covered bly bwtthods.

Formalization and Verification of Elliptic CurvesTo our best knowledge, our work
provides the first machine-checked proof of security foyg@trgraphic primitive based
on elliptic curves. There are, however, previous works @nféimalization of elliptic
curves: Hurd, Gordon and Fog][report on the verification in HOL of the group laws,
and an application to showing the functional correctneg€&l@amal encryption. Théry
and Hanrot P] used theCoq proof assistant to formalize the group laws, and show how
the formalization of elliptic curves can be used to buildafint reflective tactics for
testing primality.

8 Conclusion

This paper reports on a machine-checked proof of a recemstremtion to build hash
functions that are indifferentiable from a random oracte ian elliptic curve. The ex-
ample is singular among other examples that have been fiaedalsingCertiCrypt,
because it involves complex reasoning about algebraic gegrand requires the for-
malization of new weak forms of program equivalence.

The formalization establishes the ability @&rtiCrypt to integrate smoothly with
existing libraries of complex mathematics. Overall, thenfalization consists of over
65,000 lines ofCog (without counting components reused from the standardriis
of Cog and SSReflect), which break down as follows: 45,000 lines corresponding t



the originalCertiCrypt framework, 3,500 lines of extensions@ertiCrypt, 7,000 lines
written originally for our application to indifferentiality, and 10,000 lines of a slightly
adapted version of Théry] elliptic curve library.

Our work paves the way for further developments. We are qadily interested in
leveraging our earlier formalization of zero-knowledgetprols [?] to statistical zero-
knowledge, and to use the result as a back-end for a cegiBfcompiler, in the style
of [?]. We also intend to pursue the machine-checked formatinatf indifferentia-
bility proofs, and in particular to show that the finalistsNIST SHA-3 competition
are indifferentiable from a random oracle. Finally, it wdblde of interest to enhance
EasyCrypt [?], an automated front-end that generates verifiable sgqumabfs inCer-
tiCrypt, so that it can manipulate the notions of equivalence censitlin this paper

(andin [?7]).



