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Comparison between two multi objective
optimization algorithms : PAES and MGDA.
Testing MGDA on Kriging metamodels

Adrien Zerbinati, Jean-Antoine Désidéri and Régis unaau

Abstract In multi-objective optimization, the knowledge of the Rarset provides
valuable information on the reachable optimal performadcaumber of evolu-
tionary strategies (PAES [4], NSGA-II [3], etc), have beeogmsed in the literature
and proved to be successful to identify the Pareto set. Hexy#lvese derivative-
free algorithms are very demanding in computational timeddly, in many areas
of computational sciences, codes are developed that iac¢hel calculation of the
gradient, cautiously validated and calibrated. Thus, terr@te method applicable
when the gradients are known is introduced presently. Usiolgver combination
of the gradients, a descent direction common to all criteridentified. As a natural
outcome, the Multiple Gradient Descent Algorithm (MGDA)dsfined as a gen-
eralization of the steepest-descent method and compatbdAES by numerical
experiments. Using MGDA on a multi objective optimizatiamplem requires the
evaluation of a large number of points with regard to créeaind their gradients. In
the particular case of CFD problems, each point evaluasieriy costly. Thus here
we also propose to construct metamodels and to calculatexprate gradients by
local finite differences.

1 Introduction

The numerical treatment of a multi-objective minimizatismisually aimed to iden-
tify the Pareto set or a convenient subset of it. In the lite several authors have
proposed to achieve this goal by various algorithms, eaehadlapting a particular

Adrien Zerbinati
INRIA, 2004 route des lucioles 06902 Sophia Antipolis, einarien.zerbinati@inria.fr

Jean-Antoine Désidéri
INRIA, 2004 route des lucioles 06902 Sophia Antipolis edmjaan-antoine.desideri@inria.fr

Régis Duvigneau
INRIA, 2004 route des lucioles 06902 Sophia Antipolis ednragis.duvigneau@inria.fr



2 Adrien Zerbinati, Jean-Antoine Désidéri and Régis igneau

Evolution Strategy (ES). Such approaches are compareceibdabk of Deb [3].
Using a sufficiently diverse initial sample, these methodslpce a discrete set of
2 by 2 non-dominated points. However, the most commonly useithods are very
demanding in terms of computational time, as ES do in general

In the particular case in which the gradients of the objecfiinctions are at
reach, at the current design point, faster algorithms catelieloped. In the convex
hull of the gradients of the objective functions, a direstixists along which all cri-
teria diminish [1]. The MGDA results in utilizing this dirdon as search direction
and optimizing the stepsize appropriately. In this waydlassical steepest-descent
method is generalized to multi-objective optimization.p\png MGDA thus cor-
responds to a phase cdoperative optimization.

In section 2, theoretical aspects leading to MGDA are briedballed. A com-
plete presentation is available in [1]. In section 3, resafta numerical experimen-
tation on a classical test case are presented and commented.

2 Theoretical aspects

2.1 Cooperative-optimization phase : Multiple-Gradient Descent
Algorithm (MGDA)

Here, to be complete, we review briefly the notions develapdd]. The general
context is the simultaneous minimization 0f(n € N) smooth criteria (or disci-
plines)J(Y) (Y : design vectory € RN). Starting from an initial design point that
is not Pareto optimal, a cooperative optimization phasefgdd that is beneficial
to all criteria.

2.1.1 Pareto concepts

Following [1], we introduce the notion d?areto stationarity: a design poiny? is
said to be Pareto stationary if there exists a convex cortibmaf the gradients of
the smooth criterid; that is equal to 0 at this point. Thus :

Definition 1. The smooth criterid(Y) (1 < n < N) are said to b&areto stationary
at the design point? if:

e Vi=1,.,n W=03(Y;
n

n
1)i=1,..,n> 1 iZO i iZO i Uj

Inversely, if the smooth criterid(Y) (1 <i < n) are not Pareto-stationary at the
given design poinY?, a descent directiocommon to all criteria exists.
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2.1.2 Existence and uniqueness of the minimal-norm element

Consider a family of vectors, denotéd)ici, 1 <i <n. The following lemma holds :
Lemma 1 (Existence and uniqueness of the minimal-norm elemé). Assume :

e {U}(1<i<n)afamilyof nvectorsin RN ;

e 7/ bethe set of strict convex combinations of these vectors::

n n
U={weR"w="S aqu’; a0 >0,Vi; Sa=1p.
{ 2,04 2,

and 7 its closure, or convex hull.

Then, o o
Nwew, Yue7 : (4w > (ww) =|w|?

(The elementw exists since% is closed, and it is unique siné is convex; as a
result,Yu € 7, andve € [0,1], w+ £(U— w) € 7, and||w+£(U— w)|| > |w],
and this yields the conclusion [1]).

In the case of two criteria, three configurations of the twadignts can be con-
sidered, as illustrated below 1:

v w u ()

Fig. 1 Various possible configurations of the two gradient-vecioe u; andv = U and the
minimal-norm element.

This result applies in particular tg for all i. But, (u;, w) is the Frechet-derivative
of Ji in the directionw. Hence, ifw # 0, the Frechet-derivatives of all the criteria
are bounded from below by the strictly positive numh)emz. The direction—w s
therefore a descent direction common to all criteria. Thesesiderations yield the
following:

Theorem 1.Let J(Y) (1 <i <n<N,N & N) be n smooth functions of the vector
Y € RN. Assume Y? is an admissible design-point. We denote u® = [0J;(Y?) and :

n n
U =weRN, w=S aqu;Vi,0i >0; 5 ai =1 (1)
rers we S aiviazod oz}

Let w be the minimal-norm element of the convex hull %, closure of % . Then :
1. Either w = 0, and the criteria J(Y) (1 <i < n) are Pareto-stationary ;
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2. Or w# 0and —wisadescent direction commonto all the criteria; additionally,
if w € %, theinner product (U, w) isequal to ||w||? for all e % .

Based on these results, when the gradients of all the eritam be computed,
the following algorithm (MGDA) proceeds by successive stéat are beneficial to
all criteria. In the practical implementation, one spesifietolerancero. on || wl|
below which the linesearch is not performed.

2.2 Convergence of the MGDA

Provided that the criteria are formulated to be smooth,tijpesand infinite at in-
finity, the sequence of iterates produced by the MGDA has Ipeeved to admit
a subsequence converging to a Pareto-optimal point [1].r@aa purpose of this
report is to illustrate this convergence by numerical ekpents using testcases of
variable complexity.

2.3 Practical determination of the vector w

In the general casen(> 2), w can be calculated by numerical minimization of the
quadratic form that expressés||® in terms of the coefficient$ai} of the con-
vex combination, subject to the inequality constraigits> 0 (Vi), and the linear
equality constraing; aj = 1. Many routines are effective to perform this optimiza-
tion, for instance certain evolution strategies. Howetteg, problem may become
ill-conditioned for large dimensions.

However, in the particular case of two objectivescan be expressed explicitly.
Recall Figure 1, for whichu = u; = (0J; andv = up; = OJ,. In this figure, the gra-
dient vectors, elements &\ are represented as vectorsisf with same origin O.
This results in no loss of generality since only the normshef two vectors, and
the angle between them do matter. Eliminating the triviagleca whichu = v (for
which w = u=v), the convex hull is then represented by the segmenbnnecting
the extremities of these representative vectors.dretbe the vector whose origin
is O, and extremity is the orthogonal projection of O ontolthe that supports the
segmentv (convex-hull). If the vectoro™ is in the convex hull, that is, if its rep-
resentative points on the segmemt it is w; otherwisew is the vector of smallest
norm betweemn andv. Thus let:

w=(1-a)u+av (2)

and computexr- for which the above convex combination is orthogonalite v,
thatis :
aJ_ _ (U,U—V)
(U—v,u—v)
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If at+ €[0,1], a = a*; otherwise,a = 0 or 1, that is,w = u or v, depending on
whethera* < 0 or> 1.

2.4 Line-search

This part deals with the determination of the step lengtre(search). In multi cri-
terion optimization, it is not easy to compute a satisfacgiep with respect to all
criteria producing a significant evolution. An adaptativethod to compute a satis-
factory step for each multiobjective problem would be canegat.

At the current design point, the Frechet-derivatives oftal criteria are strictly
negative (and equal b € 7). For each criterion, a surrogate quadratic model is
constructed after computing three function values, andeade@ optimum stepsize
pi is calculated corresponding to the location of the ith sgate model’s minimum.

Ji (9)

Ji() T
1 Ql 02

Fig. 2 Variation of normal-
ized the cost functions with
the stepsizeo in —w direc-
tion.

Now, we choose the global stgpas the smallegt; :

= min
p i,1<i<n

The vectorw is such thatyi, p; > 0 andp > 0. Whenevep = 0, MGDA is inter-
rupted.

3 Numerical experimentation

In this section, we conduct numerical experiments to demnatesthe convergence
of MGDA to Pareto optimal solutions, and to compare this gt with PAES

[4].
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3.1 Fonseca test case

This testcase corresponds to the two-objective unconstlaminimization of the

functions
fi(x) =1— exp(— i (xi - %3) 2)
fo(x) =1— exp(— i (xi + %) 2)

The design variable is= (x1, X2, X3) € R3. This testcase is known to yield a con-
tinuous but concave Pareto set in function space. Here, gtetdPset is not known
analytically, but has been well identified by Deb using thé-keown genetic algo-
rithm NSGA-II [3]. To obtain an accurate discrete repreagah of the Pareto set
by MGDA, we have applied the method starting from a set of sbiaitial design
points located on a sphere in the design-space (Figure 3).

. - 0 g
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", )
» P
. bl ‘e
.
'ﬂb.. .
. \\ .~
. .
° './ % .y .
P ~
o5 o . . .« * et e *
. : o
= AL MeoA . . * .
s Lo mmaser . 02 *
. JFFmACwico; -
; « INITAL SET .
T T T T T T ‘l/!/! 2
R 1 o 5 . ! i %

Fig. 3 Convergence of MGDA to the Pareto front, for several iniie$ign points., in design space
(%Y, 2) (left) and in function spacef(, f,) (right)

In all cases, MGDA converges and provides an accurately ettfioint on the
Pareto set (Figure 4).

In the next experiment, we have first applied PAES twice, ¢iaoh starting from
a different design point and generating 50 others. Thenéh®mning dominated
design points have been discarded. Thus less than one liutesign points have
been archived. This set is compared on Figure 5 with thetretapplying MGDA
starting from 12 well-distributed initial design points, that the number of function
evaluations is the same in the two cases. MGDA again prodiesgn points closer
to the Pareto set (improved accuracy), but here in a fewebeum

However, at identical computational cost, generally, PAi&duces more di-
versity in the final result. Thus it appears interesting tmbme the accuracy of
MGDA with the robustness of PAES in a hybrid method. To chdtg, twe have
used the two methods sequentially: PAES first to generatee&fgl points, retain-
ing 8 nondominated design points, then used as intial p&ontgl GDA.
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Fig. 4 (Fonseca test case) Convergence of MGDA to the Pareto fimmseveral initial design
points.
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Fig. 5 (Fonseca test case) Pareto set approximated discretekiby 8nd MGDA.

In each case about 3 to 4 iterations are sufficient to convamgeproduce the
accurate result indicated on Figure 6.

4 Applying MGDA on a Kriging metamodel

In this section, we conduct numerical experiments to demnatesthe convergence
of MGDA to Pareto optimal solutions in conjunction with Kimgy metamodels. A
first Kriging metamodel is constructed with an initial dedab. From each initial
point, MGDA yields to a better point used subsequently toatpthe metamodel.
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1
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Fig. 6 (Fonseca test case) First step with a large PAES followed BDK iterates on each non

dominated point found. Design space on the left, functispakce on the right.

4.1 Kur test case
This testcase corresponds to the two-objective unconstlaminimization of the

functions
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2 3

qi(x) = — Z—lOeXp(—O-Z\/X?eriil) , G2(X) = Z (Ixi|°® +0.5sin(x))
i= i=

The design variable is= (X1, %2, X3) € R3. This testcase is known to yield a noncon-
vex discontinuous Pareto set in function space. Two geinesabf non dominated
points applying PAES from different initial configuratiogives a good discrete ap-
proximation of the Pareto front obtained by Deb [3]. Figuighdws that the Pareto
set is here discontinuous, especially in the design spauesenthree distinct groups
of points are evident.

Pareto set sample KUR test case Pareto set sample KUR test case

o2 + Pareto set sample| + Pareto front sample|
om
&0
e
.
’ %
.
o e
< 4
R A}
6 ."‘
- s,
AT

~10F

-12
20 -19 -18 -17 -16 -15 -14
9

Fig. 7 (Kur test case) Discrete Pareto front produced by 2 genasmibf PAES optimization.

In the next experiment, we have first applied PAES once fromioitial design
point to generate 100 new points. PAES sorts out 11 non ddednaoints from
these 100. For each point obtained, MGDA produces a new aserclo the Pareto
front, as illustrated by Figure 8.

Because of the sine in the second function, this test caseudtamodal problem.
Thus optimization algorithms based on Gradient descerntadsthave experience
difficulties. To asses the MGDA, a clever strategy must bepsatbto generate a
sufficiently diverse set of initial points. Presently we asenitial small and diverse
set of design points forming a sample of a latin hypercubés 3ét gives a Kriging
metamodel on which MGDA drives each initial point to a bettee in terms of
function values. If the MGDA points are sufficently widespdea new metamodel
is constructed with the initial set augmented. Wheneverva p@nt is found too
close to another one in the database, it is not considerepdate the metamodel.
In a few iterations of this method, best points obtained &rgecto the Pareto front.
The following experiment (Figure 9) is based on a set of 1fahdesign points
from [-5,5]% evaluated with respect tg; and gy, after 10 iterations of the pro-
cess described above. The computational cost correspod@sgoint evaluations,
including the database but not the metamodel construction.
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Fig. 8 (Kur test case) Applying MGDA to each non dominated pointrfrone PAES generation
of 100 points (sort 11 non dominated).

4.2 CFD test case

The last experimentis an optimum-shape design in comilesgrodynamics. The
transonic flow . = 0.83,a = AoA = 2°) about a generic aircraft wing is simulated
by the solution of the 3D Euler equations by an upwind finiteigge method over
an unstructured mesh of some 200,000 points generated byfteare GMSH [7].
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Fig. 9 (Kur test case) Evolution of points gived by MGDA on an eviigtKriging metamodel.
10 initial design points lead to 43 points

The cross sections of the wing are made homothetic with adinariation in the
spanwise direction. Thus only the shape of these sectionairfoil, is optimized.
This airfoil is represented by 7 B-spline functions for thmpar surface, and 7 other
ones for the lower surface. The leading and trailing edge$xed, and this permits
us to introduce a total of 10 geometrical design variablesally, these variables
are set to define a cross section close to the classical NACA8Dfoil.
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MGDA is used here to solve the two-criterion optimizationlpiem consisting of
maximizing the lift coefficient and minimizing the drag ceient simultaneously,
starting from the specified initial geometry.

An initial set of 40 design points forming a sample of a latipércube inR°
haa been considered. This first set of datapoints is employé&do purposes. First,

MGDA on surrogate model

&= MGDA convergence
—0.42t ® final point ._.
v initial point

-0.44+

-0.46

-0.48

—lift coefficient

-0.52

-0.54 final
final (reevaluated flow)

(metamodel)

-0.56 . : !
0.015 0.02 0.025 0.03

drag coefficient

Fig. 10 (Eulerian flow test case) Example of the convergence of MGid#nfan initial database
point on the metamodel and the corresponding simulatiaritrpsint.

it is used to construct initial Kriging metamodels of botimétions (lift and drag).

Second, itis used throughout the following cycle to prodtigting points to initiate

the MGDA iteration in different conditions. This iteratismiconducted until conver-
gence using at every iteration, gradients that are cakditay local finite-differences
of the metamodels. Each converged point belongs to thedseetssociated with
the two-criterion problem related to the metamodels. Ihentreealuated by a flow
computation, and added to the database unless it is founcldee to an existing

point. At completion of this database enrichment procéssntetamodels are up-
dated, and this completes the cycle. In practice, in whabvia, only two cycles

were performed.

Figure 10 represents the convergence of MGDA from a padicuaitial database
point. The figure indicates the converged point and the pabtdined by the same
design reevaluated by an Euler flow computation (actuaafitt drag).

Figure 11 represents the initial database of 40 points amdltimate database.
With only 95 calls to the CFD solver, a significant improvereiboth criteria is
achieved and visibly, an approximate Pareto front begirfigrio.

Figure 12 represents pressure fields on the wing and the sirsnpiane, corre-
sponding to 3 particular non dominated points of the ultegtabase (points 1 and
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MGDA on surrogate model

® increased database v
011w intial database v V

—lift coefficient

-0.55 . !
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045
drag coefficient

Fig. 11 (Eulerian flow test case) Evolution of datapoints by MGDA lggpto Kriging metamodels
of lift and drag; the dataset is made of 40 design pointsaifytiand 95 ultimately. All points are
Eulerian simulation result.

3 of Figure 11 on top and bottom respectively). Point 1 cqoesls to the flow with
the shock wave of strongest intensity of the three; it predube largest values of

both lift and drag. Inversely, point 3 is associated withghmllest values, and point
2 with intermediate.
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(point 1)

(point 2)

(point 3)

Fig. 12 Pressure field associated with design points 1, 2 and 3 ofé&itli
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5 Conclusion

In this article, we have tested by numerical experiment anttg proposed gradient-
based algorithm for multiobjective optimization, MGDA [1]

First, the convergence to Pareto-optimal solutions haa bdeenonstrated in an
analytical testcase corresponding to a continuous, butas@Pareto front (Fonseca
test case). Additional information on this comparison caridund in [6].

Second, MGDA has been compared with the well-known PAESritkgo. Both
the Fonseca and Kur testcases have been considered in itiggudson. We found
that the two algorithms have particular merits of their oRAES is very effective to
converge to a very diverse dataset, whereas MGDA achieigstly if the initial
set of design points is itself diverse. However, the itggationvergence of MGDA
which makes use of (approximate) gradients is much fasters both algorithms
are complementary.

Thirdly, a hybrid method has been proposed and tested osahtbve mathemat-
ical testcases, demonstrating promising potentials.

Lastly, in the context of a two objective aerodynamic wings optimization
in which the 3D Euler equations have been solved, MGDA has beed to define
a strategy to progressively enrich the database assoeidttedhetamodels of drag
and lift. With less than 100 calls to the flow solver, both &ftd drag have been
improved significantly from an initial design of a wing whosess section was
close to the classical NACA0012 airfoil.
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