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1 Introduction

During the last decade, the simulation of blood flows in compliant vessels has raised increasing attention for the potential it offers to clinicians to better comprehend the cardiovascular system and predict pathologies progression and treatment outcome. However, despite important advances on numerical algorithms (see, e.g., [30], [24], [1], [28], [35], [20], [27] and the references therein), the personalization of the simulations to a specific patient and condition is still a challenge that needs to be addressed in order to make modeling applicable in the clinical context. This personalization can be performed in the framework of data assimilation by reducing the uncertainties of a model using partial observations of the system of interest extracted, here, from medical imaging and signals recordings.

Classically, data assimilation of distributed parameter systems (like those arising from the discretization of partial-differential equations) is performed within a variational approach, i.e., by iteratively minimizing a least squares criterion which balances the error between observations and model prediction, with a regularization term based on some a priori knowledge on the solution (see, e.g., [3]). One of the main difficulties of this approach lies in the computation of the gradient of the functional – typically adjoint-based – which involves major implementation efforts. Moreover, it usually requires many (sequential) solutions of the forward problem and the storage of the state of the system at all times, leading to a prohibitive computational cost for large, multiphysics problems as in fluid-structure simulations in hemodynamics. Hence, previous variational data assimilation trials in this context were mostly based on simplified models [44], [61], and for 3D problems in [22] by modifying the minimization problem in order to avoid the resolution of the adjoint equations.

In this work, we consider another family of methods to perform data assimilation, the so-called sequential or filtering approaches, by which the model prediction is improved sequentially – i.e. all along the simulation – by confronting the available observations to the current simulation output. The correction is inferred by applying a linear operator, named the filter, to the discrepancy between the model prediction and the available measurements. In particular, the Kalman filter satisfies an optimality criterion [7], but this leads to operations with full matrices of the size of the system state, which makes Kalman filtering per se not tractable for distributed parameter systems. However, some effective sequential procedures for mechanical systems have been recently introduced: in [51], [52] for state estimation inspired from Luenberger observer concepts [46], and for parameter identification in [51], [50]. In particular, in [50], the authors formulate a general reduced-order version of the Unscented Kalman Filter (UKF) [41], extending the Singular Evolutive Extended Kalman filter (SEIK) proposed in [57], and proceed to apply this method to the estimation of solid mechanics constitutive parameters. Unlike variational approaches, see for instance [56], [2], this algorithm does not need adjoint or tangent operators and can be very easily parallelized. As a result, the data assimilation computation time is comparable to that of a standard simulation of the model. Moreover, the implementation requires only superficial modifications in existing solvers.

This reduced-order UKF strategy was already applied in [8], [9] for the estimation of uncertain parameters in three-dimensional fluid-structure systems. Specifically, this addressed the determination of heterogeneous values of Young’s modulus in the structure, and the estimation of the fluid proximal resistance, both from measurements of the displacements at the fluid-structure interface. Moreover, in [49] this technique was applied to the estimation of solid boundary support parameters of a whole aortic FSI-model with real patient data. To the authors knowledge, this is the first reported data-assimilation trial in fully three-dimensional fluid-structure problems for hemodynamics with real data, albeit without a detailed theoretical analysis.

In all these studies except for [49], a perfectly known initial condition is assumed in order to
simplify the estimation problem. Nevertheless, it was shown in [9] that even a small error in the initial condition can dramatically affect the parameter identification, see also [51] for a detailed discussion. In practice, this initial condition uncertainty arises for example when only a part of initial state is observed (i.e. when some quantities are not directly measured). Also, because any parameter or modeling errors deviate the model trajectory from the real state, this induces state errors similar to initial condition errors at later times. Therefore, the purpose of state estimation is to stabilize the model close to the actual trajectory by applying measurement-based corrections.

In this context, we investigate here the extension to FSI state estimation of the Luenberger observers proposed in [51, 52] for solid mechanics. The main objective is to construct a tractable and effective state estimator – or observer – for FSI using data processed from rather standard medical imaging. In order to focus on the specificity of the design for the physics and observations types of concern, we assume an uncertainty in the initial condition only. In addition, we consider linear observation operators – namely, Lagrangian displacements on a solid subdomain or at the fluid-structure interface. Nevertheless, the ultimate goal is to combine these state estimators with the reduced-order UKF used in [9] for improving the joint state and parameter estimation in FSI problems.

The rest of the paper is organized as follows. In Section 2 we present the fluid-structure observers based on displacement and velocity measurements of the vessel wall, as well as some numerical experiments to assess their efficiency in circumventing an error in the initial condition. Then, in Section 3 we perform a thorough analysis of the observers using simplified problems in order to explain the different behaviors observed in Section 2, and we propose a new filter especially designed for FSI problems with a strong added-mass effect. We end with some concluding remarks in Section 5.

2 Observer for the fluid-structure interaction problem

In this section we introduce the formulations for the fluid-structure observers when velocities or displacements are available in a subpart of the solid domain. We start with a reminder of the fluid-structure equations. Then, we discuss different options on how to define the discrepancy between observations and model for the two types of measurements. Next, we present the respective observers, and we conclude with some numerical experiments in order to illustrate their performance.

2.1 Fluid-structure interaction equations

We consider the mechanical interaction between an incompressible fluid and an elastic structure. The fluid is described by the Navier-Stokes equations, in a moving domain \( \Omega_f(t) \subset \mathbb{R}^d \), \( d = 2, 3 \) and the structure by the linear elasticity equations in \( \Omega_s^0 \subset \mathbb{R}^d \), with \( \Omega_s^0 = \Omega_s(0) \) and \( \Omega_s(t) \) the deformed solid domain at time \( t \). The motion of the fluid domain is parametrized in terms of the Arbitrary Lagrangian Eulerian (ALE) map \( \phi_{\text{ale}} : \Omega_f^0 \times \mathbb{R}^+ \to \mathbb{R}^d \) (see Figure 1), hence \( \Omega_f(t) = \phi_{\text{ale}}(\Omega_f^0, t) \). The displacement of the fluid domain \( y_f : \Omega_f^0 \times \mathbb{R}^+ \to \mathbb{R}^d \) is defined by the relation \( y_f(\xi, t) = \phi_{\text{ale}}(\xi, t) - \xi, \forall \xi \in \Omega_f^0 \). The current and reference configurations of the fluid-structure interface are denoted by \( \Sigma = \partial \Omega_f(t) \cap \partial \Omega_s(t) \) and \( \Sigma_0 = \partial \Omega_f^0 \cap \partial \Omega_s^0 \), respectively. Moreover, we consider the following partitions of the fluid and solid boundaries, \( \partial \Omega_f(t) = \Gamma_{\text{in}}^f \cup \Gamma_{\text{out}}^f \cup \Sigma(t) \) and \( \partial \Omega_s^0 = \Gamma_{\text{in}}^s \cup \Gamma_{\text{out}}^s \cup \Sigma_0 \) (see Figure 1).

The coupled FSI problem reads as follows. For \( t > 0 \), find the fluid velocity \( u_f : \Omega_f^0 \times \mathbb{R}^+ \to \mathbb{R}^d \), the fluid pressure \( p : \Omega_f^0 \times \mathbb{R}^+ \to \mathbb{R} \), the fluid domain displacement \( y_f : \Omega_f^0 \times \mathbb{R}^+ \to \mathbb{R}^d \), the structure displacement \( y_s : \Omega_s^0 \times \mathbb{R}^+ \to \mathbb{R}^d \) and structure velocity \( u_s : \Omega_s^0 \times \mathbb{R}^+ \to \mathbb{R}^d \) such that
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- Fluid equations (ALE formalism):

\[
\begin{aligned}
\begin{cases}
\frac{\partial \mathbf{u}_f}{\partial t} + \rho_f (\mathbf{u}_f - \mathbf{w}) \cdot \nabla \mathbf{u}_f - \nabla \cdot \sigma_f(\mathbf{u}_f, p) = 0, & \text{in } \Omega_f^t \\
\nabla \cdot \mathbf{u}_f = 0, & \text{in } \Omega_f^t \\
\mathbf{u}_f = \mathbf{u}_{in}, & \text{on } \Gamma_{in}^f \\
\sigma_f(\mathbf{u}_f, p) \cdot \mathbf{n}_f = -\mathbf{p} \cdot \mathbf{n}_f, & \text{on } \Gamma_{out}^f
\end{cases}
\end{aligned}
\]

(1a)

with \( \sigma_f(\mathbf{u}_f, p) = -\rho_f + 2\mu_f \varepsilon(\mathbf{u}_f) \), where \( \varepsilon(\mathbf{u}_f) \) denotes the deformation rate tensor, \( \mu_f \) the dynamic viscosity, and \( \frac{\partial}{\partial \xi} \) the ALE derivative (see, e.g., [28]). In the hemodynamics problems considered in this work, the outlet pressure \( \mathbf{p} \) is obtained by solving the differential-algebraic equation

\[
\begin{aligned}
\begin{cases}
\mathbf{p} = \pi + R_p \mathbf{Q} \\
C \frac{d\pi}{dt} + \pi \frac{R_d}{R_d} = \mathbf{Q} \\
\mathbf{Q} = \int_{\Gamma_{out}} \mathbf{u}_f \cdot \mathbf{n}_f \, d\Gamma
\end{cases}
\end{aligned}
\]

(1b)

where \( \pi \) represents a distal pressure. Here, the distal resistance \( R_d \), the proximal resistance \( R_p \) and the capacitance \( C \) are assumed to be given. The “zero-dimensional” equation (1b) is known as the three-element Windkessel model (see for example [55]). It represents the flow resistance (\( R_p \) and \( R_d \)) and the compliance (\( C \)) of the vessels beyond the 3D portion modeled by (1a).

- Structure equations:

\[
\begin{aligned}
\begin{cases}
\rho_s \partial_t \mathbf{u}_s - \eta_s \nabla \cdot \sigma_s(\mathbf{u}_s) - \nabla \cdot \sigma_s(\mathbf{y}_s) = 0, & \text{in } \Omega_s^t \\
\mathbf{y}_s = 0, & \text{on } \Gamma_{in}^s \\
\eta_s \sigma_s(\mathbf{u}_s) \cdot \mathbf{n}_s + \sigma_s(\mathbf{y}_s) \cdot \mathbf{n}_s = 0, & \text{on } \Gamma_{out}^s
\end{cases}
\end{aligned}
\]

(1c)

with \( \sigma_s(\mathbf{y}_s) = \lambda_s \text{Tr}(\varepsilon(\mathbf{y}_s))\mathbb{I} + 2\mu_s \varepsilon(\mathbf{y}_s) \) where, \( \lambda_s \) and \( \mu_s \) are the Lamé constants and \( \eta_s \) is a viscous modulus.

- Coupling conditions:

\[
\begin{aligned}
\begin{cases}
\mathbf{y}_f = \text{Ext}^f_{\Sigma_0}(\mathbf{y}_f|_{\Sigma_0}), & \mathbf{w} = \partial_t \mathbf{y}_f, & \Omega_f^t = (I_{\Omega_f^t} + \mathbf{y}_f)(\Omega_0^t, t) \\
\mathbf{u}_f = \mathbf{u}_s, & \text{on } \Sigma(t) \\
\eta_s \sigma_s(\mathbf{u}_s) \cdot \mathbf{n}_s + \sigma_s(\mathbf{y}_s) \cdot \mathbf{n}_s + J_{\Omega} \sigma_f(\mathbf{u}_f, p) \cdot F_{\Omega}^{-1} \cdot \mathbf{n}_f = 0, & \text{on } \Sigma_0
\end{cases}
\end{aligned}
\]

(1d)

with \( \text{Ext}^f_{\Sigma_0} \) an extension operator from \( \Sigma_0 \) to \( \Omega_f^t \), \( F_{\Omega} \) the deformation gradient and \( J_{\Omega} = \det F_{\Omega} \).

This problem is completed with appropriate initial conditions: velocity \( \mathbf{u}_f(0) \), domain displacement \( \mathbf{y}_f(0) \) and Windkessel pressure \( \pi(0) \) for the fluid, initial velocity \( \mathbf{u}_s(0) \) and displacement \( \mathbf{y}_s(0) \) for the solid.
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Energy balance. In what follows, the quantity
$$E(t) = \frac{\rho_f}{2} \| u_f \|^2_{L^2(\Omega_f(t))} + \frac{\rho_s}{2} \| u_s \|^2_{L^2(\Omega_s^0)} + \frac{1}{2} \| y_s \|^2_{H^1} + \frac{C}{2} \pi^2$$

denotes the total mechanical energy of the fluid-structure system described by (1), with $\| \cdot \|_{E_s}$ standing for the elastic energy-norm of the structure, i.e.,
$$\| d_s \|_{E_s} = \sqrt{\langle d_s, d_s \rangle_{E_s}}, \quad \langle d_s, v_s \rangle_{E_s} = \int_{\Omega_s^0} \sigma_s(d_s) : \varepsilon_s(v_s) \, d\Omega,$$

for all $d_s, v_s \in V_d^d$, a suitable space of displacement test functions.

The next result extends the classical energy estimate for the coupled system (1a), (1c), (1d) (see, e.g., [28]) by incorporating the Windkessel component (1b). As expected, dissipation only comes from the viscosity in the fluid and the solid, and from the resistive terms in the outlet boundary conditions. In particular, the powers exchanged by the fluid and the structure are exactly balanced at the interface, as a direct consequence of the coupling conditions (1d).

**Proposition 1**

The following identity holds for $t > 0$:
$$\frac{d}{dt} E(t) = -D(t) - \int_{\Gamma_{in}} \frac{\rho_f}{2} u_{in} \cdot n | u_{in} |^2 - \int_{\Gamma_{out}} \frac{\rho_f}{2} u_t \cdot n | u_t |^2 \, d\Gamma,$$

with
$$D(t) = 2\mu_t \| \varepsilon(u_t) \|^2_{L^2(\Omega_t(t))} + \eta_s \| u_s \|^2_{E_s} + \frac{\pi^2}{R_d} + R_p Q^2.$$
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**Proof.** The identity (2) can be derived from a standard energy argument (see, e.g., [28]). We first multiply (1a)_1 by \( u_s \), integrate over \( \Omega_s(t) \) and apply the Green formula to the divergence term. Similarly, we multiply (1c)_2 by \( u_s \), integrate over \( \Omega_0 \) and apply the Green formula once more. By adding the resulting expressions and using (1d) and (1b) we get (2).

**Remark 1**
It is well-known that the flux of kinetic energy at the outlet, i.e., the last term in (2), can have a destabilizing effect in presence of backflows. None of the simulations presented in this paper is affected by these instabilities. This issue will therefore not be addressed here, but we may refer to [5, 43, 36] for stabilization techniques (and to [26] for a comparison of some of these methods in hemodynamics), and to [33] for different 3D-1D coupling conditions.

**State-space form.** Finally we introduce the standard state-space representation of System (1) classically used to present control and observation problems [19, 21]. First we introduce the state of the system as the combination \( x = (y_s, u_s, y_f, u_f, \pi) \). Then, we can formally define an evolution operator \( A \) – nonlinear in our case – such that System (1) reads

\[
\begin{align*}
\dot{x} &= A(x) \\
x(0) &= x_0 + \zeta
\end{align*}
\]

where \( \zeta \) refers to an unknown component of the initial condition. Note that the distributed fluid pressure does not appear directly in (3) since it corresponds to a Lagrange multiplier of the fluid incompressibility constraint prescribed through the fluid space definition.

### 2.2 Observer based on solid measurements

We now present the fluid-structure observer based on measurements in the solid. We begin by defining the types of discrepancy operators and detailing the filtering setting. Then we present the specific formulations for the velocities- and displacements-based observers.

#### 2.2.1 Discrepancy measure minimization

A physical system like blood flow in a compliant artery can be observed through various measurement modalities: artery wall motion obtained from 3D+time medical imaging – computed tomography (CT), magnetic resonance imaging (MRI) or ultrasound (US) – cross section blood flow rates by Phase Contrast MRI or Doppler US, local catheter-measured pressures, and so on. These measurements are usually restricted to a limited number of physical quantities and locations in space. However, they are available during the complete simulation time even if, in the case of cardiovascular data acquisition, they are aggregated over different cardiac cycles based, e.g., on electrocardiogram gating. They are of course subject to noise, and their post-processing can introduce some further inaccuracies.

Usually, computational models only use the data to define the initial and the boundary conditions. By contrast, an observer is a system which can benefit from the whole set of data to improve the result of the model. For example, the data are used in [51] to reduce the error in the initial condition for an elasticity problem, and in [17] to reduce the discretization error for a wave-like equation.

In the cardiovascular context, the most common type of non-invasive measurements is provided by medical images which contain information about the solid kinematics. In [52], this type of measurements is used to define an observer for a solid problem. Here, we aim at extending this
methodology to an FSI system. In this study, we limit ourselves to measurements of structure displacements or velocities. But the observers presented here can be extended to more realistic measurements, like for example the distance to segmented surfaces. This has been proposed in [52] for solid mechanics problems, applied in [15] with MRI images, and in [49] with CT images for an FSI problem – but without detailed mathematical analysis in this latter context.

In the present work, we will consider measurements defined for example by

\[ z_d = \mathcal{H}_d y_s^{\text{ref}}, \]

where \( \mathcal{H}_d \) stands for the observation operator which, e.g., selects the field \( y_s \) in a subdomain \( \Omega_m \subset \Omega_s \) or the trace of the field on the fluid-structure interface \( \Sigma_0 \). In these cases, we have

\[ z_d = y_s|_{\Omega_m}, \quad \text{(5a)} \]

or

\[ z_d = y_s|_{\Sigma_0}, \quad \text{(5b)} \]

Even if velocity measurements are rarely directly accessible, we will also consider

\[ z_v = \mathcal{H}_v u_s^{\text{ref}}, \]

because this kind of observation can be helpful to understand how to derive adequate observers.

When these two types of measurements are simultaneously available, the operators can be aggregated to obtain

\[ z = \begin{pmatrix} z_d \\ z_v \end{pmatrix} = \begin{pmatrix} \mathcal{H}_d & 0 \\ 0 & \mathcal{H}_v \end{pmatrix} \begin{pmatrix} y_s^{\text{ref}} \\ u_s^{\text{ref}} \end{pmatrix}. \]

More generally for \( x^{\text{ref}} = (y_s^{\text{ref}}, u_s^{\text{ref}}, y_f^{\text{ref}}, u_f^{\text{ref}}, \pi^{\text{ref}}) \), we can define

\[ z = \mathcal{H} x^{\text{ref}} + \chi, \]

with \( \chi \) some additive measurement noise. Note that, in this formalism, measurements of the fluid velocity \( u_f \) or Windkessel pressure (\( p \) or \( \pi \)) can also be considered but they are not the focus of this paper. By contrast, measurements of the fluid pressure field \( p \) do not directly fit into this formalism because the pressure is not a state variable in our problem.

The principle of optimal filtering in data assimilation – with Kalman filtering \([42]\) and various extensions thereof \([60]\) – is to minimize in time – up to additive regularization terms – a discrepancy measure comparing a given state \( x = (y_s, u_s, y_f, u_f, \pi) \) with the measurements \( z \). Considering again the example (5), the discrepancy measure can be

\[ \text{meas}_{L^2(\Omega_m)} \{ x, z \}(t) = \frac{1}{2} \int_{\Omega_m} |z_d - y_s|^2 d\Omega, \quad \text{(7a)} \]

or

\[ \text{meas}_{L^2(\Sigma_0)} \{ x, z \}(t) = \frac{1}{2} \int_{\Sigma_0} |z_d - y_s|^2 d\Gamma, \quad \text{(7b)} \]

when choosing an \( L^2 \)-norm for comparing the two fields. Alternatively, other norms can be chosen, for instance on the boundary we can consider an \( H^{1/2}(\Sigma_0) \) type norm, while for a subdomain we can employ an \( H^1(\Omega_m) \)-norm. Then, we use

\[ \text{meas}_{H^1(\Omega_m)} \{ x, z \}(t) = \frac{1}{2} \| \text{Ext}_{\Omega_m}^s (z - y_s|_{\Omega_m}) \|_{H^1(\Omega_m)}^2, \quad \text{(8a)} \]

or

\[ \text{meas}_{H^{1/2}(\Sigma_0)} \{ x, z \}(t) = \frac{1}{2} \| \text{Ext}_{\Sigma_0}^s (z - y_s|_{\Sigma_0}) \|_{H^{1/2}(\Omega_s)}^2, \quad \text{(8b)} \]
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where $\text{Ext}_{\Sigma_0}$ and $\text{Ext}_{\Omega_m}$ are extension operators defined in the structure domain and based on the elasticity formulation. The advantage of the state space form is to summarize all these discrepancy measures in

$$\text{meas}_M\{\{x, z\}(t) = \frac{1}{2}\|z - Hx\|^2_M, \tag{9}$$

for a given norm $M$. Therefore, optimal filters are built by considering the minimization of a least square criterion

$$J(x(0), T) = \frac{1}{2}\|x(0) - x_0\|^2_E + \frac{1}{2}\int_0^T \|z(s) - Hx(s)\|^2_M ds,$$

with the dynamics of $x(\cdot)$ given by (3). The norm $\|\cdot\|_E$ is typically an energy norm naturally associated with the system, and we minimize on the initial condition which entirely determines the rest of the trajectory.

Then the optimal observer – denoted by $\hat{x}$ since it follows its own evolution equation – is defined by

$$\begin{cases}
\dot{\hat{x}} = A(\hat{x}) + PH'(z - H\hat{x}) \\
\hat{x}(0) = x_0
\end{cases} \tag{10}$$

where $H'$ is the adjoint of the operator $H$ with respect to the norm $M$, and $P$ an operator deriving from a Ricatti equation in Kalman-like filtering or from a Hamilton-Jacobi-Bellman equation for nonlinear systems [32]. In all cases, these filters suffer from the “curse of dimensionality” as explained by Bellman [6], which makes them intractable with partial differential equations. In [46], Luenberger introduced a new class of observers for which he relaxed the optimality condition to only base the filter design on the requirement that the error system $\tilde{x} = x_{\text{ref}} - \hat{x}$ be asymptotically stable. To that purpose, a possible approach is to differentiate the discrepancy measure (9), namely

$$\nabla_x(\text{meas}_M\{\{x, z\}(t) = -H'(z - Hx),$$

and use this gradient as the correction descent direction. Hence, a good observer candidate in state-space form is

$$\dot{\hat{x}} = A(\hat{x}) + \gamma H'(z - H\hat{x}), \tag{11}$$

with $\gamma$ a scalar characterizing the correction intensity. In the case of a linear dynamics operator, $A(\cdot) = A_t\cdot$, we can derive the dynamics of the error $\hat{x} = x_{\text{ref}} - \hat{x}$ between the real system $x_{\text{ref}}$ and the observer $\hat{x}$ to get the autonomous system

$$\dot{\hat{x}} = (A_t - \gamma H'H')\hat{x} - \gamma H'\chi.$$

Hence, the principle of the observer is to ensure that the semi-group generated by $A_t - \gamma H'H$ is asymptotically stable, whereas the original dynamics associated with $A_t$ may be intrinsically less stable, or even unstable, as in some fluid-structure systems of interest in the present context, see e.g. [38]. We will analyze our strategy in this light in Section 3, by considering linear fluid models in our coupled fluid-structure problem.

Let us now specify in the next two paragraphs how the strong formulation for the standard FSI problem is modified when constructing an FSI observer in the case of velocities or displacement measurements.
2.2.2 Observer based on solid velocities measurements

We first consider the simplest observer based on solid velocities. Assuming that we measure the velocities in a subdomain $\Omega_m$ or the boundary part $\Sigma_0$, we have the following discrepancy measure

\[ \text{meas}_{L^2(\Omega_m)} \{ x, z \} (t) = \frac{1}{2} \int_{\Omega_m} |z_v - u_s|^2 \, d\Omega, \]  

or

\[ \text{meas}_{L^2(\Sigma_0)} \{ x, z \} (t) = \frac{1}{2} \int_{\Sigma_0} |z_v - u_s|^2 \, d\Gamma, \]

and corresponding tangent operators

\[ \forall v_s \in V_s^w, \quad \mathcal{P}_{L^2(\Omega_m)} \{ x, z \} (t) v_s(t) = \int_{\Omega_m} (z_v - u_s) \cdot v_s \, d\Omega, \]

or

\[ \forall v_s \in V_s^w, \quad \mathcal{P}_{L^2(\Sigma_0)} \{ x, z \} (t) v_s(t) = \int_{\Sigma_0} (z_v - u_s) \cdot v_s \, d\Gamma. \]

In this case, the control operator $\gamma \mathcal{H}'$ generates a force proportional to the discrepancy between the computed and measured velocities, so that the tangent expression (13a) or (13b) appears as an external virtual power in the principle of virtual power. The resulting filter is called Direct Velocity Feedback (DVF), widely used in structural control [58], and already applied in [51] for state estimation of solid mechanics systems. The corresponding observer consists in modifying in System (1) the solid formulation (1c) into

\[
\begin{cases}
\rho_s \partial_t \hat{u}_s - \eta_s \nabla \cdot \sigma_s(\hat{u}_s) - \nabla \cdot \sigma_s(\hat{y}_s) = \gamma_v \mathbb{I}_{\Omega_m}(z_v - \hat{u}_s|_{\Sigma_0}), & \text{in } \Omega_m^v \\
\hat{y}_s = 0, & \text{on } \Gamma^d \\
\eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s = 0, & \text{on } \Gamma^n
\end{cases}
\]  

(14a)

where $\gamma_v$ is the gain for the DVF and the notation

\[ \mathbb{I}_{\Omega_m}(f) = \begin{cases} f \text{ in } \Omega_m & \text{ otherwise } \end{cases} \]

for a given vector field $f$ in $\Omega_m$. In the case of measurements on $\Sigma_0$, the observer consists now only in changing the coupling conditions (1d) of System (1) into

\[
\begin{cases}
\dot{\hat{y}}_t = \text{Ext}(\hat{y}_t|_{\Sigma_0}), & \hat{w} = \partial_t \hat{y}_t, \\
\Omega^f(t) = (I_{\Omega^f} + \hat{y}_t)(\Omega^f_0, t) \\
\hat{u}_t = \hat{u}_s, & \text{on } \Sigma(t)
\end{cases}
\]  

(14b)

\[ \eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s + J_0 \sigma(t) (\hat{u}_t, \hat{\nu}) \cdot \hat{F}_t^T \cdot n_t = \gamma_v (z_v - \hat{u}_s), \quad \text{on } \Sigma_0 \]

Remark 2

The case of velocities measured on a boundary can be intricate when the velocity is only defined in $L^2(\Sigma_0)$ – in particular when no structural damping is present in an elastodynamics system – and therefore does not a priori necessarily have a trace on the boundary. However, assuming this regularity is present in the reference solution – justifying the fact that we can measure it – some hidden regularity can be justified for the observer as recalled in [18] and more precisely discussed in [45]. Moreover, in FSI the trace of the velocity on the interface can be considered because of the improved regularity due to the coupling with the fluid.
Energetic aspects for the observer - The dissipative character of the DVF filter can be highlighted by a simple energy argument, as in Proposition 1. Thus, for the coupled systems (1a), (1b), (14a), (1d) or (1a), (1b), (1c), (14b) the identity (2) becomes

$$\frac{d}{dt} \dot{E}(t) \leq -\dot{D}(t) - \frac{\gamma_n}{2} \| \dot{u}_t \|^2_{L^2(\Omega(t))} + \frac{\gamma_n}{2} \| \dot{z}_t \|^2_{L^2(\Gamma(t))} - \int_{\Gamma_{in}} \int_{\Gamma_{out}} \frac{\rho}{2} \dot{u}_t \cdot n_t |\dot{u}_t|^2 d\Gamma,$$

with the obvious notation

$$\dot{E}(t) = \frac{\rho}{2} \| \dot{u}_t \|^2_{L^2(\Omega(t))} + \frac{\rho}{2} \| \dot{u}_d \|^2_{L^2(\Omega_d)} + \frac{1}{2} \| \dot{y}_s \|^2_{L^2(\Gamma(t))} + \frac{2}{R_d} + \frac{\hat{\sigma}^2}{2},$$

$$\dot{D}(t) = 2 \mu \| \varepsilon(\dot{u}_t) \|^2_{L^2(\Omega(t))} + \eta_b \| \dot{u}_d \|^2_{L^2(\Gamma(t))},$$

and the symbol “∗” denoting the measurement domain in consideration.

2.2.3 Observer based on solid displacement measurements

In practice, displacement-like measurements are more common [52] and, taking into account the time sampling of the measurements in medical imaging, we cannot afford to time-differentiate them to generate velocity measurements without unduly amplifying the noise. Therefore, we directly apply an observer of the form (10) which uses the $H^1(\Omega_0)$ or $H^1(\Omega_m)$ discrepancy measure as proposed in [52, 16] with the Schur Displacement Feedback (SDF) filter. Note that in this filter of the form (11) the control operator $\gamma \mathcal{H}$ does not appear as a force applying on the mechanical system, but instead modifies the velocity to displacement time-derivative identity. In fact the discrepancy measure (5a) or (5b) has as corresponding tangent operator

$$\forall \dot{d}_s \in V_s^d, \quad P_{H^1(\Omega_m)} \{ x, z \}(\dot{d}_s) = \langle \text{Ext}^s_{\Omega_m}(z_d - \dot{y}_s|\Omega_m), \text{Ext}^s_{\Omega_m}(d_s|\Omega_m) \rangle_{\mathcal{E}_l^l},$$

$$\forall \dot{d}_s \in V_s^d, \quad P_{H^1(\Omega_m)} \{ x, z \}(\dot{d}_s) = \langle \text{Ext}^s_{\Omega_m}(z_d - \dot{y}_s|\Omega_m), \text{Ext}^s_{\Omega_m}(d_s|\Omega_m) \rangle_{\mathcal{E}_l^l},$$

that, for instance for (15b), can be shown to be equivalent to

$$\forall \dot{d}_s \in V_s, \quad P_{H^1(\Omega_m)} \{ x, z \}(\dot{d}_s) = \langle \text{Ext}^s_{\Omega_m}(z_d - \dot{y}_s|\Sigma), \dot{d}_s \rangle_{\mathcal{E}_l^l},$$

using the extension characterization

$$\forall \dot{d}_s \text{ such that } \dot{d}_s|_{\Sigma_0} = 0, \quad \langle \text{Ext}^s_{\Omega_m}(z_d - \dot{y}_s|\Sigma_0), \dot{d}_s \rangle_{\mathcal{E}_l^l} = 0.$$ 

Similarly for (15a), we also have

$$\forall \dot{d}_s \in V_s^d, \quad P_{H^1(\omega)} \{ x, z \}(\dot{d}_s) = \langle \text{Ext}^s_{\Omega_m}(z_d - \dot{y}_s|\Omega_m), \dot{d}_s \rangle_{\mathcal{E}_l^l}. \quad (17)$$

The corresponding observer consists in modifying in System (1) the solid formulation (1c) into

$$\left\{ \begin{array}{l}
\partial_t \dot{y}_s = \dot{u}_s + \gamma_d \dot{\text{Ext}}^s_{\Omega_m}(z_d - \dot{y}_s|\Sigma_0), \quad \text{in } \Omega_0^0 \\
\rho_s \partial_t u_s - \eta_b \nabla \cdot \sigma_s(u_s) - \nabla \cdot \sigma_s(y_s) = 0, \quad \text{in } \Omega_0^0 \\
\hat{y}_s = 0, \quad \text{on } \Gamma_0^0 \\
\eta_b \sigma_s(u_s) \cdot n_s + \sigma_s(y_s) \cdot n_s = 0, \quad \text{on } \Gamma_0^0 
\end{array} \right. \quad (18)$$

with $\dot{\text{Ext}}^s_{\Omega_m}$ corresponding to $\text{Ext}^s_{\Omega_0}$ or $\text{Ext}^s_{\Omega_m}$ depending on the type of observations, and $\gamma_d$ the corresponding gain for the SDF. Note that such a correction can be considered for the observer $\hat{x}$ because we are only interested in numerical simulations (we could obviously not perform the same operation to control a genuine mechanical system in real life).
Energetic aspects for the observer. The dissipative character of the SDF filter can be highlighted by an energy argument, as in Proposition 1. The first key point lies in the treatment of the term \( \langle y_u, y_u \rangle_{\tilde{E}} \) from (18)_2, which becomes non-standard due to the perturbed displacement-velocity relation (18)_1. We proceed as in [52], by evaluating the \( \langle \cdot, \cdot \rangle_{\tilde{E}} \)-inner-product of (18)_1 with \( y_u \). This yields the identity

\[
\langle y_u, y_u \rangle_{\tilde{E}} = (\partial_t y_u, y_u)_{\tilde{E}} + \gamma d \langle \text{Ext}^s(y_u - z_d), y_u \rangle_{\tilde{E}}.
\]

Hence, from (16) and (17), we infer that

\[
(\hat{u}_s, y_u)_{\tilde{E}_1} = (\partial_t y_u, y_u)_{\tilde{E}} + \gamma d \langle \text{Ext}^s(y_u - z_d), \text{Ext}^s(y_u) \rangle_{\tilde{E}}
\geq -\frac{1}{2} \frac{d}{dt} \|\dot{y}_u\|^2_{\tilde{E}} + \frac{\gamma d}{2} \|\text{Ext}^s(y_u)\|_{\tilde{E}}^2 - \frac{\gamma d}{2} \|\text{Ext}^s(z_d)\|_{\tilde{E}}^2.
\]

Then, it should be noted that the modified velocity-displacement relation in the solid (18)_1 may affect the energy balance in the fluid. Indeed, since in general \( \partial_t y_u|_{\Sigma_0} \not= \hat{u}_s|_{\Sigma_0} \), from the geometric and kinematic relations (1d)_1 we infer that the SDF filter induces a transpiration of the fluid across the interface, i.e., \( \hat{u}_f \cdot n_f \not= \hat{w} \cdot n_f \) on \( \Sigma(t) \). In return, the convective term in (1a)_1 yields an artificial power in the global energy estimate. Fortunately, this can be fixed with ease by introducing a slight modification in the kinetic coupling, for instance, we suggest to replace (1d)

\[
\hat{u}_t = \text{Ext}^s(\hat{y}_u|_{\Sigma_0}), \quad w = \partial_t \hat{y}_u, \quad \Omega^f(t) = (I_{\Omega^f} + \hat{y}_f)(\Omega^f_0, t)
\]

\[
\eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s + J_s \sigma_l(\hat{u}_l, \tilde{p}) \cdot F^{-T} \cdot n_f = -J_l \frac{\rho_f}{2} (\hat{u}_f - \hat{w}) \cdot F^{-T} \cdot n_f, \quad \text{on } \Sigma_0
\]

The last term in (19)_3 cancels the aforementioned artificial convective power. This term is non-zero when the SDF is active, since \( \hat{u}_f \) is obtained from \( \hat{u}_s \) while \( \tilde{w} \) is obtained from the derivative of \( \hat{y}_u \). When the standard relationship between \( u_s \) and \( y_u \) holds, this additional term vanishes. It can be therefore be viewed as “strongly consistent”, in the sense that it vanishes as soon as the computed and measured displacements match. The above mentioned transpiration effects are also consistent in that sense.

In summary, for the coupled systems (1a), (1b), (18), (19), the identity (2) becomes

\[
\frac{d}{dt} \tilde{E}(t) \leq -\tilde{D}(t) - \frac{\gamma d}{2} \|\text{Ext}^s(y_u)\|_{\tilde{E}}^2 - \frac{\gamma d}{2} \|\text{Ext}^s(z_d)\|_{\tilde{E}}^2 - \int_{t_{\text{in}}(t), t_{\text{out}}(t)} \frac{\rho_f}{2} (\hat{u}_f \cdot n_f)|\hat{u}_f|^2 \, dt.
\]

Owing to the stability properties of the extension operator \( \text{Ext}^s \), the third term in the right-hand side of (20) can be controlled by \( \frac{\gamma d}{2} \|z_d\|_{H^{\frac{1}{2}}(\Sigma_0)}^2 \) or by \( \frac{\gamma d}{2} \|z_d\|_{H^{\frac{1}{2}}(\Sigma_0)}^2 \), depending on the choice of the tangent operator (15a) or (15b). Such energy estimates are often a valuable tool for the well-posedness analysis of this type of coupled problems (see, e.g., [47] for a recent review).

Remark 3 (Motion of the Fluid Domain) As already highlighted by the energy analysis, the modification of the relationship between the velocity and the displacement in the solid has to be carefully considered for the interaction with the fluid. In particular, it is desirable to preserve the kinematic compatibility at the fluid-structure interface, so we move \( \Omega^f(t) \) with an extension of the Lagrangian displacements of the solid (19)_1, and not from a displacement recomputed from the solid velocity.
2.3 First numerical experiments

In order to have a first insight into the behavior and efficiency of the DVF and SDF observers in FSI, we now present two fluid-structure numerical experiments. The first one is purely illustrative, and the second one is representative of blood flows in large arteries. In Section 3, the estimators will be analyzed in more detail to better understand the different results presented in this section, and numerical illustrations will be provided using the same solid geometry and model, coupled with various simplified fluid flow models selected in accordance with the effect considered in the analysis. Furthermore, these exact same examples will also be used in the discussion section in order to assess alternative observer strategies.

All the physical quantities will be given in cgs units. In both experiments, we consider a straight tube of length 10 with diameter 1.7 and thickness 0.2 (see Figure 5). The solid density is $\rho_s = 1.2$, Young’s modulus is $E = 3 \times 10^5$, the Poisson ratio is $\nu = 0.46$, and the viscoelastic coefficient is $\eta_s = 10^{-3}$. Fluid viscosity and density are respectively $\mu_f = 0.035$, $\rho_f = 1$.

For the discretization, we apply a staggered solution to compute the fluid-structure problem, allowing to keep structure and fluid solvers independent. For the structure, we choose a Newmark scheme, whereas for the fluid we employ a semi-implicit coupling algorithm based on a Chorin-Temam projection scheme [29]. The viscous effects and the geometrical and convective nonlinearities are treated explicitly, and the pressure step is coupled implicitly to the solid. For the space discretization, we use conforming finite element triangulations in the fluid and solid domains, with first-order piecewise polynomials for all fluid and solid variables. Inf-sup compatibility in the fluid is circumvented via the natural pressure stabilization provided by the Chorin-Temam projection scheme, under the inverse parabolic-CFL constraint $h^2 \lesssim \Delta t$ between the space, $h$, and time, $\Delta t$, discretization parameters. Dominant convective effects are stabilized by the SUPG method [12]. At last, we point out that we carefully adjust the solid constitutive parameters to allow sufficient compressibility to avoid numerical locking.

2.3.1 Example 1 – Stabilization at rest configuration

In the first experiment, the tube wall is clamped at the inlet and the outlet, a zero velocity is enforced at the inlet of the fluid and a zero traction is enforced at the outlet. At $t = 0$, a displacement is imposed to the solid – taken from Example 2 at maximum deformation – hence

$$y_s(0) \neq 0, \quad u_s(0) = 0, \quad y_f\big|_{\Sigma_0}(0) = y_s\big|_{\Sigma_0}(0), \quad w(0) = u_f(0) = 0.$$

Since no external forces are applied, the system goes naturally back to equilibrium (fluid and solid at rest) due to the physical dissipation. Figure 2 shows the deformed domain at $t = 0$ and the time response of the radial displacement at a point of the wall.

The purpose of this test is to compare the efficiency of the DVF and the SDF at accelerating this convergence to equilibrium. The measurements are therefore assumed to be zero for the velocity and displacement at the fluid-structure interface.

The results are summarized in Figure 3 and in Figure 4 for the error $\tilde{x} = x^{ref} - \hat{x}$ in the energy norm. In order to have a better insight into the effect of the feedbacks, we also plot the different components of the energy separately, namely, elastic and kinematic in the solid and kinematic in the fluid.

Interestingly, it appears that the SDF works much better than the DVF, whereas both have comparable efficacies for pure solid experiments [52]. Indeed, even if the SDF has been designed to have performances similar to the DVF for pure solid cases (see [52] and Section 3.1), it does generally not outperform it. This fact is directly related to the interaction of the solid with the fluid. In Section 3, we will provide an explanation, and a way to significantly improve the performance of the DVF for this problem.
Figure 2: Initial deformed domain (left), displacements amplified 5 times, and time response of the displacement of one node of the wall (right).

Figure 3: Decay of the total error in the energy norm for Example 1 (all curves are normalized with the initial energy)
Figure 4: Decay of the error for solid and fluid in the energy norm for Example 1 (all curves are normalized with the initial energy). The colors correspond to the legend of Figure 3

2.3.2 Example 2 – Tube with pulsatile flow

In the second experiment, a time varying parabolic velocity profile is prescribed at the inlet with a peak velocity of about 110, see Figure 5. At the outlet, the pressure \( p \) is assumed to be given by the Windkessel model in (1b) with \( R_p = 400 \), \( R_d = 6.2 \cdot 10^3 \) and \( C = 2.72 \cdot 10^{-4} \).

Figure 5: Velocity field and inflow condition for Example 2

The reference simulation used to generate the synthetic measurements is set as follows. At \( t = 0 \), the pressure is constant and equal to \( p(0) = 80 \text{ mmHg} \), whereas all the other state variables are zero. During the whole simulation, the stress received by the structure is corrected by the initial one. Doing so, the solid only “feels” the difference with the initial phase. This is a simple way to account for the prestress in linear elastodynamics. We refer to [53], and references therein, for a discussion about prestress computation in a more general framework.
To test the filters, we proceed as in the reference simulation until \( t = 0.8 \) except that a perturbation is introduced in the Windkessel pressure \( p \) at \( t = 0 \), i.e., \( p(0) = 70 \text{ mmHg} \). Then a filter is applied for the second fluid-structure cycle \((0.8 \leq t \leq 1.6)\). Doing so, the filter acts on a system for which all state variables are perturbed with respect to the reference simulation (see Figure 6).

![Figure 6: Construction of the error in the initial condition for Example 2. Value of the pressure, displacement, and velocity halfway through the vessel](image)

The efficiency of the Luenberger filters are compared using the energy norm of the error (including the Windkessel energy). The results are reported in Figure 7 and Figure 8. As in the first experiment, the SDF outperforms the DVF. It is interesting to note that for the DVF and the non-filtered case, the decay rate is governed by the Windkessel time scale \( R_d C \approx 1.7 \). The negligible impact of the DVF on the Windkessel dynamics will be further illustrated in Section 3. With the SDF filter, at the very beginning the displacement correction increases the solid velocity error which propagates to the fluid velocity (see the solid and fluid kinetic energies at \( t = 0.8 \) in Figure 8). But after a few milliseconds, this perturbation is quickly stabilized by the SDF filter. From about \( t = 1.2 \) s, the global error is dominated by the fluid error which reaches a plateau, whereas the error in the solid and the Windkessel keeps decreasing. Again, we will propose an explanation of these observations in Section 3.

**Remark 4 (Effect of white noise)**

We now briefly comment on the effect of noise in the estimation results. Consider for example the SDF, with a Gaussian noise added to synthetic measurements. The amount of noise is chosen as a certain percentage of the maximum displacement of the reference simulation, denoted by \( \chi \) in the figure legend. The results corresponding to two levels of noise are plotted in Figure 9, together with the quantity

\[
\langle \text{Ext}^s(\chi), \text{Ext}^s(\chi) \rangle_{\mathcal{L}_2}^{\frac{1}{2}}
\]

which represents the energy norm of the extension of the noise in the solid domain. Note that Gaussian noise is generated independently for each degree of freedom, which explains the dramatic amplification effect observed in the elastic energy norm. In particular, it should be pointed out that for the large noise level considered the measurement error has a norm comparable to the reference solution itself, due to the high frequency contents of this noise. In practice, actual measurement errors would not feature such drastically high frequency components, hence this idealized modeling of the noise should be seen as a “worst case scenario”. Nevertheless, the SDF

Inria
Figure 7: Decay of the total error in the energy norm for Example 2 (all curves are normalized with the initial energy).

Figure 8: Decay of the error for solid and fluid in the energy norm for Example 2 (all curves are normalized with the initial energy). The colors correspond to the legend of Figure 7.
is still capable of effectively reducing the error much below the noise level, by a factor close to 10 in both cases (measured in energy).

![Graph showing the effect of noise on the total error decay in Example 2 for the SDF with $\gamma_d = 300$. The dashed lines correspond to Formula (21).]

**Figure 9**: Effect of noise on the total error decay in Example 2 for the SDF with $\gamma_d = 300$. The dashed lines correspond to Formula (21).

### 3 Analysis of the estimators

As said above, the purpose of the estimator (11) is to converge in time to the system (3), meaning that the error system denoted by

$$\tilde{x} = x_{\text{ref}} - \hat{x}$$

should stabilize to 0. For an FSI problem involving nonlinear formulations for the fluid and for the structure, the error system is a non-autonomous nonlinear system and the stabilization is therefore a largely open problem. As a matter of fact, one of the very few results pertaining to the stabilization of non-linear FSI problems is achieved in [59] with very specific feedback terms which could be employed for studying the observation error for a reference system at equilibrium – which is of course not the case for blood flows simulations.

As presented in [19], a sufficient condition for “local stability” – *i.e.* stability for small uncertainties around the trajectory ($\|\zeta\| \ll \|x_0\|$ in (3)) of the error can be proven by studying the linearization of the error system in 0, *i.e.* a linearization of the observer around the real trajectory. Then, the difficulty of studying the stabilization of systems with time-dependent coefficients remains, since the reference itself is time-dependent. Note that a possible significant simplification would consist in studying the linearized formulation for the FSI problem assuming small displacements for the structure, no advection in the fluid and a fixed fluid domain. Therefore, the error system would consist of a stabilized linear coupled system whose convergence to 0 could be studied. This type of problem has been investigated in the literature, for example in [62] where a generic heat model is coupled to an elastic model.

Even for this linearized situation the complete analysis of the estimator remains largely open, both qualitatively – in terms of exponential stability – and even more quantitatively when
trying to investigate the convergence time constant which purports to be much lower than the simulation time. For example the stabilization in the very recent result \cite{37} is assessed with a full dissipation on the solid, whereas here we only assume partial observations, hence partial stabilization. Therefore, we undertake a numerical study of the characteristics of our estimator to assess its performance. As is classically done in FSI stability analysis – see e.g. \cite{54} – we will compute the poles of the linearized system, albeit here for the error equations \cite{52}. At least, this strategy will allow to distinguish good estimator candidates from dead end strategies.

We denote by capital letters the discretized state and operators of our FSI problem, and since we use standard Galerkin discretizations we still have access to the underlying variational formulation at the discrete level. We can then compute the poles of the eigenproblem

\[(A - \Xi H) \tilde{X} = \lambda \tilde{X},\]  

associated with the dynamics of the error $\tilde{X} = X - \hat{X}$. The operator $\Xi$ discretizing $\gamma H'$ will be formalized in each case to adequately transcript the sense of the adjoint. The eigenvalue will help us quantify the decay rate – with slowest decay for highest real part. Hence, for reducing the error by a factor $\beta$ in a time $T_c$, the feedback term should be designed so that

\[
\max\{\Re(\lambda)\} \leq \frac{\ln \beta}{T_c}.
\]  

Note that this involves the computation of the rightmost eigenvalues of (22) which are not necessarily the eigenvalues of smallest modulus. To fix the ideas in our context, an excellent performance would correspond to an attenuation of the initial condition error by a factor 10 within a time of 0.1 s (for a cardiac cycle of 1 s) which gives about $-25$ as a reference target for $\max\{\Re(\lambda)\}$.

### 3.1 Pure elastodynamics

We start our investigation by recalling some results on a pure elastodynamics system. We consider a structure loaded with a given time-dependent pressure at its interface.

\[
\begin{align*}
\partial_t y_s &= u_s, \\
\rho_s \partial_t u_s - \eta_s \nabla \cdot \sigma_s(u_s) - \nabla \cdot \sigma_s(y_s) &= 0, & \text{in } \Omega_0^s \\
y_s &= 0, & \text{in } \Omega_0^s \\
\eta_s \sigma_s(u_s) \cdot n_s + \sigma_s(y_s) \cdot n_s &= 0, & \text{on } \Gamma_0^n \\
\eta_s \sigma_s(u_s) \cdot n_s + \sigma_s(y_s) \cdot n_s &= -p_n, & \text{on } \Sigma_0
\end{align*}
\]  

with the same notation as in Equation (1c).

We define the finite element discretization of (24) on the finite dimensional subspace $\mathcal{V}_{s,h} \subset \mathcal{V}_s$ and obtain the finite dimensional dynamical system in state space form

\[
\begin{bmatrix}
K_s & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\dot{Y}_s \\
\dot{U}_s
\end{bmatrix}
= \begin{bmatrix}
0 & K_s \\
-K_s & -C_s
\end{bmatrix}
\begin{bmatrix}
Y_s \\
U_s
\end{bmatrix}
+ \begin{bmatrix}
0 \\
F
\end{bmatrix},
\]  

with the same notation as in Equation (1c).

We define the finite element discretization of (24) on the finite dimensional subspace $\mathcal{V}_{s,h} \subset \mathcal{V}_s$ and obtain the finite dimensional dynamical system in state space form

\[
\begin{bmatrix}
K_s & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\dot{Y}_s \\
\dot{U}_s
\end{bmatrix}
= \begin{bmatrix}
0 & K_s \\
-K_s & -C_s
\end{bmatrix}
\begin{bmatrix}
Y_s \\
U_s
\end{bmatrix}
+ \begin{bmatrix}
0 \\
F
\end{bmatrix},
\]  

with the same notation as in Equation (1c).
where the mass matrix $M_s$, stiffness matrix $K_s$ and $F$ are defined by

$$\forall u_s, v_s \in V_{s,h}, \quad V_s^T M_s u_s = \int_{\Omega_0^s} \rho_s u_s \cdot v_s \, d\Omega,$$

$$\forall y_s, v_s \in V_{s,h}, \quad V_s^T K_s y_s = \int_{\Omega_0^s} \sigma_s(y_s) : \varepsilon(v_s) \, d\Omega,$$

$$\forall v_s \in V_{s,h}, \quad V_s^T F = \int_{\Sigma_0} p v_s \cdot n_s \, d\Gamma,$$

and $C_s = \eta_s K_s$. We used $K_s$ in the identity written in the first line of System (25) in order to emphasize the norm associated with the displacement field.

### 3.1.1 Case of solid velocity measurements

For this model, assuming that some velocity measurements are available, we can define a DVF state estimator

$$\left\{ \begin{aligned}
\dot{y}_s &= \hat{u}_s, \\
\rho_s \dot{u}_s - \eta_s \nabla \cdot \sigma_s(\hat{u}_s) - \nabla \cdot \sigma_s(y_s) &= \gamma_v \mathbb{1}_s (z_0 - \hat{u}_s |_s), \\
\hat{y}_s &= 0, \\
\eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s &= 0, \\
\eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s &= -p n_s,
\end{aligned} \right. \quad \text{in } \Omega_0^s \quad \text{on } \Gamma_0^d$$

(26)

discretized into

$$\begin{bmatrix} K_s & 0 \\ 0 & M_s \end{bmatrix} \begin{bmatrix} \dot{Y}_s \\ \dot{U}_s \end{bmatrix} = \begin{bmatrix} 0 & K_s \\ -K_s & -C_s - \gamma_v H_v^T M_s H_v \end{bmatrix} \begin{bmatrix} Y_s \\ U_s \end{bmatrix} + \begin{bmatrix} 0 \\ F + \gamma_v H_v^T M_s Z \end{bmatrix},$$

(27)

where $H_v$ is the discretization of the observation operator in $V_{s,h}^w$ and $M_s$ is the matrix associated with the $L^2$-norm on the measurement domain. For instance, considering measurements on the interface, we can decompose the vector of degrees of freedom $U_s$ into the degrees of freedom of $\Sigma_0$ and the internal degrees of freedom. Then we have

$$\forall U_s, \quad H_v U_s = \begin{bmatrix} \mathbb{1} & 0 \end{bmatrix} \begin{bmatrix} U_s |_{\Sigma_0} \\ U_s |_{\Sigma_0} \end{bmatrix} = U_s |_{\Sigma_0},$$

and get

$$\forall u_s, v_s \in V_{s,h}, \quad V_s^T H_v^T M_{\Sigma_0} H_v U_s = V_s^T \int_{\Sigma_0} u_s \cdot v_s \, d\Gamma.$$ 

Note that if the observations are undersampled in space, $H_v$ can be seen as a projector $\Pi_Z$ on the subspace where the observation are defined and

$$\forall u_s, v_s \in V_{s,h}, \quad V_s^T H_v^T M_{\Sigma_0} H_v U_s = \int_{\Sigma_0} \Pi_Z(\hat{u}_s) \cdot \Pi_Z(\hat{v}_s) \, d\Gamma.$$ 

From (22), we deduce the associated eigenvalue problem:

Find $(\Phi_d, \Phi_v, \lambda)$ such that

$$\begin{bmatrix} 0 & K_s \\ -K_s & -C_s - \gamma_v H_v^T M_s H_v \end{bmatrix} \begin{bmatrix} \Phi_d \\ \Phi_v \end{bmatrix} = \lambda \begin{bmatrix} K_s & 0 \\ 0 & M_s \end{bmatrix} \begin{bmatrix} \Phi_d \\ \Phi_v \end{bmatrix}. \quad (28)$$
Spectral sensitivity analysis. For the DVF, when eliminating $\Phi_v$ in (28), the computation of the poles can be performed by solving the following quadratic eigenvalue problem typical of the underlying second order PDE

\[
\text{Find } (\Phi_d, \lambda) \text{ such that } (\lambda^2 M_s + \lambda (C_s + \gamma_v H_v^T M_s H_v) + K_s) \Phi_d = 0. \tag{29}
\]

The solution $(\lambda, \Phi_d)$ of (29) is a function of $\gamma_v$ and we denote by $(\lambda_{00}, \Phi_{d0})$ the solutions for $\gamma_v = 0$. Recalling that $C_s = \eta_s K_s$, they verify

\[
K_s \Phi_{d0} = \omega^2 M_s \Phi_{d0}, \quad \text{and } \lambda_{00}^2 + \eta_s \omega^2 \lambda_{00} + \omega^2 = 0,
\]

and we can normalize them such that $\Phi_{d0}^T M_s \Phi_{d0} = 1$ (note that we can consider real-only eigenmodes in our case).

Therefore, if we differentiate (29) with respect to $\gamma_v$ and evaluate the resulting expression at $\gamma_v = 0$, we obtain

\[
\left( 2 \lambda_{00} \frac{\partial \lambda}{\partial \gamma_v} \right|_{\gamma_v = 0} M_s + \lambda_{00} H_v^T M_s H_v + \frac{\partial \lambda}{\partial \gamma_v} C_s \right) \Phi_{d0} + \left( \lambda_{00}^2 M_s + \lambda_{00} C_s + K_s \right) \frac{\partial \Phi_d}{\partial \gamma_v} \bigg|_{\gamma_v = 0} = 0. \tag{30}
\]

Finally, left-multiplying by $\Phi_{d0}^T$ and using that, by definition $(\lambda_{00}^2 M_s + \lambda_{00} C_s + K_s) \Phi_{d0} = 0$, we obtain

\[
2 + \eta_v \frac{\omega^2}{\lambda_{00}} \frac{\partial \lambda}{\partial \gamma_v} \bigg|_{\gamma_v = 0} = -\Phi_{d0}^T (H_v^T M_s H_v) \Phi_{d0}.
\]

Then for initially undamped structure the initial eigenvalues on the imaginary axis $\lambda_{00}^2 = -\omega^2$ are moved to the half plane of negative real parts by

\[
\frac{\partial \lambda}{\partial \gamma_v} \bigg|_{\gamma_v = 0} = \frac{\Phi_{d0}^T (H_v^T M_s H_v) \Phi_{d0}}{2} = -\frac{1}{2} \frac{||H_v \Phi_{d0}||_{M_s}^2}{\Phi_{d0}^T M_s \Phi_{d0}}.
\]

Furthermore, when considering complete observations, we have $H_v = I$ and we can rescale $M_s = M_s$ so that

\[
\frac{\partial \lambda}{\partial \gamma_v} \bigg|_{\gamma_v = 0} = -\frac{1}{2}, \tag{31}
\]

which shows that the DVF has a uniform effect on the damping sensitivity of all the eigenmodes. When considering a more general (restricted) observation operator, the corresponding classical observability condition \cite{4, 13}

\[
\int_0^{T_{\text{obs}}} ||H_v U_s(t)||_{M_s}^2 \, dt \geq \alpha \left( ||Y_s(0)||_{K_s}^2 + ||U_s(0)||_{M_s}^2 \right),
\]

for some (fixed) observation time $T_{\text{obs}}$ and strictly positive constant $\alpha$, also entails a similar uniform sensitivity on the eigenmodes, i.e.

\[
\frac{\partial \lambda}{\partial \gamma_v} \bigg|_{\gamma_v = 0} \leq -\frac{\alpha}{2T_{\text{obs}}}.
\]

Of course, this is only a sensitivity analysis, and it is well-known that as also occurs with the viscosity parameter $\eta_v$ – taking large values of the gain parameter may lead to overdamping where some poles hit the real axis and then one of each pair slides towards the right, i.e. loses some stability, when further increasing the gain, see Section 3.1.3 below for some numerical illustrations.
3.1.2 Case of solid displacement measurements

Assuming now that we have at our disposal some displacement measurements, we define the SDF state estimator

\[
\begin{align*}
\partial_t \hat{y}_s &= \hat{u}_s + \gamma_d \text{Ext}_s^*(z_d - \hat{y}_s|_s), & \text{in } \Omega^0 \\
\rho \partial_t \hat{u}_s - \eta_s \nabla \cdot \sigma_s(\hat{u}_s) - \nabla \cdot \sigma_s(\hat{y}_s) &= 0, & \text{in } \Omega^0 \\
\hat{y}_s &= 0, & \text{on } \Gamma^d \\
\eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s &= 0, & \text{on } \Gamma^0 \\
\eta_s \sigma_s(\hat{u}_s) \cdot n_s + \sigma_s(\hat{y}_s) \cdot n_s &= -p n_s, & \text{on } \Sigma_0
\end{align*}
\]  

(32)

Following [52], we can compute the extension by a penalization method. We define the operator

\[
L_{s,*}^\epsilon : Z_d \to \arg \min_X \left\{ \frac{1}{2} \epsilon X^T K_s X + \frac{1}{2} \| Z_d - H_d X \|_M \right\}^2,
\]

with \( \epsilon \) a small parameter with respect to the inverse of the Young modulus of the structure, such that

\[
\forall Z_d, \quad L_{s,*}^\epsilon Z_d = (\epsilon K_s + H_d^T M_s H_d)^{-1} H_d^T M_s Z_d,
\]

(33)

is a discretization of \( \text{Ext}_s^*(z_d) \). Thus we have

\[
\forall d_s \in V_{s,h}, \quad \langle \text{Ext}_s^*(z_d - \hat{y}_s|_s), d_s \rangle_{L^2} = D_s^T K_s (\epsilon K_s + H_d^T M_s H_d)^{-1} H_d^T M_s (Z_d - H_d Y_s),
\]

where \( D_s \) stands for the vector of degrees of freedom associated to \( d_s \) in \( V_{s,h} \). Therefore, the discretized system reads

\[
\begin{bmatrix}
\epsilon K_s + H_d^T M_s H_d & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\hat{Y}_s \\
\hat{U}_s
\end{bmatrix} =
\begin{bmatrix}
-\gamma_d H_d^T M_s H_d & \epsilon K_s + H_d^T M_s H_d \\
-K_s & -C_s
\end{bmatrix}
\begin{bmatrix}
Y_s \\
\hat{U}_s
\end{bmatrix} + \begin{bmatrix}
\gamma_d H_d^T M_s Z \\
F
\end{bmatrix},
\]

(34)

and the associated eigenvalue problem becomes

\[
\text{Find } (\Phi_d, \Phi_v, \lambda) \text{ such that }
\begin{bmatrix}
\epsilon K_s + H_d^T M_s H_d & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\Phi_d \\
\Phi_v
\end{bmatrix} = \lambda
\begin{bmatrix}
\epsilon K_s + H_d^T M_s H_d & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\Phi_d \\
\Phi_v
\end{bmatrix}.
\]

(35)

**Spectral sensitivity analysis.** For the SDF, the eigenvalue problem can also be solved using a quadratic eigenvalue problem inferred from (35) which takes the form

\[
\text{Find } (\Phi_d, \lambda) \text{ such that }
\begin{bmatrix}
\epsilon K_s + H_d^T M_s H_d & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\Phi_d \\
\lambda
\end{bmatrix} = \lambda
\begin{bmatrix}
\epsilon K_s + H_d^T M_s H_d & 0 \\
0 & M_s
\end{bmatrix}
\begin{bmatrix}
\Phi_d \\
\lambda
\end{bmatrix}.
\]

(36)

and note that in presence of viscosity the SDF adds stiffness to the system. The solutions of (36) for \( \gamma_d = 0 \), are still given by \( (\lambda_0, \Phi_{d,0}) \) as defined in the DVF case. Here, we verify that

\[
\frac{\partial \lambda}{\partial \gamma_d} \bigg|_{\gamma_d=0} = - \frac{\Phi_{d,0}^T M_s L_{s,*}^\epsilon H_d \Phi_{d,0}}{2} + O(\eta_s).
\]

such that if \( \eta_s = 0 \) then the sensitivity of the poles with respect to the SDF gain is given by

\[
\frac{\partial \lambda}{\partial \gamma_d} \bigg|_{\gamma_d=0} = - \frac{\Phi_{d,0}^T M_s L_{s,*}^\epsilon H_d \Phi_{d,0}}{2} = - \frac{\Phi_{d,0}^T K_s L_{s,*}^\epsilon H_d \Phi_{d,0}}{2 \omega^2},
\]

Inria
recalling that $K_s \Phi_{d|0} = \omega^2 M_s \Phi_{d|0}$. Then, using the characterization of the operator $\Gamma_{s,s}^\epsilon$ obtained in Appendix A, for any vector $D_s$ associated with $d_s \in V_{s,h}$ we have

$$D_s^T K_s \Gamma_{s,s}^\epsilon D_s = D_s^T H_d^T (L_{s,s}^\epsilon)^T K_s L_{s,s}^\epsilon H_d D_s + \epsilon D_s^T (\Gamma_{s,s}^\epsilon)^T H_d^T M_s H_d \Gamma_{s,s}^\epsilon D_s$$

which allows to rewrite

$$\frac{\partial \lambda}{\partial \gamma_d} \bigg|_{\gamma_d=0} = -\frac{1}{2} \frac{\|L_{s,s}^\epsilon (H_d \Phi_{d|0})\|_{K_s}^2}{\|\Phi_{d|0}\|_{K_s}^2} - \frac{\epsilon}{2} \frac{\|H_d \Gamma_{s,s}^\epsilon \Phi_{d|0}\|_{K_s}^2}{\|\Phi_{d|0}\|_{K_s}^2},$$

(37)

In this expression we retrieve the norm of the lifting of the observed part of a vector as it appeared in the continuous energy balance (20) up to a small term of order $\epsilon$ and adequate sign arising from the definition of the extension by penalization. Hence, when considering complete observations and the limit $\epsilon \to 0$, we have for the SDF in elastodynamics

$$\frac{\partial \lambda}{\partial \gamma_d} \bigg|_{\gamma_d=0} = -\frac{1}{2},$$

(38)

as we had for the DVF. When considering a more general (restricted) observation operator, the corresponding observability condition becomes

$$\int_0^{T_{\text{obs}}} \|L_{s,s}^\epsilon (H_d Y_s)\|_{K_s}^2 \, dt \geq \alpha (\|Y_s(0)\|_{K_s}^2 + \|U_s(0)\|_{M_s}^2),$$

for some (fixed) observation time $T_{\text{obs}}$ and strictly positive constant $\alpha$. This observability condition has been established for internal observations in the case of a scalar wave equation in [16]. If the condition is verified, then we again have a uniform sensitivity on the eigenmodes, i.e.

$$\frac{\partial \lambda}{\partial \gamma_d} \bigg|_{\gamma_d=0} \leq -\frac{\alpha}{2T_{\text{obs}}}.$$  

3.1.3 Spectral numerical experiments

We now verify numerically the analytical observations of the previous paragraph by means of a spectral analysis. For the computations, we consider the geometry and parameters of Section 2.3. In Figure 10, we report the corresponding 10 poles of smallest modulus for different values of the gains $\gamma_d$ and $\gamma_0$.

As expected from the stability analysis of the previous paragraph, both filters have a similar behavior with respect to the gain when considering full observations. Moreover, we observe that the SDF adds some slight stiffness (namely, the term $\gamma_d C_s L_{s,s}^\epsilon H_d$ in (36)) due to the presence of damping in the system modeled by $C_s$, particularly for the highest frequency poles. Note also that for large values of the gain some poles may travel to the right, especially after hitting the real axis. This phenomenon known as over-damping is classical in the stabilization of structural mechanics based systems, see e.g. [58].

3.2 Added mass effect for elastodynamic coupled with potential flow

We now investigate the impact of the fluid coupling on the filters performances, by first considering an inviscid incompressible fluid. Hence, the forcing pressure $p$ in Equation (24) is driven by the following elliptic problem

$$
\begin{cases}
-\Delta p = 0, & \text{in } \Omega_0^f \\
\nabla p \cdot n_f = 0, & \text{on } \Gamma_{\text{in}} \\
p = 0, & \text{on } \Gamma_{\text{out}}
\end{cases}
$$

(39)
with $\Omega_f^0 = \Omega_f(0)$ and the interface coupling conditions reduce to

$$\begin{cases}
\nabla p \cdot n_f = -\rho_f \partial_t u_s \cdot n_f, & \text{on } \Sigma_0 \\
\eta_s \sigma_s(u_s) \cdot n_s + \sigma_s(y_s) \cdot n_s - p n_f = 0, & \text{on } \Sigma_0
\end{cases}$$

(40)

Although simplified, the coupled problem derived from (24)-(39)-(40) contains some of the main features involved in FSI in blood flows, particularly, the so-called added-mass effect (see e.g. [14]).

After discretization in space, we get the following system of ordinary differential equations,

$$
\begin{bmatrix}
K_s & 0 \\
0 & M_s + M_A
\end{bmatrix}
\begin{bmatrix}
\dot{Y}_s \\
\dot{U}_s
\end{bmatrix}
= 
\begin{bmatrix}
0 & K_s \\
-K_s & -C_s
\end{bmatrix}
\begin{bmatrix}
Y_s \\
U_s
\end{bmatrix}.
$$

(41)

where $M_A$ denotes the discrete version of the added-mass operator, given by

$$M_A = \rho_f G K_p^{-1} G^T.$$

Here, $K_p$ and stand for the finite element matrices of the Laplacian and $G$ is associated with the boundary term

$$\forall P \in V_{p,h}, U_s \in V_{s,h}, \quad U_s^T G P = \int_{\Sigma_0} p u_s \cdot n_f \, d\Gamma.$$

(42)

Then, we can straightforwardly repeat the analysis performed in Section 3.1, hence the eigen-problems associated with the DVF and SDF estimators are obtained from (28) and (35) by simply replacing $M_s$ by $M_s + M_A$ in the right-hand side.

### 3.2.1 The added mass effect on stabilization efficiency

We now investigate the impact of the added-mass operator $M_A$ on the effectiveness of the estimators, by analyzing the sensitivity of the right-most eigenvalues of these systems with respect to
to the filter gains $\gamma_d$ and $\gamma_v$. According to the previous paragraph, we can write the quadratic eigenvalue problems as

$$\left(\lambda_a^2(M_s + M_A) + \lambda_a(C_s + \gamma_v H_a^T M_s H_v) + K_s\right) \Phi_{a,d} = 0,$$  \tag{43}

for the DVF, and

$$\left(\lambda_s^2(M_s + M_A) + \lambda_s(C_s + \gamma_d(M_s + M_A)L_{s,s} H_d) + K_s + \gamma_d C_s L_{s,s} H_d\right) \Phi_{a,d} = 0,$$  \tag{44}

for the SDF. Assuming again $C_s = 0$ and introducing, this time, the eigenmodes $\Phi_{a,d|0}$ satisfying

$$K_s \Phi_{a,d|0} = \omega_a^2(M_s + M_A)\Phi_{a,d|0}, \quad \lambda^2_{a|0} = -\omega_a^2, \quad \Phi_{a,d|0}^T (M_s + M_A)\Phi_{a,d|0} = 1,$$  \tag{45}

the sensitivities become for the DVF

$$\frac{\partial \lambda}{\partial \gamma_a} \Big|_{\gamma_a = 0} = -\frac{\Phi_{a,d|0}^T (H_a^T M_s H_v) \Phi_{a,d|0}}{2} = -\frac{1}{2} \frac{\|H_a \Phi_{a,d|0}\|_{M_s}^2}{\|\Phi_{a,d|0}\|_{M_s + M_A}^2}. $$

Then, for the SDF we comparatively obtain

$$\frac{\partial \lambda}{\partial \gamma_d} \Big|_{\gamma_d = 0} = \frac{\Phi_{a,d|0}^T (K_s L_{s,s}^T H_d) \Phi_{a,d|0}}{2} = -\frac{1}{2} \frac{\|L_{s,s}^T (H_d \Phi_{a,d|0})\|_{K_s}^2}{\|\Phi_{a,d|0}\|_{K_s}^2}. $$

Note that, by construction of the estimator, the DVF does not include the added-mass matrix in the expression of the sensitivity, while the SDF does. This is the reason why the SDF can outperform the DVF in FSI problems.

To illustrate this point, let us consider a case with complete observations. The sensitivities of the DVF applied to the simplified FSI problem become

$$\frac{\partial \lambda}{\partial \gamma_v} \Big|_{\gamma_v = 0} = -\frac{\Phi_{a,d|0}^T M_s \Phi_{a,d|0}}{2} = -\frac{1}{2} \left(1 - \frac{\|\Phi_{a,d|0}\|_{M_s}^2}{\|\Phi_{a,d|0}\|_{M_s + M_A}^2}\right), $$ \tag{46}

to be compared with (31) in the pure elastodynamics case. For the problems of interest, for some modes $\Phi_{a,d|0}^T M_s \Phi_{a,d|0}$ is close to 1 (see Table 1). Thus, the sensitivity is close to zero — recall that eigenmodes are normalized with respect to $M_s + M_A$ — which explains the poor behavior of the DVF in the FSI test case presented in Example 1 (Section 2.3.1). On the contrary, for the SDF applied to the simplified FSI problem, the sensitivity remains:

$$\frac{\partial \lambda}{\partial \gamma_d} \Big|_{\gamma_d = 0} = -\frac{1}{2}, $$ \tag{47}

as in the pure elastodynamics case (38).

### 3.2.2 Spectral numerical experiments

The difference of performances can be also understood in Figure 11, where the poles of the DVF and the SDF are displayed for different values of gains. As shown in the sensitivity analysis, the SDF is capable to uniformly stabilize the poles. By contrast, the performance of the DVF depends on the added-mass contribution $\Phi_{a,d|0}^T M_A \Phi_{a,d|0}$, whose values are shown in Table 1. In fact, the response in Example 1 (see Figure 3-right) is dominated by the first frequency ($3(\lambda|0) = 98$), which confirms the hypothesis of the impact of the added-mass in the performance of the DVF in this test case.
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Figure 11: Poles of the DVF (left) and the SDF (right) estimators for the elastodynamics/pressure system, with full observation and for different values of the gain

\[ \Phi_{a,d\|0}^T M_A \Phi_{a,d\|0} \]

<table>
<thead>
<tr>
<th>Frequency</th>
<th>( \Im(\lambda_{a|0}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>98</td>
</tr>
<tr>
<td>0.61</td>
<td>112</td>
</tr>
<tr>
<td>0.61</td>
<td>116</td>
</tr>
<tr>
<td>0.59</td>
<td>244</td>
</tr>
<tr>
<td>0.58</td>
<td>250</td>
</tr>
<tr>
<td>0.93</td>
<td>276</td>
</tr>
</tbody>
</table>

Table 1: Values of coefficient \( \Phi_{a,d\|0}^T M_A \Phi_{a,d\|0} \) for the poles from Figure 11 (left)

3.2.3 The DVFam filter improvement for solid velocity measurements

To improve the performance of the DVF in FSI problems, we propose to modify the scalar product used to define the adjoint \( H' \) in (10). The DVF designed for elastodynamics problem was based on the standard \( L^2 \) scalar product. For FSI problems, we advocate to include the added-mass operator in the definition of the scalar product. This defines a new filter, that will be called DVFam. Whereas the matrix of the DVF was defined by \( H^T v M^* H v \), the matrix of the DVFam filter is given by:

\[
H^T v (M + H v M_A H^T v) H v.
\] (48)

Repeating \textit{mutatis mutandis} the sensitivity analysis, and assuming complete observations, we can check that

\[
\frac{\partial \lambda}{\partial \gamma_v} \bigg|_{\gamma_v=0} = -\frac{1}{2},
\] (49)

with the DVFam. This is a clear improvement compared to (46). The spectral analysis reported in Figure 12 confirms this behavior. Note that in (49), the sensitivity does not depend on the range of the physical parameters, contrary to (46).

In practice, to avoid the calculation of the added-mass matrix, one can extend the filtered
structural system as follows:

$$
\begin{bmatrix}
K_s & 0 & 0 \\
0 & M_s & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\hat{Y}}_s \\
\dot{\hat{U}}_s \\
\dot{\Lambda}
\end{bmatrix}
= 
\begin{bmatrix}
0 & K_s & 0 \\
-K_s & -C_s - \gamma_e H_v^\top M_e H_v & \gamma_e \rho_l H_v^\top H_v G \\
0 & -G^\top H_v^\top H_v & -K_p
\end{bmatrix}
\begin{bmatrix}
\hat{Y}_s \\
\hat{U}_s \\
\Lambda
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
\gamma_e H_v^\top M_e Z + F \\
G^\top H_v^\top Z
\end{bmatrix},
$$

(50)

where $F$ denotes the forces coming from the fluid. A less expensive solution would be to use an approximation of the added-mass operator (for example using an algebraic approximation of the Dirichlet-to-Neumann operator as done in \[48\]) but this option will not be considered here.

To test this new filter in a nonlinear case with partial observations, we consider again Example 1. The results are presented in Figure 13. We observe that the performance of the DVFam filter is similar to the SDF, and much better than the DVF. Note that, for this test case, the added-mass term in the definition of the DVFam filter was not updated to account for the fluid domain deformation.

### 3.3 Elastodynamics-pressure coupling with lumped-parameter model

In hemodynamics, the Windkessel model plays an important role to define the outflow boundary conditions. To better understand its influence on the behavior of the filters, we consider the coupled fluid-structure problem (24)-(39)-(40) in which $p = \bar{p}$ on $\Gamma_{out}$, where $\bar{p}$ is the Windkessel proximal pressure. We then couple this system with the Windkessel distal pressure model $\pi$ from...
Equations (1b) where the outlet flux $Q$ can be obtained here from the structure velocity

$$Q = - \int_{\Sigma_0} u_s \cdot n_f \, d\Gamma,$$

since there is no inflow on $\Gamma_{in}$ (recall (39)). After spatial discretization, there exists an operator $S$ such that

$$Q = - S^T U_s,$$

and we verify that the boundary term $G$ defined in (42) verifies $S = - S(1 \ldots 1)^T$. In the principle of virtual work, the additional virtual power associated with the new pressure condition $p = \bar{p}$ on $\Gamma_{out}$ is then given by

$$\forall v_s \in V_{h,s}, \quad \int_{\Sigma_0} \bar{p} v_s \cdot n_f \, d\Gamma = \int_{\Sigma_0} (\pi + R_p Q) v_s \cdot n_f \, d\Gamma = \int_{\Sigma_0} \pi v_s \cdot n_f \, d\Gamma + R_p Q \int_{\Sigma_0} v_s \cdot n_f \, d\Gamma,$$

which discretizes into

$$\forall v_s \in V_{h,s}, \quad \int_{\Sigma_0} \bar{p} v_s \cdot n_f \, d\Gamma = V_s^T \left( -R_p S \cdot S^T U_s + S\pi \right),$$

leading to the spatial discretization

$$\begin{bmatrix} K_s & 0 & 0 & 0 \\ 0 & M_s + M_A & 0 & 0 \\ 0 & 0 & C & 0 \end{bmatrix} \begin{bmatrix} \dot{Y}_s \\ \dot{U}_s \\ \dot{\pi} \end{bmatrix} = \begin{bmatrix} 0 & K_s & -K_s & 0 \\ -K_s & -C_s - R_p S \cdot S^T & S & 0 \\ 0 & -S^T & -\frac{1}{R_d} & 0 \\ \pi \end{bmatrix} \begin{bmatrix} Y_s \\ U_s \\ \pi \end{bmatrix}.$$ (51)

Note that the system (51) is clearly dissipative and the energy dissipation associated with the Windkessel is directly $\frac{\pi^2}{R_d} + R_p Q^2$ as in (2).
Figure 14: Poles of the DVFam (left) and the SDF (right) estimators (elastodynamics-pressure coupling with lumped-parameter model) with full observation and for different values of the gain. The pole marked as “overdamped” appears due to the damping introduced by the Windkessel resistances. The pole marked as “Windkessel” is that satisfying Equation (56)
Spectral numerical investigations and analysis. Figure 14 shows the spectrum locus for the discrete DVFam and SDF estimators, computed by substituting the respective matrices in (51) according to (27) modified with (48) for the DVFam, and (34) for the SDF, see also Figure 15 for corresponding zoomed views around 0. The values of $R_p$, $R_d$ and $C$ are taken as in Example 2. The novelty in this test case lies is the presence of the pole coming from the Windkessel model (i.e. the right-most one on the real axis in Figure 14). We observe that the DVFam has a negligible effect on this pole, unlike the SDF, which appears to quite effectively stabilize the error, including for this Windkessel-related pole. In order to obtain some insight into the very different behaviors of the two filters for this pole, let us write the complete modal equation satisfied by the corresponding (real) eigen-pair. First considering the non-filtered system, we consider

\[
\begin{align*}
K_s \Phi_{w,v}|0 \Phi_{w,v}|0 &= \lambda_w|0 \Phi_{w,v}|0 \\
-K_s \Phi_{w,v}|0 - (C_s + R_p S \cdot S^T)\Phi_{w,v}|0 + S\Phi_{w,\pi}|0 &= \lambda_w|0 (M_s + M_A)\Phi_{w,v}|0 \\
-S^T \Phi_{w,v}|0 - \frac{1}{R_d} \Phi_{w,\pi}|0 &= \lambda_w|0 C\Phi_{w,\pi}|0
\end{align*}
\]  

(52)

Considering a real eigenvector $(\Phi_{\text{real} w,d}|0, \Phi_{\text{real} w,v}|0, \Phi_{\text{real} w,\pi}|0)$ associated with a real negative eigenvalue $\lambda_{w|0}$ and left-multiplying (52) by this eigenvector yields the “modal energy equation”

\[
\lambda_{w|0}^\text{real} = -\Phi_{w,v}|0^\text{T} (C_s + R_p S \cdot S^T) \Phi_{w,v}|0 - \frac{1}{R_d} (\Phi_{w,\pi}|0)^2,
\]  

(53)

using the natural energy normalization $(\Phi_{\text{real} w,d}|0)^\text{T} K_s \Phi_{\text{real} w,d}|0 + \Phi_{\text{real} w,v}|0^\text{T}(M_s + M_A)\Phi_{\text{real} w,v}|0 + C(\Phi_{\text{real} w,\pi}|0)^2 = 1$, with $\Phi_{\text{real} w,d}|0^\text{T}(M_s + M_A)\Phi_{\text{real} w,d}|0 = |\omega_{a|0}|^2 (\Phi_{\text{real} w,d}|0)^\text{T}(M_s + M_A)\Phi_{\text{real} w,d}|0$ due to (52). Note that we always have for the Rayleigh quotient

\[
\frac{(\Phi_{\text{real} w,d}|0)^\text{T} K_s \Phi_{\text{real} w,d}|0}{(\Phi_{\text{real} w,d}|0)^\text{T}(M_s + M_A)\Phi_{\text{real} w,d}|0} \geq (\omega_{a|0}^\text{min})^2,
\]  

Inria
where \( \omega_a^{\min} \) denotes the fundamental natural frequency for the solid system with added mass (39)-(40) without damping, with \( \omega_a^{\min} \) typically \( O(100) \). Hence, for the Windkessel pole

\[
\frac{\Phi_{w,v}^{\text{real}}(M_a + M_A)\Phi_{w,v}^{\text{real}}}{(\Phi_{w,d,0}^{\text{real}})^2} \leq \left( \frac{\lambda_{w,0}^{\text{real}}}{\omega_a^{\min}} \right)^2 \ll 1, \tag{54}
\]

since \( \lambda_{w,0}^{\text{real}} = O(1) \) here, namely, kinetic energy is negligible compared to elastic energy. Therefore, in essence we have a “quasi-static” mode, characterized by dropping \( \Phi_{w,v}^{\text{real}}(0) \) in (52), namely,

\[
\Phi_{w,d,0}^{\text{real}} \approx (K_s)^{-1} S \Phi_{w,v,0}^{\text{real}}, \tag{55}
\]

which corresponds to the deformation produced by a constant pressure applied on the interface, and likewise from (53) and the normalization

\[
\lambda_{w,0}^{\text{real}} \approx -\frac{1}{R_d}(\Phi_{w,v,0}^{\text{real}})^2 \approx -[R_d(C + S^T(K_s)^{-1}S)]^{-1}. \tag{56}
\]

For example, in our context we found \( \lambda_{w,0}^{\text{real}} = -0.4927 \) and the approximation (56) gives \(-0.4937\). This shows that the isolated Windkessel time constant \( R_d C \) may be increased by the static capacitance effect of the solid. Then the filter effect can be investigated by analysing the changes induced in (53), i.e.

\[
\lambda_{DVF} = -\Phi_{w,v}^{\text{real}^T}(C_s + R_p S \cdot S^T + \gamma_a H_{w,v}^T M_s H_p)\Phi_{w,v}^{\text{real}} - \frac{1}{R_d}(\Phi_{w,v,\gamma})^2,
\]

which does not produce any significant effect due to negligible velocity, whereas

\[
\lambda_{SDF} = -\gamma_d \Phi_{w,d}^{\text{real}^T} K_s(e K_s + H_{w,v}^T M_s H_d)^{-1} H_{w,v}^T M_s H_d \Phi_{w,v}^{\text{real}} - \Phi_{w,v}^{\text{real}^T}(C_s + R_p S \cdot S^T)\Phi_{w,v}^{\text{real}} - \frac{1}{R_d}(\Phi_{w,\gamma})^2,
\]

where as already discussed \( K_s(e K_s + H_{w,v}^T M_s H_d)^{-1} H_{w,v}^T M_s H_d \) is symmetric, and reduces to \( K_s \) in case of perfect observation. This shows that the SDF filter can be effective thanks to the finite elastic energy of the static mode. We refer to the appendix for a more detailed sensitivity analysis for both filters.

As a conclusion, in typical hemodynamics problems – such as that presented in Example 2 – the DVF is affected by two different issues: the added-mass effect and the Windkessel boundary conditions. While the first difficulty can be effectively treated by considering the modified DVFam strategy, the second one is intrinsic to the quasi-static nature of the Windkessel pole, which makes it impossible to stabilize with velocity-based strategies.

**Remark 5 (Windkessel observer)**

One way to further stabilize the pole resulting from the Windkessel coupling is to make use of additional measurements on \( \rho \) or \( \pi \). Hence, we can formulate the observers

\[
R_d C \hat{\rho} + \hat{\pi} = R_d \hat{Q} + \gamma_{\pi}(\bar{z}_\pi - \hat{\pi}), \tag{57}
\]

and

\[
R_d C \hat{\pi} + \hat{\rho} = (R_d + R_p) \hat{Q} + R_d C R_p \hat{Q} + \gamma_{\rho}(\bar{z}_\pi - \hat{\rho}), \tag{58}
\]

with \( z_\pi \) and \( \bar{z}_\pi \) the respective measurements.
### 3.4 Elastodynamics-Stokes coupling

In order to better understand the behavior of Luenberger filters in FSI, we isolated so far two physical phenomena: the added-mass effect and the dissipation coming from boundary conditions. In this section, we introduce a simplified model which includes a new physical property, namely, the dissipation in the 3D fluid.

We consider a linear FSI problem consisting of the Stokes equations, set in a fixed domain, with free outflow boundary conditions:

\[
\begin{aligned}
\rho_t \partial_t \mathbf{u}_t - \nabla \cdot \mathbf{\sigma}_t &= 0, & \text{in } \Omega^f_t \\
\nabla \cdot \mathbf{u}_t &= 0, & \text{in } \Omega^f_t \\
\mathbf{u}_t &= \mathbf{u}_{in}, & \text{on } \Gamma^\text{in} \\
\mathbf{\sigma}_t \cdot \mathbf{n}_t &= 0, & \text{on } \Gamma^\text{out}
\end{aligned}
\]

(59)

coupled to the solid equations (1c) by the usual transmission conditions. This yields the following discrete dynamical system

\[
\begin{bmatrix}
K_{s,I} & K_{s,\Sigma} & 0 & 0 & 0 & 0 \\
K_{s,\Sigma}^T & K_s & 0 & 0 & 0 \\
0 & 0 & M_{s,I} & M_{s,\Sigma} & 0 & 0 \\
0 & 0 & M_{s,\Sigma}^T & M_s & 0 & 0 \\
0 & 0 & 0 & 0 & M_{s,\Sigma} & 0 \\
0 & 0 & 0 & 0 & 0 & M_{s,\Sigma}^T
\end{bmatrix}
\begin{bmatrix}
\dot{Y}_{s,1} \\
\dot{Y}_{s,\Sigma} \\
\dot{U}_{s,1} \\
\dot{U}_{s,\Sigma} \\
\dot{\bar{U}}_{s,1} \\
\dot{\bar{U}}_{s,\Sigma}
\end{bmatrix}
= \begin{bmatrix}
-K_{s,I} & -K_{s,\Sigma} & 0 & 0 & 0 & 0 \\
-K_{s,\Sigma}^T & -K_s & 0 & 0 & 0 & 0 \\
K_{s,I} & K_{s,\Sigma} & C_{s,1} & C_{s,\Sigma} & 0 & 0 \\
K_{s,\Sigma}^T & K_s & C_{s,\Sigma}^T & C_{s,\Sigma} + K_{s,\Sigma} & K_{s,\Sigma}^T & B_{s,1}^T \\
0 & 0 & 0 & K_{s,\Sigma} & K_{s,1} & B_{s,1}^T \\
0 & 0 & 0 & 0 & B_{s,\Sigma} & B_{s,1}
\end{bmatrix}
\begin{bmatrix}
Y_{s,1} \\
Y_{s,\Sigma} \\
U_{s,1} \\
U_{s,\Sigma} \\
\bar{U}_{s,1} \\
P
\end{bmatrix},
\]

(60)

where we distinguish, both in the fluid and in the solid, the degrees of freedom attached to the interface from those in the interior of each domain, denoting \( Y_{s,1} \equiv [Y_{s,1}, Y_{s,\Sigma}]^T, U_{s,1} \equiv [U_{s,1}, U_{s,\Sigma}]^T \) and \( U_t \equiv [U_{s,1}, U_{s,\Sigma}]^T \). The fluid pressure degrees of freedom are denoted by \( P \). The fluid (\( K_s, M_s \) and \( B_s \)) and solid (\( K_{s,i}, C_{s,i} \) and \( M_{s,i} \)) matrices are defined by blocks, where the subscripts \( I \) and \( \Sigma \) refer to the internal and interface entries, respectively. In particular, we have

\[
\forall \mathbf{u}_t, \mathbf{v}_t \in \mathcal{V}_{f,h}, \quad V_t^T K_t \mathbf{u}_t = \int_{\Omega_0^f} 2 \mu \varepsilon(\mathbf{u}_t) : \varepsilon(\mathbf{v}_t) \, d\Omega,
\]

\[
\forall \mathbf{u}_t, \mathbf{v}_t \in \mathcal{V}_{f,h}, \quad V_t^T M_t \mathbf{u}_t = \int_{\Omega_0^f} \rho_t \mathbf{u}_t \cdot \mathbf{v}_t \, d\Omega,
\]

\[
\forall \mathbf{v}_t \in \mathcal{V}_{f,h}, \quad V_t^T B_t \mathbf{v}_t = - \int_{\Omega_0^f} P \nabla \cdot \mathbf{v}_t \, d\Omega.
\]

The term \( K_P \) corresponds to the pressure stabilization operator, which here is given by

\[
\forall p, q \in \mathcal{V}_{p,h} \quad Q_t^T K_P^p P = \varepsilon_p \int_{\Omega_0^f} \frac{h^2}{\mu} \nabla p \cdot \nabla q \, d\Omega,
\]

Inria
with $\varepsilon_p > 0$ the stabilization parameter (see, e.g., [11]).

The construction of the observers is performed, as before for the simplified fluid models, by adding the corresponding feedback terms for the DVF and SDF in the structure equations block (i.e., rows 1-3 of (60)).

Spectral numerical investigations and analysis. For the isolated Stokes problem (i.e., with homogeneous Dirichlet data on $\Sigma$),

$$
\begin{bmatrix}
M_{\ell,1} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
U_{\ell,1} \\
\dot{P}
\end{bmatrix}
= -
\begin{bmatrix}
K_{\ell,1} & B^*_{\ell,1} \\
-B_{\ell,1} & K^*_{\ell,1}
\end{bmatrix}
\begin{bmatrix}
U_{\ell,1} \\
\dot{P}
\end{bmatrix},
$$

(61)

all the poles are of course real negative. For the FSI system, some poles are complex, as in all the previous examples, and some are real negative, because of the dissipation in the fluid. We studied the behavior of the first 100 poles of smallest modulus. Note that, with the physical parameters considered in this paper, all these poles are real (the complex poles in the FSI case have a very large imaginary part, indeed).

We observe in Figure 16-left that these poles are almost the same for the isolated Stokes and the FSI system (60). To study the effect of the filters on the poles, we considered for the first two FSI poles the perturbation $\lambda_0 - \lambda_1$ for a gain $\gamma = 200$. These results are reported in Figure 16 (right). We observe that the poles are practically insensitive to $\gamma$. In other words, the poles coming from the fluid viscosity are almost unaffected by the DVF and SDF filters.

This behavior can be better understood by examining the orders of magnitude of the various terms arising in the modal equations, as we did in the case of the Windkessel model effect in Section 3.3. We denote here a mode by $[\Phi_{S,d,0}, \Phi_{S,v,0}, \Phi_{S,f,0}, \Phi_{S,p,0}]$ where again each of $\Phi_{S,d,0}, \Phi_{S,v,0}$ and $\Phi_{S,f,0}$ can be split into interface and interior parts, with the boundary condition $\Phi_{S,e,0}|_{\Sigma} = \Phi_{S,f,0}|_{\Sigma}$. Considering a real eigenvector associated with a real negative eigenvalue $\lambda_{S,i,0}$, the modal equation directly follows from (60), and the corresponding natural energy scaling reads

$$
\Phi_{S,d,0}^\top K_{\ell} \Phi_{S,d,0} + \Phi_{S,v,0}^\top M_e \Phi_{S,v,0} + \Phi_{S,f,0}^\top K_{\ell} \Phi_{S,f,0} = 1.
$$

Similarly as before, we have

$$
\frac{\Phi_{S,v,0}^\top M_e \Phi_{S,v,0}}{\Phi_{S,d,0}^\top K_{\ell} \Phi_{S,d,0}} \leq \left(\frac{\lambda_{S,i,0}}{\omega_{\min}}\right)^2 \ll 1,
$$

for the range of values of the poles considered here – recall Figure 16-left – $\omega_{\min}$ denoting the fundamental natural frequency of the solid alone, still of the same order $O(100)$. In addition, here for a rather regular coupled eigenvector with a smooth transition at the fluid-solid interface, we would have the ratio $(\Phi_{S,v,0}^\top M_e \Phi_{S,v,0})/(\Phi_{S,d,0}^\top K_{\ell} \Phi_{S,d,0})$ comparable to the solid-to-fluid mass ratio, equal to about 0.25 in our case. Hence, the solid elastic energy drastically dominates in such coupled eigenvectors, unless the solid modal displacements altogether vanish. In fact, by inspection it can be seen that this is precisely what happens for the poles concerned here, with a penalization phenomenon which tends to enforce vanishing solid elastic and kinetic energy, and accordingly the limit modal problem corresponds to that associated with the isolated Stokes problem with homogeneous Dirichlet boundary conditions on $\Sigma$, namely (61). This also explains why the filters have very little effects on these poles of negligible solid energy.

This analysis thus provides insight in the behavior observed in Example 1 (Figures 3 and 4), where the error curves in the fluid have a similar decay rate with and without the filter in the end of the cardiac cycle. The decay rate approximately corresponds to these pure real poles that are almost not perturbed by the solid filters. A similar comment can be made for Example 2 (Figures

RR n° 8177
7 and 8), namely at the end of the cardiac cycle, the decay of the total error is controlled by the poles of the Stokes problem and is almost unaffected by the filters. Hence, the effectiveness of the SDF in the two examples is explained by the fact that the filter operates on a system with small state error in the fluid itself – due to the choice of initial conditions – while the SDF is directly effective on the other constituents in the system.

These observations show that it would be desirable to complement solid measurements with blood flow measurements. In this respect, ultrasound (US) is still the most widespread imaging modality to inspect blood flows, but MRI acquisition sequences developed over the last two decades offer better image quality. Phase Contrast (PC) MRI can provide the flow speed in one direction over a few slices along the vessel. By acquiring the data in multiple directions, this technique provides 3D blood flow data. PC cine MRI generates “4D” blood flow data, i.e. 3D blood flow throughout the cardiac cycle. In some circumstances, pressure can also be acquired directly by catheters. Including these data in an observer would certainly improve the results obtained for FSI systems. This will be considered in future works. We also point out that other approaches have already been studied for assimilating flow data. In particular, in \[23\] a simplified variational approach was used, by which the discrepancy between model and measurements is minimized independently at each time step. Moreover, in \[39, 25\] Least Squares Finite Element methods were applied for stationary flows, by writing the partial differential equations as an (energy) minimization problem, and then penalizing the discrepancy between model and measurements. In \[40, 34\], a feedback-based approach was already applied to the assimilation of ultrasound data in an aorta.

![Figure 16: Real poles of the FSI system compared to the Stokes poles (left), and effect of the DVF and SDF represented by the values of $\lambda_\gamma - \lambda_{10}$, for $\gamma_d = \gamma_v = \gamma = 200$ (right)](image_url)
4 Discussion

4.1 Choice of the feedback gain in FSI problems

In the previous section, we investigated Luenberger observers in FSI problems. The aim was not only to understand the difference of performance, but also to find a systematic method for choosing the “optimal” feedback gain, i.e. the coefficient $\gamma$ in (11) which corresponds to the fastest stabilization.

As already mentioned in Section 3.4, if we search for the eigenvalues of smallest modulus, we will not find the non-real poles since the modulus of the complex poles is much larger than the modulus of the real ones (around 100 times larger with the physiological parameters of blood flows). Since we are interested in the effect of the filters on the stability of the system, it would be natural to search the eigenvalues with the largest real part. For this purpose, we could apply for example the algorithm used in [31] based on special Cayley transforms. However, we observed that this method may fail when the imaginary part is much larger than the real part. Moreover, it may be difficult to follow the trajectories of the poles when increasing the gain.

In view of these difficulties, we suggest in practice to calibrate the feedback gain by considering the simplified FSI system with added mass-effect (41). For example, for the SDF, a first guess can be obtained with (44), assuming full observations and no viscosity in the solid. A simple computation gives $\lambda^2 + \gamma d + \omega_d^2 = 0$. Hence, the optimal value of $\gamma_d$ (i.e. which makes $\Im(\lambda) = 0$) is given by $\gamma_d = 2\omega_{\text{min}}^a$, where $\omega_{\text{min}}^a$ is the first natural frequency of problem (45). Then, a more refined value can be obtained by considering the right observation operator and solid viscosity.

4.2 Some inefficient alternative approaches

In this section, we briefly comment on two other approaches that may seem natural but lead to very inefficient filters, which further justifies the analysis given in the previous section. In other words, even if the complete proof of the stabilization efficiency of the SDF for FSI is far beyond the scope of this article, the eigenvalue sensitivities allow us to eliminate some inefficient alternative approaches.

**SDF by coupling with $U_f = \dot{Y}_s$ on $\Sigma$.** We remind that the SDF modifies the usual relationship between the velocity and the displacement in the solid. For the FSI problem, we advocated to transmit the solid velocity to the fluid ($U_f = U_s$). It is natural to ask what would happen if we were to instead enforce $U_f = \dot{Y}_s$. This subtle difference has dramatic effects because the added-mass does not appear in the dissipative term anymore. Indeed, the quadratic eigenvalue problem becomes

\[
\lambda^2(M_s + M_d) + \lambda(C_s + \gamma dM_sK_s^{-1}H_d^\top M_sH_d) + K_s + \gamma dC_sK_s^{-1}H_d^\top M_sH_d) \Phi_d = 0. \quad (62)
\]

Then, we can check the lower performance of this SDF, that will be called SDFd, in both spectral and nonlinear transient analysis shown in Figure 17 (Example 1, and equations (40) for the spectral analysis) and Figure 18 (Example 2, and equations (51) for the spectral analysis). Note that the SDFd is also inefficient to stabilize the Windkessel pole.

**Force displacement feedback (FDF).** Instead of using the SDF which modifies the relationship between the velocity and the displacement, it may be tempting to directly apply a collocated
Figure 17: Linear spectral (left) and nonlinear transient (right) analysis for Example 1 with the SDFd
Figure 18: Linear spectral (left) and nonlinear transient (right) analysis for Example 2 with the SDFd
displacement feedback in the momentum equation, i.e.,

\[ (M_s + M_A) \ddot{Y}_s + C_s \dot{Y}_s + K_s Y_s = \gamma_d H_d^T M_s (Z - H_d \ddot{Y}_s). \]

This approach is related to the so-called image force methods, see e.g. [10]. The associated quadratic eigenvalue problem has the form

\[
\text{Find } (\Phi_d, \lambda) \text{ such that } \left( \lambda^2 (M_s + M_A) + \lambda C_s + K_s + \gamma_d H_d^T M_s H_d \right) \Phi_d = 0 .
\]

This filter, which acts as an added-stiffness, is known to be efficient only for systems with very large natural dissipation. Figure 19, left, shows that the FDF behaves poorly in the linear case (51). In Figure 19, right, this weak performance is confirmed in the nonlinear transient case (Example 2), in spite of the additional dissipation due to the fluid viscosity.

![Effect of FDF on the FSI+Windkessel system: spectral analysis with a potential fluid (left) and nonlinear transient analysis (right)]
We analyzed various sequential procedures to reduce the uncertainty in the initial condition of systems involving a viscous incompressible fluid and an elastic structure, assuming that measurements are available only for the solid velocities or displacements, as is commonly the case in practice.

We recalled two strategies, named DVF and SDF, devised for elastodynamics, and we analyzed them for FSI, with a special emphasis on hemodynamics-inspired problems. We found that the fluid can strongly impact the filters performances via three different phenomena: the added-mass effect, the coupling with a lumped-parameter model, and fluid dynamics effects per se. The SDF filter – using displacement measurements – was found to be very robust with respect to the first two, provided the coupling variable is adequately chosen to avoid perturbations due to the modified displacement-velocity relation. In the case of velocity measurements and the DVF filter, coping with the added-mass effect requires some adaptations and we proposed to include the added-mass in the scalar product used for the observation, which restores the good performance obtained in solid mechanics. When taking into account the coupling with a Windkessel model, only the SDF filter proved effective, due to the quasi-static nature of the corresponding new pole. Finally, our analysis showed that both filters applied only in the solid have almost no impact on the poles corresponding to the fluid viscosity. In order to circumvent this difficulty – which can be directly attributed to limited observability of the fluid dynamics when restricting the measurements to the fluid-solid interface – we need to rely on additional measurements in the fluid, which will be presented in future works. Nevertheless, the SDF filter is directly applicable when the initial condition is well-known in the fluid, as illustrated in the initial examples.

Therefore, our analysis has brought important insight into how Luenberger observers can be devised for state estimation in typical FSI problems arising in hemodynamics, thus providing a most effective alternative to classical variational procedures. We finally emphasize that this type of state estimation approach can be very conveniently and effectively combined with other observer techniques targeted at parameter estimation – such as that presented in [9] for the same type of FSI problems – along the lines of the overall strategy originally proposed in [51, 50].

Acknowledgement. The research leading to these results has received funding from the European Community’s Seventh Framework Program (FP7/2007-2013) under grant agreement no 224495 (euHeart project).

A Properties of the discretization of the harmonic lifting

Exact discretized extension We introduce \( L_{n,s} \) the discretization of the extension operator \( \text{Ext}_s^* \). Following [52], this discrete operator can be defined by

\[
L_{n,s} : Z_d \mapsto \text{argmin}_{H_d D = Z_d} \frac{1}{2} D_s^T K_s D_s.
\]  

(64)

Any \( D_s \) associated with \( d \) can be trivially decomposed as

\[
D_s = D_s^2 + L_{n,s} H_d D_s,
\]

so that it holds that \( H_d(D_s^2) = 0 \). Then, by definition of the minimum in (64), we have the following identity for any data vector \( Z_d \)

\[
(D_s^2)^T K_s L_{n,s} Z_d = 0,
\]  

(65)
which is the discrete counterpart of (15a). Hence, for any displacement vectors \( D_s \) and \( Y_s \)
\[
D_s^t K_s L_{s,s} H_d Y_s = D_s^t H_d^t L_{s,s}^t K_s L_{s,s} H_d Y_s.
\]

**Penalized discretized extension**  For the operator \( L_{s,s}^e \) we first have, recalling (33),
\[
K_s L_{s,s}^e H_d = K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} H_d^t M_s H_d = K_s - \epsilon K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s,
\]
which already shows that \( K_s L_{s,s}^e H_d \) is a symmetric operator. Hence, for any vector \( D_s \),
\[
K_s (D_s - L_{s,s}^e H_d D_s) = \epsilon K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s D_s,
\]
giving, for any \( D_s \) and \( Y_s \),
\[
(D_s - L_{s,s}^e H_d D_s)^t K_s L_{s,s}^e H_d Y_s = \epsilon D_s^t K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s Y_s
\]
\[- \epsilon^2 D_s^t K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s Y_s = \epsilon D_s^t K_s (\epsilon K_s + H_d^t M_s H_d)^{-1} H_d^t M_s H_d (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s Y_s,
\]
which represents the penalized version of the identity (65). Therefore, defining \( \Gamma_{s,s}^e = (\epsilon K_s + H_d^t M_s H_d)^{-1} K_s \) we obtain
\[
D_s^t K_s L_{s,s}^e H_d Y_s = D_s^t H_d^t (L_{s,s}^e)^t K_s L_{s,s}^e H_d Y_s + \epsilon D_s^t (\Gamma_{s,s}^e)^t H_d^t M_s H_d \Gamma_{s,s}^e Y_s,
\]
which proves the positivity of \( K_s L_{s,s}^e H_d \). Furthermore, we note that using of \( L_{s,s}^e \) instead of the exact harmonic lifting \( L_{s,s} \) introduces a positive operator of order \( \epsilon \).

**B  Spectral sensitivity analysis of the elastodynamics-Windkessel coupling model**

**The DVF case.**  The solid-pressure-Windkessel modal system with the DVF reads
\[
\begin{align*}
K_s \Phi_{w,v} &= \lambda K_s \Phi_{w,d} \\
- K_s \Phi_{w,d} - (\gamma_v (H_d^t M_s H_v) + R_p S \cdot S^t) \Phi_{w,v} + S \Phi_{w,v} &= \lambda (M_s + M_A) \Phi_{w,v} \tag{66}
\end{align*}
\]
asuming \( \eta_s = 0 \) for the sake of simplicity. Rewriting it only in terms of \( \Phi_{w,d} \) leads to the following eigenvalue problem

\[
\lambda^2 (M_s + M_A) \Phi_{w,d} + \gamma_v \lambda H_d^t M_s H_v \Phi_{w,d} + K_s \Phi_{w,d} + \lambda \left( 1 + \frac{R_p}{R_d} \right) R_d S \cdot S^t \Phi_{w,d} = 0, \tag{67}
\]

with \( \tau = R_d C \). Note that this reduces to the previous elastodynamics eigenvalue problem (28) when \( R_p, R_d \) and \( C \) equal zero. As done previously, we can compute the sensitivity of \( \lambda \) with respect to \( \gamma_v \) by differentiating (67) at \( \gamma_v = 0 \). We get
\[
2 \lambda_w |_{\gamma_v = 0} \frac{\partial \lambda}{\partial \gamma_v} \bigg|_{\gamma_v = 0} (M_s + M_A) \Phi_{w,d} + \frac{\partial \lambda}{\partial \gamma_v} \left( 1 + \frac{R_p}{R_d} \right) R_d S \cdot S^t \Phi_{w,d} = 0,
\]
\[
\frac{\partial \Phi_{w,d}}{\partial \gamma_v} \bigg|_{\gamma_v = 0} = 0,
\]
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with \((\Phi_{w,d,0}, \lambda_{w,0})\) solution of
\[
\lambda_{w,0}^2 (M_s + M_A) \Phi_{w,d,0} + K_s \Phi_{w,d,0} + \lambda_{w,0} \left( \frac{1}{1 + \lambda_{w,0}} + \frac{R_p}{R_d} \right) R_d S \cdot S^T \Phi_{w,d,0} = 0. \tag{68}
\]

We now consider a specific real eigenvector \(\Phi_{w,d,0}^{\text{real}}\) associated with a real negative eigenvalue \(\lambda_{w,0}^{\text{real}}\) introduced by the coupling with the Windkessel model. In this specific configuration we can let multiply the previous equation, simplify the last part, and finally obtain
\[
\frac{\partial \lambda_{\text{real}}^{\text{real}}}{\partial \gamma} \bigg|_{\gamma=0} = -\frac{\left( \Phi_{w,d,0}^{\text{real}} \right)^T H^T M_s H \Phi_{w,d,0}^{\text{real}}}{2 \left( \Phi_{w,d,0}^{\text{real}} \right)^T (M_s + M_A) \Phi_{w,d,0}^{\text{real}} + \left( \frac{1}{1 + \lambda_{w,0}^{\text{real}}} + \frac{R_p}{R_d} \right) \lambda_{w,0}^{\text{real}} R_d \left( \Phi_{w,d,0}^{\text{real}} \right)^T S \cdot S^T \Phi_{w,d,0}^{\text{real}}}.
\tag{69}
\]

Recalling our discussion in Section 3.3, we have by (54)-(55)
\[
\left( \Phi_{w,d,0}^{\text{real}} \right)^T (M_s + M_A) \Phi_{w,d,0}^{\text{real}} \lesssim \frac{1}{(\lambda_{w,0}^{\text{real}})^2} \left( \Phi_{w,v,0}^{\text{real}} \right)^T (M_s + M_A) \Phi_{w,v,0}^{\text{real}}
\approx \frac{1}{(\lambda_{w,0}^{\text{real}})^2} S^T (K_s)^{-1} S \left( \Phi_{w,v} \right)^2.
\]

Hence, with (56) we infer
\[
\left( \Phi_{w,d,0}^{\text{real}} \right)^T (M_s + M_A) \Phi_{w,d,0}^{\text{real}} \ll R_d^2 (C + S^T (K_s)^{-1} S)^2 (S^T (K_s)^{-1} S) \left( \Phi_{w,v} \right)^2,
\]
whereas for the second part in the denominator of (69) we have \(1 + \lambda_{w,0}^{\text{real}} \tau = O(1), \ R_p / R_d \ll 1,\) and
\[
\frac{1}{\lambda_{w,0}^{\text{real}}} R_d \left( \Phi_{w,d,0}^{\text{real}} \right)^T S \cdot S^T \Phi_{w,d,0}^{\text{real}} \approx -R_d^2 (C + S^T (K_s)^{-1} S) (S^T (K_s)^{-1} S)^2 \left( \Phi_{w,v} \right)^2.
\]

Therefore, with \(C\) and \(S^T (K_s)^{-1} S\) – namely, the capacitances of the Windkessel and of the static solid behavior, respectively – of the same order, we have that the first term in the denominator of (69), which would be the only one in the sensitivity without the Windkessel coupling (recall Section 3.2.1), is drastically dominated (in absolute value) by the new term, which is negative. This fully explains what was observed in Figure 15-top, namely, a very small sensitivity with a destabilization effect.

**The SDF case.** The eigenvalue problem for the SDF case reads
\[
\begin{cases}
K_s \Phi_{w,v} = \lambda K_s \Phi_{w,d} + \gamma_d K_s L_{s,v}^* H_d \Phi_{w,d} \\
- K_s \Phi_{w,d} = R_p S \cdot S^T \Phi_{w,v} + S \Phi_{w,\pi} = \lambda (M_s + M_A) \Phi_{w,v}
\end{cases}
\tag{70}
\]
which, rewritten only in terms of \(\Phi_{w,d}\), leads to the following cubic eigenvalue problem
\[
\lambda^2 (M_s + M_A) \Phi_{w,d} + \gamma_d \left( \frac{1}{1 + \lambda \tau} + \frac{R_p}{R_d} \right) R_d S \cdot S^T + \lambda (M_s + M_A) L_{s,v}^* H_d \Phi_{w,d} + K_s \Phi_{w,d} + \lambda \left( \frac{1}{1 + \lambda \tau} + \frac{R_p}{R_d} \right) R_d S \cdot S^T \Phi_{w,d} = 0. \tag{71}
\]
Hence, after analogous computations, the sensitivity of the real poles with respect to the filter gain is given by

\[
\frac{\partial \lambda_{\text{real}}}{\partial \gamma_d} \bigg|_{\gamma_d=0} = \frac{\left(\Phi_{\text{real}}^{w,d(0)}\right)^T \left( \frac{1}{1+x_{\text{real}}^{w,d(0)}^2} + \frac{R_d}{R_c} \right) \frac{1}{\lambda_{\text{real}}^{w,d(0)}} R_d S \cdot S^T + (M + M_A) \right) L_{r,\nu}^* H_{d} \Phi_{\text{real}}^{w,d(0)} )}{2 \left(\Phi_{\text{real}}^{w,d(0)}\right)^T (M + M_A) \Phi_{\text{real}}^{w,d(0)} + \left( \frac{1}{1+x_{\text{real}}^{w,d(0)}^2} + \frac{R_d}{R_c} \right) \frac{1}{\lambda_{\text{real}}^{w,d(0)}} R_d \left(\Phi_{\text{real}}^{w,d(0)}\right)^T S \cdot S^T \Phi_{\text{real}}^{w,d(0)} }.
\]

Using (68), we can simplify the numerator to retrieve our symmetric operator

\[
H_{d}^T(L_{r,\nu}^*)^T K_{e} L_{r,\nu}^* H_{d},
\]

finally leading to

\[
\frac{\partial \lambda_{\text{real}}}{\partial \gamma_d} \bigg|_{\gamma_d=0} = \frac{1}{\left(\lambda_{\text{real}}^{w,d(0)}\right)^2} \frac{\left(\Phi_{\text{real}}^{w,d(0)}\right)^T H_{d}^T(L_{r,\nu}^*)^T K_{e} L_{r,\nu}^* H_{d} \Phi_{\text{real}}^{w,d(0)} )}{2 \left(\Phi_{\text{real}}^{w,d(0)}\right)^T (M + M_A) \Phi_{\text{real}}^{w,d(0)} + \left( \frac{1}{1+x_{\text{real}}^{w,d(0)}^2} + \frac{R_d}{R_c} \right) \frac{1}{\lambda_{\text{real}}^{w,d(0)}} R_d \left(\Phi_{\text{real}}^{w,d(0)}\right)^T S \cdot S^T \Phi_{\text{real}}^{w,d(0)} }.
\]

The same considerations as for the DVF imply that the second term drastically dominates in the denominator, which, combining the first quotient \(1/\left(\lambda_{\text{real}}^{w,d(0)}\right)^2\) is of the order of

\[
\lambda_{w,d(0)}^r R_d \left(\Phi_{\text{real}}^{w,d(0)}\right)^T S \cdot S^T \Phi_{\text{real}}^{w,d(0)} \approx - \frac{(S^T(K_e)^{-1}S)^2}{C + S^T(K_e)^{-1}S} \left(\Phi_{w,d(0)}\right)^2 \]

\[
\approx - \frac{S^T(K_e)^{-1}S}{C + S^T(K_e)^{-1}S} \left(\Phi_{\text{real}}^{w,d(0)}\right)^T K_{e} \Phi_{\text{real}}^{w,d(0)}.
\]

Since, as already discussed, the quotient here is \(O(1)\), comparing with the sensitivity equation obtained in Section 3.2.1 we understand how the SDF preserves a similar overall stabilization effectiveness as without the Windkessel coupling, as seen in Figure 15-bottom.
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