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Abstract—We consider a cooperative relay network where a
source node communicates to a destination node with the help
of multiple relay nodes (RNs). RNs are assumed to be able to
work in either active mode or sleep mode. To minimize the
total energy consumption, working modes of RNs and power
allocation need to be optimized. Based on the time scales of
mode transition, we formulate two different energy minimization
problems. In the case of fast transition, where the transition
can be applied in each frame, the problem is shown to be a
supermodular minimization problem. We propose a relaxation
based algorithm with a provable performance bound. In the case
of slow transition, where the working modes of RNs are fixed,
the problem is proven to be NP-hard even for the single relay
selection case. Approximation algorithms are proposed based on
the supermodular structure of the problem. Simulation results
show that the proposed algorithms perform close to optimal,
and significant energy saving can be achieved. The effect of the

transition cost and the comparison between fast transition and
slow transition are also presented.

I. INTRODUCTION

Since the energy demands of information and communi-

cation technology have grown dramatically, green communi-

cations have been proposed to greatly improve the energy

efficiency in a variety of communication systems [1]–[4]. In

wireless networks, energy efficient communication techniques

typically focus on minimizing the transmission energy, without

considering the circuit energy. In [5], the authors show that

transmission energy dominates the total energy consumption

only when the transmission range is long. As wireless net-

works become denser and wireless devices become smaller,

circuit energy will become comparable to, or even dominate

energy consumption. Since wireless nodes consume circuit

energy even when they do not transmit or receive, sleep-

based energy saving mechanisms have been proposed [6]–[12].

When wireless devices are in sleep mode, the radio equipment

is turned off and the circuit energy consumption becomes

negligible.

In this paper, we consider energy efficient communication

in a cooperative relay network, where a source node commu-

nicates with a destination node with the help of multiple relay

nodes (RNs). The source node broadcasts data to RNs, some or

all of which cooperatively forward the data to the destination

node. Cooperative communication is a powerful technique

in wireless networks [14], [15], which can provide spatial

diversity by using a distributed virtual antenna array. Cooper-

ative transmission has been shown to improve the throughput

and energy efficiency [5], [16]. Opportunistic relay selection

schemes are proposed to exploit the cooperative diversity

with low complexity [20]–[24]. However, these studies mainly

consider how to fully utilize the cooperative diversity under

transmission power constraint. To the best of our knowledge,

using the sleep mode for the energy saving has not been

considered in cooperative relay networks.

In our energy consumption model, the total energy con-

sumption consists of transmission energy and circuit energy.

The transmission power is allocated among the source node

and RNs so that a given source-to-destination rate requirement

is satisfied. To save circuit energy, RNs are assumes to be able

to work in either active mode or sleep mode. If there are more

RNs in active mode, the transmission energy consumption can

be lower due to cooperative gain, while the circuit energy con-

sumption can higher. The circuit energy consumption due to

mode transition is also considered in our model. To minimize

the total energy consumption, the working modes of RNs and

power allocation should be optimized.

The time scales for transition between modes can be quite

different for different application scenarios. In a typical sensor

network [7], the transition time of the sensor nodes is 2.45

ms from sleep mode to active mode and 0.25ms from active

mode to sleep mode. In cellular networks, the transition time

of mobile terminals is on the order of seconds [11], while

base stations can change their states every couple of hours

[12]. Depending on the time scales of mode transition, two

different energy minimization (EM) problems are formulated

in the paper. In the first case, the transition can be applied in

each frame, and the Fast Mode Transition (FMT) problem is

considered. In this case, the transition time must be shorter

than the frame length. In the second case, the working modes

of RNs are fixed, and the Slow Mode Transition (SMT)

problem is considered. This happens when the transition time

is much longer than the frame length.

The main contributions of this paper are as follows. First,

the EM-FMT problem is formulated when the transition time

is small, and we show that it is a supermodular minimization

problem, which is NP-hard in general. In addition to a local

greedy search algorithm, a relaxation based algorithm with

provable performance bound is also proposed. Simulation

results show that the algorithms perform close to optimal.

Second, the EM-SMT problem is formulated when the tran-

sition cost is high, and we show that it is NP-hard even
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Fig. 1. Cooperative relay network model.

if we only consider single relay selection. With appropriate

approximation, the problem can be solved by the algorithms

developed for the EM-FMT problem. Last but not the least,

we show that significant energy savings can be obtained

by introducing sleep modes to cooperative relay networks,

especially when the number of RNs is large. The simulation

results also show that multiple relay selection perform better

when RNs are clustered. The effect of transition cost and

comparison between FMT and SMT are also presented.

The remainder of the paper is organized as follows. In

Section II, we describe the system model. In Section III and

IV, energy minimization with fast mode transition and slow

mode transition are discussed, respectively. The performance

evaluation is given in Section V. Finally, Section VI concludes

the paper.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider a cooperative relay

network where a source node s communicates with a des-

tination node d with the help of a set of RNs denoted by

M = {r1, r2, . . . , rM}. All RNs have a single antenna and

satisfy a half-duplex constraint. Time is divided into frames

of the length T , and the system bandwidth is W Hz. Assume

the s and d are far enough away so that there is no direct link

between them. Let gi denote the channel gain from source s
to ri, and hi denote the channel gain from ri to destination

d. We use {gi} and {hi} to denote the sets of channel gains.

All the channels are assumed to be flat and block fading. The

target is to meet a predefined rate requirement R bits/second

from s to d for each frame.

A. Communication process

The communication process for each frame consists of three

phases. The length of the time for three phases (T1, T2, and

T3) is assumed to be fixed, where T1 + T2 + T3 = T . During
the first phase, channel gains are measured and fed back to

s. There have been many studies on how to collect channel

state information (CSI) through control message exchanges in

cooperative relay networks [22], [23]. This is not the focus of

the paper, and we assume that the collected CSI is exact.

The next two phases are used for data transmission. During

the second phase, s broadcasts data to RNs with transmission

power Ps. The received signal at ri is given by

yi = gi

√

Psxs + ni, ∀ i ∈M,

where ni is white Gaussian noise with mean zero and variance

σ2
i . Since the source-to-destination rate requirement is R, the

minimum required transmission rate between s and RNs is

RT/T2. Define the set of RNs that can successfully decode

the signal xs as the decoding set D, which is given by

D =

{

ri : WT2 log2

(

1 +
|gi|2Ps

σ2
i

)

≥ RT

}

. (1)

During the third phase, some RNs in D are selected to

cooperatively forward the data to d. Let the cooperation set
C ⊆ D represent the set of selected RNs. We assume the

cooperative beamforming is used. The transmission power and

phase adjustment of ri are θi and Pi, respectively. Then, the

received signal at d is given by

yd =
∑

i∈C

hie
jθi

√

Pixs + nd,

where nd is white Gaussian noise with mean zero and variance

σ2
d. To minimize the transmission power of the RNs, the

optimal beamforming factors are given by

θi = − arg{hi}, Pi =
|hi|2Pr

∑

j∈C |hj |2
, ∀ i ∈ C, (2)

where Pr is the total transmission power of all RNs in C. To
meet the given rate requirement, we must have

WT3 log2

(

1 +

∑

i∈C |hi|2Pr

σ2
d

)

≥ RT. (3)

B. Energy consumption model

The total energy consumption consists of both transmission

energy and circuit energy. All the nodes consume transmission

energy when they transmit data. We assume that when a node

is in active mode, either transmitting or receiving, the circuit

power is fixed and nonzero. The total energy consumption of

node i is given by

Ei = P t
i T t

i + P c
i T c

i ,

where P t
i is the transmission power, P

c
i is the circuit power, T t

i

is the length of time when node i is transmitting, and T c
i is the

length of time when node i is in active mode. For simplicity,

we do not consider the transmit energy consumption during the

first phase. To reduce the total energy consumption, either the

power or the time length needs to be reduced. In the next two

sections, we discuss the energy minimization problem under

fast mode transition and slow mode transition, respectively.

III. FAST MODE TRANSITION

As mentioned in the introduction, the fast mode transition

(FMT) means that the transition between sleep mode and

active mode is fast enough so that the transition can happen in

a single frame. In this case, all RNs will be active during the

first phase. As illustrated in Fig. 2, the RNs in the cooperation

set C will be active during data transmission, while the other

RNs will transit to sleep mode so that circuit energy can be

saved. The RNs which transit to sleep mode during the second

phase will transit back to active mode at the end of the third
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Fig. 2. Illustration of communication process and mode transition.

phase. We assume that the circuit power of ri during mode

transition is the same as P c
i , and that the total transition time

of ri is denoted by T m
i .

A. Problem formulation

Since all the RNs in C can successfully decode the received
signal during the second phase, the minimum required trans-

mission energy Es depends on the RN with the worst channel

gain in C. According to (1), we have

Es = max
i∈C

ωi

|gi|2
,

where ωi = (2RT/WT2 − 1)σ2
i T2. During the third phase, the

RNs in C cooperatively forward the data to d. According to

(3), the minimum transmission energy of RNs is given by

Er =
ωd

∑

i∈C |hi|2
,

where ωd = (2RT/WT3 − 1)σ2
dT3. This equation implies that

every RN in C contributes to the transmission energy saving,

even if its channel gain is small. Since s and d are always

active in each frame, T c
s = T c

d = T , we do not consider the

circuit energy consumption of s and d in the formulation. For

i ∈M, we have

T c
i =

{

T, ifi ∈ C,

T1 + T m
i , ifi /∈ C.

(4)

Given {gi} and {hi} in each frame, the energy minimization
with fast mode transition (EM-FMT) problem can be formu-

lated as

min
C⊆M

(

max
i∈C

ωi

|gi|2
+

ωd
∑

i∈C |hi|2

)

+
∑

i∈C

Ec
j , (5)

where

Ec
j = P c

i (T − T1 − T m
j ).

Here, the fixed part of circuit energy consumption is subtracted

from (4). From the objective function in (5), if the cooperation

set C is larger, the circuit energy consumption will increase,Es

may also increase, but Er will decrease. Hence, it is nontrivial

to find the optimal cooperation set.

Since the number of all feasible cooperation sets is 2M −1,
the complexity of exhaustive search is extremely high when

M is large. If the problem is to select a single RN, as in

[20], [21], [24], there are only M possible cooperation sets,

the complexity to find the optimal solution is O(M).

B. Supermodularity

Let H(C) be the objective function in (5). The following

proposition characterizes the special structure of H(C).

Proposition 1. H(C) is a supermodular set function of C.

The proof is given in [29]. Thus, the subproblem is a

supermodular minimization problem, which is NP-hard in

general [25]. The problem is also non-monotone [26], since

C1 ⊆ C2 does not imply H(C1) ≥ H(C2) or H(C1) ≤ H(C2).
Approximation algorithms and approximability results have

been provided in the literature [26], [27], which focus on

problems with special structure of constraints.

C. Local Greedy Search

Since a supermodular function has the property of diminish-

ing returns, we can use a local greedy search (LGS) algorithm

to find a local optimal solution. Let a function G(i, C) defined
as

G(i, C) = H(C)−H(C ∪ i),

which represent the energy reduction if ri is added into a

cooperation set C. During the search process,G(i, C) will serve
as the selection metric. To find a cooperation set with minimal

energy consumption, we start with an empty cooperation set,

and always add the RN ri with the largest G(i, C) into the

current cooperation set, until all the remaining RNs have

negative selection metric or no RNs are left. The details of

the LGS algorithm are described in Algorithm 1.

Algorithm 1: Local Greedy Search

C = ∅, E = M;

while E 6= ∅ do
Find the RN ri in E with the largest G(i, C);
if G(i, C) > 0 then
C = C ∪ i, E = E \ i;

else
break;

end

end

The LGS algorithm is not guaranteed to find the optimal

solution. For example, consider a system of three RNs with

the same ωi and |gi|, ωd = 1, |h1|2 = 0.5, Ec
1 = 0.5, and

|h2|
2 = |h3|

2 = 0.4, Ec
2 = Ec

3 = 0.1. The optimal cooperation
set found by the LGS algorithm is {r1}, while the optimal

cooperation set is actually {r2, r3}. For each instance, the

selection metric G(ri, C) will be calculated O(M2) times at

most, thus the complexity of the LGS algorithm is O(M2).
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D. Relaxation Based Algorithm

To get a better approximation algorithm with low compu-

tational complexity, we adopt the relaxation method, which

is often used in integer programming problems [25]. To

facilitate the relaxation, we first decompose the EM-FMT

problem into M subproblems. Without loss of generality, we

assumeM is arranged in a descending order of ωi/|gi|2. Let
Mi = {r1, . . . , ri}, and RN ri be the critical relay node of

Mi. When the decoding set D = Mi, Es = ωi/|gi|2. Then
we can focus on the following subproblem

min
C⊆Mi

ωd
∑

j∈C |hj |2
+

∑

j∈C

Ec
j . (6)

If the optimal cooperation set is C⋆, and k ∈ C⋆ is the

critical relay node, C⋆ will also be the optimal cooperation set

of the subproblem related to Mk. Thus, among the M optimal

solutions to the subproblems, the one with the minimum total

energy consumption will be the optimal solution to the EM-

FMT problem.

For each subproblem (6), we have an equivalent form as

min
ωd

∑

j∈Mi
µj |hj |2

+
∑

j∈Mi

µjE
c
j (7)

s.t. µj ∈ {0, 1}, ∀ j ∈Mi,

where µj = 1 means that the RN rj is contained in cooperative

set C. Then, the 0-1 variables are relaxed to continuous

variables

min
ωd

∑

j∈Mi
µj |hj |2

+
∑

j∈Mi

µjE
c
j (8)

s.t. 0 ≤ µj ≤ 1, ∀ j ∈Mi.

The optimal solution to problem (8) provides a lower bound

on the original problem (7) by relaxing the constraint set. The

Lagrangian of the problem (8) is given by

L({µj},{αj}, {βj}) =
ωd

∑

j∈Mi
µj |hj |2

+
∑

j∈Mi

µjE
c
j

+
∑

j∈Mi

αj(µj − 1)−
∑

j∈Mi

βjµj ,

where {αj}, {βj} are Lagrange multipliers. It is easy to verify
that the relaxed problem (8) is a convex problem, and the KKT

conditions are:

−
ωd|hj |2

(

∑

j∈Mi
µj |hj|2

)2 + Ec
j + αj − βj = 0,

αj(µj − 1) = 0, αj ≥ 0,

βjµj = 0, βj ≥ 0,

for all j ∈Mi. Then, we have

If
ωd|hj |2

Ec
j

>
(

∑

j∈Mi

µj |hj |
2
)2

, then µj = 1, (9)

If
ωd|hj |2

Ec
j

<
(

∑

j∈Mi

µj |hj |
2
)2

, then µj = 0, (10)

If
ωd|hj |

2

Ec
j

=
(

∑

j∈Mi

µj |hj|
2
)2

, then 0 < µj < 1. (11)

From (9), (10), and (11), we can observe that the righthand

side can be considered as a threshold for RN selection. Let

νj =
ωd|hj |2

Ec
j

.

If νj is larger than the threshold, rj is selected, and vice

versa. Since µj can be fractional, the solution to problem (8)

cannot be directly applied to the original problem (6). To find a

feasible solution, a standard approach is randomized rounding.

Here we give a more efficient way to find a feasible solution,

which uses νj as the RN selection metric.

First, RNs are sorted by νi in a descending order:

M̂i = {r[1], r[2], . . . , r[i]}.

From the previous analysis, if r[i] is selected, i.e. µi > 0, then
r[j] is also selected for all j ≤ i. Then we can add the RNs into

cooperation set according to the order of M̂i, and calculate

µi when the RN ri is selected. The procedure stops when we

find any µi = 0. The relaxation based algorithm (RBA) for

each subproblem is summarized in Algorithm 2.

Algorithm 2: Relaxation Based Algorithm

Mi = {r1, . . . , ri}, Ci = ∅ ;
Sort the RNs in Mi by νj as M̂i = {r[1], . . . , r[i]} ;
for j = 1 to i do

Calculate µj according to (9), (10), and (11);

if µj = 1 then
Ci = Ci ∪ j;

else if µj > 0 then
Ci = Ci ∪ j, break;

else
break;

end

end

For each subproblem, a sorting operation is needed. Thus,

the computational complexity is O(M log(M)). Therefore,
the computational complexity of the RBA algorithm is

O(M2 log(M)), which is less than the LGS algorithm. How-

ever, the RBA algorithm is still an approximation algorithm,

thus it is not guaranteed to find the optimal solution. For

example, there is a system of two RNs with ωd = 1,
|h1|2 = 40, Ec

1 = 10, |h2|2 = 3, Ec
2 = 1. In this case, the RBA

algorithm will select r1, as |h1|2/Ec
1 = 4 > |h2|2/Ec

2 = 3,
however, r2 is the optimal solution. Define

δh =
maxi |hi|2

mini |hi|2
, δp =

maxi Ec
i

mini Ec
i

, (12)

we now proof the following results about the worse case

performance guarantee of RBA.

Proposition 2. Assume all h = {|hi|2},Ec = {Ec
i } are real

numbers, then there is at most one RN ri which has µi ∈ (0, 1).
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Let δ = min{δh, δp}, OPT (h,Ec) be the optimal solution,
RBA(h,Ec) be the solution of the RBA. Then we have

RBA(h,Ec)

OPT (h,Ec)
≤ 1 + δ. (13)

The proof is given in Appendix A.

The above proposition shows that if the RNs are similar

to each other, either in the channel gains or circuit energy

consumption, the RBA algorithm has a good performance

guarantee. This means when RNs are spatially adjacent and

the fading effect is small, or the circuit energy consumption

of RNs has the same order of magnitude, the RBA algorithm

has better performance guarantee.

IV. SLOW MODE TRANSITION

When the transition time T m
i is larger than the frame length

T , fast mode transition is infeasible. Therefore, we consider

another case of slow mode transition (SMT), which means

that the RNs will remain in some working modes for a long

period of time. We assume that in the period of interest, the

set of active RNs is fixed, which is denoted by A. The frame
structure is the same as in the case of FMT. The difference

is that during the first phase, only the RNs in A are active,

which means that

T c
i =

{

T, if i ∈ A,

0, if i /∈ A.

The energy minimization with slow mode transition (EM-

SMT) problem is formulated as:

min
A⊆M

∑

i∈A

Ec
i + E

{

min
C⊆A

max
i∈C

ωi

|gi|2
+

ωd
∑

i∈C |hi|2

}

(14)

where Ec
i = P c

i T and the expectation is taken with respect to

the channel gains {gi}, {hi}.
Compared with the EM-FMT problem, the EM-SMT prob-

lem considers the long term energy consumption. Since some

RNs are in sleep mode in the period of interest, the spatial

diversity due to relay selection is reduced, and the transmission

energy consumption will be larger. On the other hand, there

is less overhead in the case of SMT, thus in practice, it is

unclear whether FMT or SMT is more efficient. For example,

when all the channels are Gaussian, the EM-SMT problem is

equivalent to the EM-FMT problem, and SMT will be more

energy efficient than FMT, since no overhead is required for

the RNs not in the cooperation set C.

A. Problem Analysis

If we know the probability distribution of the channel

gains {gi}, {hi}, the expectation in (13) can be calculated

given the active set A. The optimal total transmission energy

consumption when the active set is A is given by

S(A) = E

{

min
C⊆A

(

max
i∈C

ωi

|gi|2

)

+
ωd

∑

i∈C |hi|2

}

,

and the total energy consumption is given by

T (A) = S(A) +
∑

i∈A

P c
i .

Similar to Proposition 1, we can have following results

about the problem structure.

Proposition 3. T (A) is a supermodular set function of A if

S(A) is a supermodular function, that is to say

S(A1 ∪ k)− S(A1) ≤ S(A2 ∪ k)− S(A2), (15)

for any A1 ⊆ A2 ⊆M, k ∈M\A2.

If S(A) is supermodular set function of A, then we can

develop efficient greedy search algorithms to find provable

solution to the EM-SMT problem. However, (15) does not

always hold. Although S(A) is not supermodular in general,

we can show that in many cases, it can be approximated as a

supermodular function.

Proposition 4. If the transmission energy consumption of

source node Es is the same for all A, then S(A) is super-
modular.

The proof is given in [29]. The condition in Proposition 4

holds in the scenario when the number of RNs is large. In

this case, adding one more RN into A would only marginally

change the Es. Another scenario is when the transmission

power during the second phase is fixed, then the condition

also holds. In these cases, S(A) is a supermodular function,
and then we can use approaches similar to those for the EM-

FMT problem to find good solutions.

For the general case, it is hard to find an approach which

is applicable to all EM-SMT problems with different channel

distributions. The following summarize the hardness result of

the EM-SMT problem.

Proposition 5. The EM-SMT problem with single relay se-

lection is NP-hard, since any set covering problem can be

reduced to an EM-SMT problem.

The proof is given in [29].

B. Heuristic Algorithms

Since it is difficult to find the optimal solution, we propose

heuristic algorithms to find a suboptimal solution. The main

idea is to approximate the expectation. By directly taking

expectation over the random variables, the EM-SMT problem

can be approximated as

min
A⊆M

∑

i∈A

Ec
i + min

C⊆A

(

max
i∈C

ωi

E|gi|2

)

+
ωd

∑

i∈C E|hi|2
(16)

It should be noted that the transmission energy consumption

is underestimated here. A better approximation can lead to

an algorithm with better performance. The problem (16) has

the same structure as the EM-FMT problem. Thus, it can be

solved using the algorithms proposed in Section III.

When the channels are Rayleigh distribution and the energy

consumption will be infinite if only one RN is selected. There

204



Uniform

Clustered
s d

Relays

(0,0) (1,0)(-1,0)

Fig. 3. Illustration of relay nodes deployment.

should be two RNs at least to provide enough spatial diversity.

Thus, a constraint |A| ≥ 2 is made to the above algorithms.

V. PERFORMANCE EVALUATION

In this section, simulation results are presented to evaluate

the performance of the proposed algorithms. Throughout the

simulation, the noise power is assumed to be 1. Both circuit

power and transmission power are normalized. All the nodes

are placed in a circle centered at the origin of the x-y plane

with radius r = 1. The source node and destination node are

located at (−1, 0) and (1, 0), respectively. All the channels

are assumed to be Rayleigh fading, with the average power

gain hi,j = 1/dν , where d is the distance between i and j,
and ν = 3 is the path loss exponent. The frame length T
is normalized to 1. Unless specified, T1 = 0.1, T2 = 0.5,
T3 = 0.4, the circuit power is 1 unit, and the spectral efficiency
requirement is 1 bits/s/Hz.

A. Fast Mode Transition

We first evaluate the proposed algorithms for the EM-FMT

problem. We consider two types of relay node deployment:

clustered and uniform, as shown in Fig. 3. In the clustered

case, all the RNs are located near to each other and form

a cluster. The position of the cluster moves along the line

segment from s to d. In the uniform case, the RNs are

uniformly distributed in the circle.

In Fig. 4, we compare the performance of single relay

selection with multiple relay selection in the case of clustered

deployment. For the multiple relay selection, three algo-

rithms are compared, including Local Greedy Search (LGS),

Relaxation Based Algorithm (RBA), and exhaustive search

(Exhaustive). The results are averaged over 5000 cases. It

shows that when the number of RNs increases, as much as

half of the total energy can be saved with more RNs in the

cooperation. Compared with single relay selection, multiple

relay selection can save as much as 18% when circuit power

is 1, and 10% when circuit power is 2, in the case of two

RNs. This means cooperative beamforming is beneficial for

energy saving, especially when the transmission power is

the bottleneck of energy consumption. As the number of
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Fig. 4. Total normalized energy consumption of different algorithms for the
EM-FMT problem, with clustered deployment. Cluster location is (-0.5, 0),
and circuit power P

c

i
is 1 or 2.
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Fig. 5. The empirical cumulative distribution function of the performance
ratio of LGA and RBA algorithms (The optimal solution is given by the
exhaustive search).

RNs becomes larger, the circuit energy consumption begins

to dominate, and beyond a certain point the total energy

consumption start to increase. Fig. 4 also shows that both

the RBA algorithm and the LGS algorithm perform close to

the optimal solution determined by exhaustive search, with

the curves almost overlapping with each other. In Fig. 5, we

compare the empirical cumulative distribution functions of the

performance ratio of LGA and RBA algorithms. It shows that

in most cases, the two algorithm perform exactly the same

as the exhaustive search, but RBA algorithm has better worst

case guarantee than the LGA algorithm.

In Fig. 6, the case of uniform deployment is considered.

Here again, cooperative transmission results in substantial

energy savings. The difference from the previous case is that

the single relay selection performs quite close to the multiple

relay selection, which means the benefit of cooperative beam-
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forming is not much. This is because the channel gain variance

of different RNs are quite large due to the path loss, and most

of the RNS do not contribute in the cooperation.

In Fig. 7, we investigate the effects of the mode transition

time T m
i . It shows that when the length of mode transition

time is small, e.g. T m
i = 0.1T , significant energy can be saved

especially when the number of RNs is large. However, when

the length of transition time becomes larger, the circuit energy

consumption of the RNs will become a burden for energy

saving. For example, when T m
i = 0.7T , there is little benefit

for mode transition.

B. Slow mode transition

In Fig. 8, we compare the slow mode transition, fast mode

transition and the extreme case without mode transition. The

uniform RN deployment scenario is considered. We use the

RBA algorithm for the EM-FMT problem, and use the ACG

algorithm, which proposed in Section IV-B for the EM-SMT

problem. For the SMT case, some RNs will always be in
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Fig. 8. Comparison between fast mode and slow mode transition with varying
number of RNs.

sleep mode, and do not participate in the communication

process, even if the channel condition is favorable. Thus,

the cooperative diversity is smaller than in the FMT case.

When the number of RNs is small, the transmission energy

consumption dominates, thus the performance of SMT is

worse than that of FMT. Since the RNs which are not selected

by the SMT algorithm are usually in the worse positions,

SMT still performs better then the extreme case without mode

transition. When the number of RNs becomes larger, the circuit

energy consumption dominates and the SMT can even perform

better than the FMT.

VI. CONCLUSION

In this paper, we have considered the energy minimization

problem in cooperative relay networks with sleep modes.

Two different time scales of mode transition were considered.

In the case of fast transition, we showed that the problem

is a supermodular minimization problem. A local greedy

search algorithm and an efficient relaxation based algorithm

with provable performance bounds were proposed, and the

proposed algorithms perform close to optimal in the simu-

lation. In the case of slow mode transition, we showed that

the problem is NP-hard, and developed algorithms based on

the supermodular structure. Our simulations study is used to

understand the performance of our proposed solutions, and

illustrates the performance gain of our solutions over cases

that do not exploit the sleep modes.

APPENDIX A

PROOF OF PROPOSITION 2

Proof: If we have two RNs ri and rj which have 0 <
µi, µj < 1, then by Eq. (11), we have

ωd|hi|
2

Ec
i

=
ωd|h2

|

Ec
j

. (17)

Since h = {|hi|2},Ec = {Ec
i } are real numbers, the above

equation occurs with the probability of 0. Thus there is at most
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one RN ri which satisfy 0 < µi < 1. This means that for any
RN rj before ri, µj = 1, and for any RN rk after ri, µk = 0.
Assume rk is the last RN that has non-zero µk. Since the

optimal solution to (8) is a lower bound to (7), we have

OPT (h,Ec) ≥
ωd

∑k−1
i=1 |hi|2 + µk|hk|2

+

k−1
∑

i=1

Ec
i + µkEc

k.

(18)

The optimal solution of RBA algorithm is to select either the

first k−1 RNs or k RNs, depending on which one has the less

power consumption. Let E∗(k) denote the power consumption
when first k RNs is selected by RBA algorithm, which is given

by

E∗(k) =
ωd

∑k
i=1 |hi|2

+

k
∑

i=1

Ec
i .

Then

RBA(h,Ec) = min{E∗(k − 1), E∗(k)}.

Thus

RBA(h,Ec)

OPT (h,Ec)
≤

ωd
∑

k−1

i=1
|hi|2

+
∑k−1

i=1 Ec
i

ωd
∑

k−1

i=1
|hi|2+µk|hi|2

+
∑k−1

i=1 Ec
i + µkEc

k

≤

∑k−1
i=1 |hi|2 + µk|hi|2

∑k−1
i=1 |hi|2

≤ 1 +
µkδh

k − 1
≤ 1 + δh.

Similarly, we can have

RBA(h,Ec)

OPT (h,Ec)
≤ 1 + δp. (19)

Hence the proposition holds.
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