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Maximizing a Submodular Utility for Deadline

Constrained Data Collection in Sensor Networks

Zizhan Zheng and Ness B. Shroff

Abstract—We study the utility maximization problem for data
collection in sensor networks subject to a deadline constraint,
where the data on a selected subset of nodes are collected
through a routing tree rooted at a sink subject to the 1-hop
interference model. Our problem can be viewed as a Network
Utility Maximization (NUM) problem with binary decisions.
However, instead of a separable concave form of system utility
commonly seen in NUM, we consider the class of monotone
submodular utility functions defined on subsets of nodes, which
is more appropriate for the applications we consider. While
submodular maximization subject to a cardinality constraint
has been well understood, our problem is more challenging due
to the multi-hop data forwarding nature even under a simple
interference model. We have derived efficient approximation
solutions to this problem both for raw data collection and when
in-network data aggregation is applied.

I. INTRODUCTION

A wireless sensor network consisting of resource con-

strained sensor nodes connected via wireless communication

channel provides an efficient infrastructure for monitoring the

physical environment as well as the human world on an un-

precedented scale [3], through cooperation among networked

sensors. Due to the limited sensing and processing capability

of a single node, local information sensed by each node needs

to be gathered at one or more processing centers, commonly

referred to as the ‘sinks’. However, collecting data from all

the nodes may incur high communication overhead such as

large delays or high energy consumption. On the other hand,

due to the redundancy in the data, information from a subset

of nodes may serve the applications’ purposes.

In this paper, we study the problem of utility maximization

for data collection in sensor networks subject to a deadline

constraint. We consider a setting where each node in a sensor

network holds some sensed data with respect to an event.

To collect the data, a routing tree rooted at a sink has been

built. Two data collection schemes are considered: (a) data

forwarding, where raw data are forwarded towards the sink,

which is appropriate when complicated post-processing on

sensed data is needed, and (b) in-network data aggregation,

where data packets can be aggregated in the internal nodes,

which could significantly reduce the communication overhead

when only an aggregated form of the sensed data is needed [5].

In both cases, data packets are forwarded towards the sink

in a multi-hop way subject to the 1-hop interference model.
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The problem is to decide which nodes should transmit data

so that the aggregated information, which is described by

a utility function, received at the sink within a deadline, is

maximized. Such a deadline constraint is especially important

for applications that require real-time data, such as intruder

detection and tracking.

Our problem can be viewed as a discrete Network Util-

ity Maximization (NUM) problem without exogenous packet

arrivals. In the classic formulation of NUM for a wireless

network [9], there are a set of users (flows) in the network.

Each user s is associated with a source node fs and a

destination node ds, a real data rate xs with which data is sent

from fs to ds in a multi-hop way subject to some interference

model, and a utility Us(xs), where Us is typically a non-

decreasing and strictly concave function. The problem is to

choose a vector of data rates to maximize the system utility,

i.e.,
∑

s Us(xs), such that the system is stable, or even better,

the average or the worst-case delay is bounded. In our problem,

each sensor node can be viewed as a user with itself as the

source and the sink as the destination. The decision for each

node is binary, i.e., whether to send data or not.

The key difference in our problem and the traditional NUM

is with the choice of the utility functions. A NUM problem

mainly focuses on throughput optimality, and by choosing

different forms of Us, various types of fairness can also be

provided. These objectives, however, are not necessarily appro-

priate for the data gathering applications in sensor networks.

Furthermore, for binary decisions, separable form of system

utility commonly considered in NUM reduces to a simple

additive form, where each node is associated with a non-

negative weight, and the total utility for a set of nodes is

simply the sum of their weights. However, such an additive

utility largely ignores the spatial correlation of sensed data.

In addition, for binary decisions, it is more natural to define

the system utility as a set function, i.e., a function over the

subsets of nodes. In this paper, we consider the general class

of set functions that are monotone submodular, which includes

the additive utility as a special case.

Submodularity, a discrete counterpart of concavity, captures

the diminishing return property commonly seen in reality: the

marginal improvement of the utility by adding a node to a

small subset of nodes is at least as much as adding the node

to a larger subset. Many interesting sensor selection criteria

have been shown to satisfy submodularity, such as the total

area covered or total number of targets detected by a set of

nodes in a disk sensing model, the mutual information [8] and

variance reduction criterion [7] for modeling the uncertainty

of unsensed locations in an information based sensing model,
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and the maximum a posteriori (MAP) estimate and a variant

of the maximum likelihood (ML) estimate for parameter

estimation [12].

In most previous works on sensor selection for maximizing

a submodular utility, however, a simple cardinality constraint

is considered, where the problem is already strongly NP-hard

in general. Due to the multi-hop data forwarding nature, our

problem for submodular maximization subject to a deadline

constraint is much more challenging even under the simple

1-hop interference model. For additive utility, this problem

can be solved efficiently for data aggregation using dynamic

programming [11]. However, the technique does not apply to

a general submodular utility. For more general interference

models, the problem of aggregating all the data with minimum

delay has been considered [14], where even the additive utility

maximization problem remains open.

The main contributions of this paper are as follows.

• For data forwarding without aggregation, we show that

a simple greedy technique that can be implemented

efficiently achieves a factor 1/2-approximation when the

sink has a single child, and a 1/3-approximation for a

general routing tree.

• For data aggregation, we propose a bi-criteria approxi-

mation, which, for a given deadline D, achieves at least

a fraction of 1
min(hT ,D)+1 of the optimum utility, and

has a delay of at most ρTD. For a routing tree T , hT

denotes its height, and ρT is upper bounded (loosely) by

the maximum node degree. We expect that ρT is typically

bounded by a small constant (< 2) in practice, which is

confirmed in simulations.

The rest of the paper is organized as follows. We present

the system model and the problem definition in Section II.

Our solutions to the deadline constrained data forwarding and

data aggregation problems are presented in Sections III and IV,

respectively. Simulation results are presented in Section V. We

conclude the paper in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a sensor network of n sensor nodes and a sink s0.

We assume that a routing tree rooted at s0 that spans all the

nodes has been built for data collection. We let T = (VT , ET )
denote this tree, where VT is the set of nodes and ET is the

set of edges. Let hT denote the height of T , and ∆T the

maximum number of children of any node in T . Let |T | be

the size of T , i.e., the number of edges in T . We say that a

node is at level k if the path connecting the node to s0 has k
edges. The level of s0 is 0. A summary of the notations used

throughout the paper is given in Table I.

We assume that all the nodes are sensing a single event, and

each node has at most one data packet ready to be delivered,

which contains the information sensed by the node in the last

period of time. Two data collection patterns are considered:

data forwarding and data aggregation. For data forwarding,

raw data packets are forwarded along the routing tree to s0
without manipulation within the network. All the packets are

assumed to be of the same size. In the case of data aggregation,

an internal node applies an aggregation function, e.g., MAX,

TABLE I: Notation List

T Data collection tree

VT Set of sensor nodes in T

hT Height of T

∆T Maximum number of children of nodes in T

T (S) Minimum subtree of T that spans nodes s0 ∪ S

D Deadline constraint

LF (S) Minimum delay of forwarding data on nodes S ⊆ VT

LA(S) Minimum delay of aggregating data on nodes S ⊆ VT

LA(T ) LA(VT )

f Monotone submodular utility over subsets of VT

1 3
2 45

1 2

3

(a) data forwarding (b) data aggregation

Fig. 1: Minimum delay schedules for a tree with three internal
nodes (dot) and a sink (square). Each node has a single packet. The
number(s) besides a link denotes the time slot(s) when the link is
scheduled to forward a packet.

MIN, SUM, etc., to the data received from its children and the

local data to generate a new packet of the same size, which

is then forwarded to its parent.

We consider a time-slotted and synchronized system. In

each time slot, a node either forwards one packet to its parent

or receives a packet from one of its children, or remains idle,

subject to the 1-hop interference constraint. That is, when

a node is transmitting, it cannot receive packets from its

children, and two children cannot transmit at the same time.

Links are assumed to be reliable. For a subset S ⊆ VT , let

LF (S) (resp. LA(S)) denote the minimum number of time

slots needed for forwarding (resp. aggregating) the packets at

nodes S to the sink s0. Fig. 1 gives examples of minimum

delay schedules for data forwarding and data aggregation in a

small tree.

For a subset S ⊆ VT , let f(S) denote the utility associated

with the data sensed by the nodes in S. We assume that

f is (a) normalized, i.e., f(∅) = 0, (b) nondecreasing, i.e.,

f(S) ≤ f(R) if S ⊆ R ⊆ VT , and (c) submodular, i.e.,

f(S∪{a})−f(S) ≥ f(R∪{a})−f(R) for any S ⊆ R ⊆ VT

and a ∈ VT \R. Our solutions apply to any f that satisfies

these conditions. The optimization problem that we study in

this paper is:

Problem 1: max
S⊆VT

f(S) s.t. LF (S) ≤ D (resp. LA(S) ≤ D).

Remark: Problem 1 is strongly NP-hard for a general sub-

modular utility. To see this, consider a tree of height 1. Then

for both data forwarding and data aggregation, the problem

becomes maximizing a monotone submodular function subject

to a cardinality constraint, which includes the maximum set

covering problem as a special case and no (1 − 1/e + ε)-
approximation is possible for any ε > 0, unless P = NP [13].

III. DEADLINE CONSTRAINED DATA FORWARDING

In this section, we study Problem 1 for raw data collection.

We approach the problem using a standard greedy technique
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(Section III-A). The main challenge is to show that the

algorithm can be implemented efficiently (Section III-B), and

achieves a small approximation ratio (Section III-C).

A. Greedy sensor selection

The simple greedy algorithm for Problem 1 is sketched in

Algorithm 1. The algorithm starts with an empty set. In each

step, a new node that maximizes the marginal improvement

subject to the deadline constraint is added. This process repeats

until no such node can be found.

Algorithm 1 Utility maximization for data forwarding under

a deadline constraint
Input: T, f, LF , D; Output: S ⊆ VT

1: S ← ∅.
2: while true do
3: A← {a : a ∈ VT \S and LF (S ∪ {a}) ≤ D}.
4: if A = ∅ then break.

5: a← argmaxa∈Af(S ∪ {a})− f(S).
6: S ← S ∪ {a}.

7: return S.

We note that the greedy algorithm requires access to two or-

acles, a value oracle that returns f(S) given S ⊆ VT as input,

and a membership oracle that decides whether LF (S) ≤ D,

i.e., checking the feasibility of S ⊆ VT . We assume an exact

value oracle is readily available when stating our results, which

also extends to the case when only an α-approximate value

oracle is available as we remark in Section III-C. In the

following, we first present an efficient approach for checking

feasibility, and then prove that the greedy solution closely

approximates the optimal solution.

B. Minimum delay data forwarding

In this section, we show that the minimum delay LF (S)
for a set S ⊆ VT can be efficiently determined, and hence

the feasibility of S can be easily checked. The problem of

minimum delay data forwarding in a tree network subject to

1-hop interference has been studied in [4]. However, there is an

error in a key construction in [4]. In the following, we provide

a brief overview of the results in [4] by focusing on correcting

the construction, which is needed for both determining LF (S)
and the analysis of Algorithm 1 in the next section.

To find the minimum delay schedule in a tree network, the

converse problem of data dissemination is considered in [4],

where packets flow from s0 to the internal nodes subject to

the 1-hop interference constraint, which can then be converted

back to a schedule of equal length for data forwarding. The

main idea of [4] is the observation that an optimal schedule

for a tree network can be derived by considering an equivalent

multi-line network obtained by mapping each subtree rooted

at s0 to a line, where all the packets at level l of the subtree

stay at the level l of the line. Hence we only need to consider

the cases of a single line network and a multi-line network. A

key construction in the multi-line case needs to be fixed for

deriving the correct minimum delay schedules. Note that by

our assumption that each node has at most one packet in the

original tree network, each level-1 node in the equivalent line

network has at most one packet. But the rest of the nodes in

the line network may have more than one packet.

First consider the case when T is a single line network. The

following schedule is shown to be optimal in [4]: s0 first sends

packets belonging to the furthest node, and then the second

furthest node and so on. A node between s0 and the destination

of a packet forwards the packet in the next time slot after it

receives the packet, and s0 waits if a level-1 node has a packet

to forward. Let vi denote the number of level-i packets, i.e., the

packets belonging to the level i node. Let v = (v1, v2, ..., vm),
where m is the maximum packet level. The minimum delay

for delivering v, denoted as LF (v), satisfies the following

equation:

LF (v) =

{

max
1≤i≤m−1

(i− 1 + vi + 2
m∑

j=i+1

vj) if m > 1,

v1 if m ≤ 1.
(III.1)

Next assume that T is composed of K lines rooted at s0.

We will construct an equivalent tree T ′ also having K lines,

where the packets on the k-th line of T are redistributed on

the k-th line of T ′. Our construction is different from that

in [4] and is stated as follows. Let {p1, ..., pnk
} denote the

set of packets that are at level 2 or more on branch k of

T , ordered in a nondecreasing order of their levels (with ties

broken arbitrarily), with nk being the number of these packets.

Let tki denote the minimum delay required for forwarding

packets p1, ..., pi as well as the level-1 packets on branch k
to s0, which can be determined by resorting to the single line

case [4]. Let vki and v′ki denote the number of level-i packets

on the k-th lines of T and T ′, respectively. T ′ is constructed

such that (1) v′k1 = vk1 , (2) v′k
tkj

= 1, 1 ≤ j ≤ nk, and (3)

v′ki = 0 for other i’s. That is, the packets at level-1 stay where

they are. Each packet pi that is at level 2 or more is moved to

level tki . See Figure 2(a) for an example. T ′ constructed this

way is equivalent to T and has some nice properties, which

can be formalized to show the following result.

Proposition III.1. (1) An optimal schedule for T can be

converted to a schedule of the same length for T ′ and vice-

versa. (2) Each node at level 2 or more in T ′ has at most 1

packet; (3) Two nodes in T ′ having packets are separated by

at least one node that has no packet.

Proof: Properties (2) and (3) are clear from the construc-

tion. For the equivalence part, consider a data distribution

schedule S for T of the following form: In each time slot,

s0 decides which level-1 node to forward a packet to among

the ‘legal’ level-1 nodes. A level-1 node is ‘legal’ if it has no

packet to forward in the current time slot. All the packets for

the same branch are then forwarded using the optimal schedule

for a single line network discussed above. We then construct

a data distribution schedule S ′ for T ′ as follows. S ′ mimics

the decisions at s0 in S , and also forwards packets for the

same line using the optimal single line schedule. Hence the k-

th branches in both networks are scheduled the same number

of time slots for all k. Our construction then guarantees that

S ′ can distribute all the packets in T ′ as needed. The same

argument applies to the other direction as well.

By making use of properties (2) and (3), an optimal schedule
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1 1 1 2

1 1 1 1 1

Tk

T ′
k

1 1 1 2

1 1 1 1 1

Tk

T ′
k

(a) Our construction of T ′. (b) Construction of T ′ in [4].

Fig. 2: Construction of the k-th branch of T ′. The number of packets
at each node with at least one packet is labeled.

for T ′ can be easily established as in [4], which can then be

converted back to an optimal schedule for T by property (1).

Let v′ = {v′ki }i∈{1,...,m},k∈{1,...,K} denote the distribution of

packets on T ′, where m denotes the maximum packet level in

v
′. Let v′

j =
∑K

k=1 v
′k
j . The minimum delay for forwarding

packets in v to s0 satisfies the following equation.

LF (v) = max
1≤i≤m

(i− 1 +

m
∑

j=i

v
′
j). (III.2)

Remark: Packets are distributed in a different way in [4]:

Packets at level-1 stay where they are, each packet pi at level

2 or more is moved to level tknk
− 2(nk − i), i = 1, ..., nk

1.

See Figure 2(b) for an example. The T ′ built in this way still

satisfies the properties (2) and (3). However, T ′ and T are not

necessarily equivalent in this case. See Figure 3 for a counter-

example.

C. Analysis of Algorithm 1

In this section, we show that Algorithm 1 approximates

the optimal solution to Problem 1 within a constant factor.

Our analysis is based on a classic result of submodular

maximization over p-systems. We first introduce some terms.

Definition III.1. Given a set A and a collection of subsets

I ⊆ 2A, (A, I) is called an independence system if (1) ∅ ∈
I, and (2) for every S ⊆ A, if S ∈ I, and S′ ⊆ S, then

S′ ∈ I . For an independence system (A, I) and a subset

S ⊆ A, let B(S) denote the set of maximal independent sets

in S, i.e., B(S) = {S′ ⊆ S : S′ ∈ I and there is no a ∈
S\S′ such that S′ ∪ {a} ∈ I}. Then (A, I) is a p-system if

for all S ⊆ A,
maxS′∈B(S) |S

′|

minS′′∈B(S) |S
′′| ≤ p.

As an example of p-systems, consider the set of matchings

MG in a graph G with edge set E. (E,MG) is clearly an

independent system. Furthermore, for any subset of edges

E′ ⊆ E, B(E′) consists of all the maximal matchings

contained in E′. It is well known that in any graph, the size of

a maximum matching is at most twice the size of a maximal

matching. Hence (E,MG) is a 2-system.

For an independent system (A, I), consider a utility func-

tion f defined over the subsets of A. Then for the problem

of maximizing f(S) subject to S ∈ I, a greedy algorithm

similar to Algorithm 1 can be applied, where in each step, a

new element with maximum marginal utility subject to the

constraint is added. The following result for p-systems is

classic [10]:

Lemma III.1. For maximizing a monotone submodular utility

f subject to a p-system constraint, and f(∅) = 0, the greedy

algorithm achieves a factor 1/(p+ 1) approximation.

1The formula given in [4] has a different but equivalent form.

1 1

1

1

1 1

1

1

T T ′

Fig. 3: T ′ constructed as in [4] is not equivalent to T . In T , it takes
6 time slots to forward the 4 packets to the sink, while it takes 7
time slots in T ′.

A slightly more general result is proved in [1], where it

is shown that a factor α/(p + α) can be achieved by the

greedy algorithm when only an α-approximate oracle for f
is available for some α < 1. In the following, we assume that

an exact oracle for f is available for simplicity. Extensions

of our results to the general case are straightforward. Using

the above lemma, we can establish the following performance

bounds for Algorithm 1.

Proposition III.2. Algorithm 1 is a 1/2-approximation to

Problem 1 for data forwarding if the sink s0 has only one

child in T , and a 1/3-approximation for a general T .

Proof sketch: Let IF denote the set of feasible solutions

to Problem 1 for data forwarding, i.e., IF = {S ⊆ VT :
LF (S) ≤ D}. It is clear that (VT , IF ) is an independent

system. We show that (VT , IF ) is a 1-system when T has

a single level-1 node, and is a 2-system in general. The

proposition then follows from Lemma III.1. By converting

each subtree rooted at s0 to an equivalent line as in [4], it

suffices to consider a single line network for the first part and

a multi-line network for the second part. The main idea of

the proof is that, for any two feasible subsets X and Y , if

|X| < |Y | (or 2|X| < |Y | in the multi-line case), then there

is a packet in Y that can be added to X such that X is still

feasible. The proof of the more difficult multi-line case relies

on our construction of T ′, Proposition III.1, and Equation III.2.

The details are provided in the Appendix.

Figure 4 gives an example where a tree with 3 packets forms

a 2-system.

Remark: For a given deadline constraint D, it is clear that the

maximum achievable utility depends on the tree topology. The

above proposition reveals that the performance of the greedy

algorithm is also related to the tree topology. An interesting

open problem is then to study the joint optimization of routing

tree construction and data collection, which is left as part of

our future work.

IV. DEADLINE CONSTRAINED DATA AGGREGATION

In this section, we study the deadline constrained utility

maximization problem for data aggregation, which turns out

to be much harder than the case of data forwarding. Some

evidences on the hardness of this problem are discussed at the

end of this section. We note that a greedy algorithm similar

to Algorithm 1 can be applied to this case as well. However,

proving a performance guarantee for it directly eludes us. The

main difficulty lies in the obscure structure of the feasible

solutions induced from the 1-hop interference model subject

to the deadline constraint. In the following, we provide a

new algorithm, which has a bi-criteria approximation to the

problem. The main idea is to reduce (approximately) the
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(a) (b) (c)

Fig. 4: (a) A tree with three packets (on the black nodes). The
minimum delay is 4 time slots. Assuming D = 3, then (b) shows
a maximal feasible subset with 2 packets, and (c) shows another
maximal feasible subset with 1 packet.

original problem to the easier problem of data aggregation

under the ‘clique’ interference model.

We first observe that for data aggregation, by the mono-

tonicity of the utility function f , if a node a is selected in an

optimal solution, then including all the nodes along the unique

path from a to the sink is still optimal. Hence it suffices to

consider the set of subtrees of T rooted at the sink subject to

the deadline constraint. Without loss of generality, we assume

in this section that each node in T has exactly one packet.

Let LA(T ) denote the minimum delay for aggregating all the

packets in T to the sink, that is, LA(T ) = LA(VT ). We begin

with proving some bounds on LA(T ) (Section IV-A), which

will be used in the analysis of our algorithm. We then consider

the data aggregation problem under the ‘clique’ interference

model and propose a greedy solution to it (Section IV-B),

which is then used as a subroutine in deriving the bi-criteria

approximation to Problem 1 (Section IV-C).

A. Upper and lower bounds on minimum delay

We first note that due to the aggregation nature, among the

schedules that achieve the minimum delay LA(T ), there is

one that satisfies the following condition: Each node should

wait until it receives the packets from all its children and then

forwards one aggregated packet to its parent. We then establish

the following bounds on LA(T ).

Proposition IV.1. hT ≤ LA(T ) ≤ hT∆T .

Proof: The lower bound is obvious since there is at least

one level-hT packet, which takes at least hT time slots to

reach the sink. To see the upper bound, first expand T to a

complete ∆T -ary tree T1 such that hT1 = hT and there is

one packet at each node of T1. We then show that LA(T1) ≤
hT∆T by considering the following schedule. For each node

a ∈ T1 except the sink, let t(a) denote the time slot when a
is scheduled to forward a packet to its parent (each node only

needs to be scheduled once as argued above). The value of

t(a) is determined in a top-down way. First consider the level-1

nodes. Index the nodes in an arbitrary order. Then the i-th child

of the sink is scheduled at time (hT −1)∆T +i, i = 1, ...,∆T .

Suppose t(b) has been determined for a node b. Then the i-th
child of b is scheduled at time t(b)−∆T +i−1, i = 1, ...,∆T .

It is easy to see that this schedule has a delay of hT∆T . It

follows that LA(T ) ≤ LA(T1) ≤ hT∆T .

Given the above bounds, we can derive the following simple

(∆T , 1)-approximation to Problem 1. Given the deadline con-

straint D, only the nodes at level h = min{hT , D} or less can

possibly be reached. Hence by selecting all the nodes of level

h or less, the algorithm achieves at least the optimal utility.

These nodes form a subtree of T , which has a minimum delay

bounded by h∆T by the proposition. Note that this algorithm

does not access the utility function at all.

B. Data aggregation under ‘clique’ interference model

In this section, we study a problem that is similar to

Problem 1, but replaces the 1-hop interference model with the

clique model, where in any time slot, at most one node can

transmit a packet to its parent. Note that, under this model,

the minimum delay for aggregating all the packets in a tree to

s0 is equal to the size of the tree. The solution to this problem

will be used as a subroutine for solving Problem 1. Formally,

let T (S) denote the minimum subtree of T that spans s0 and

the nodes in S, the new optimization problem is:

Problem 2: max
S⊆VT

f(S) s.t. and |T (S)| ≤ D.

Let I∞ denote the set of feasible solutions to Problem 2,

i.e., I∞ = {S ⊆ VT : |T (S)| ≤ D}. Then (VT , I
∞) is an

independence system. We further have the following result:

Proposition IV.2. (VT , I
∞) is a hT -system.

Proof: Consider a subset S ⊆ VT , and two maximal

independent sets X and Y in S. Without loss of generality,

we assume both X and Y are non-empty. Then S contains

at least one node at level D or less. We will show that

|Y |/|X| ≤ hT (S), which implies the proposition. First it is

clear that |Y | ≤ min(D, |S|) since a subtree of size D can

span at most D nodes in S. Write D = khT (S) + l, k ≥
0, 0 ≤ l < hT (S), k, l ∈ N. We will argue for all the possible

values of k and l. (1) k = 0. Then D = l < hT (S). Hence

|Y |/|X| ≤ D < hT (S). (2) k ≥ |S|. Then D ≥ |S|hT (S).

Hence |X| = |Y | = |S|, |Y |/|X| = 1 ≤ hT (S). (3)

0 < k < |S|, l = 0. Then |X| ≥ min(|S|, k) = k = D/hT (S).

Hence |Y |/|X| ≤ hT (S). (4) 0 < k < |S|, l > 0. Then

|X| ≥ k. We further distinguish the following two cases. (4.a)

|X| ≥ k + 1. Then |Y |/|X| ≤ D/(k + 1) = (khT (S) +
l)/(k + 1) < (k + 1)hT (S)/(k + 1) = hT (S). (4.b) |X| = k.

Then since X is maximal independent and k < |S|, every

node in X is at least l + 1 hops away from s0. Furthermore,

every node in Y is at least l + 1 hops away from s0, since

otherwise a node at level l or less in Y can be added to X
without violating the cost constraint, which contradicts the

assumption that X is maximal. It follows that |Y | ≤ D − l.
Hence |Y |/|X| ≤ (D − l)/k = khT (S)/k = hT (S).

Figure 5 shows an example where (VT , I
∞) is a hT -system

but not a hT−1 system. By the proposition, a greedy algorithm

similar to Algorithm 1 achieves a factor 1
hT+1 -approximation

to Problem 2 by Lemma III.1. Furthermore, the feasibility of

S ∪ {a} when adding a node a to a partial solution S can be

easily checked by following the unique path from a to T (S).

C. A bi-criteria approximation to Problem 1

We now propose the following algorithm to Problem 1 for

data aggregation. All the subtrees in the algorithm are rooted

at s0. First, T is truncated to T (0) to include only nodes at

level h = min(hT , D) or less (line 2), as these are the nodes

that can possibly be reached by the deadline D. A subtree

T (1) of maximum size subject to the deadline constraint is
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t nodes

Fig. 5: Consider a subset S consisting of the t + 1 black nodes in
the tree, and assume D = hT (S) = t. Then the bottom left node
forms a maximal independent set in S, so do the t level-1 nodes.

then found (line 3), which can be implemented using the

dynamic programming algorithm for additive utility in [11]

by associating with each node a unit weight. Line 4 invokes

the greedy algorithm to Problem 2 to find a subtree T (2) that

achieves (approximately) the maximum utility with its size

bounded by |T (1)|. Note that LA(T
(2)) could be larger than

D. T (2) is then expanded without further increasing the delay

(line 5). This can be done in various ways without effecting the

approximation ratio that we will derive. For instance, we can

again use the greedy approach. To check the feasibility of a

partial solution, the minimum delay respecting a subtree needs

to be determined. We show that this can be done efficiently at

the end of this subsection.

Algorithm 2 Utility maximization for data aggregation under

a deadline constraint

Input: T, f, LA, D; Output: T (3): a subtree of T

1: h← min(hT , D).
2: T (0) ← the subtree of T including all the nodes at level h or less.
3: T (1) ← a maximum cardinality subtree of T (0) with LA(T (1))≤D.

4: T (2) ← a maximum utility subtree of T (0) with |T (2)| ≤ |T (1)|.
5: T (3) ← a maximal subtree of T obtained by greedily expanding

T (2) such that LA(T (3)) ≤ max(LA(T (2)), D).
6: return T (3).

Algorithm 2 achieves a bi-criteria approximation to Prob-

lem 1 as stated in the following proposition.

Proposition IV.3. Let OPT denote the optimal utility for a

given deadline D. Let T denote the set of subtrees of T rooted

at s0. Then for the subtree T (3) found by Algorithm 2, we have

f(T (3)) ≥ 1
min(h(T ),D)+1OPT, and LA(T

(3)) ≤ ρTD, where

ρT := maxT ′,T ′′∈T

{

LA(T ′)
LA(T ′′) : hT ′ ≤ hT ′′ , |T ′| ≤ |T ′′|

}

and

is bounded by ∆T .

Proof: We first study the utility of T (3) compared with

OPT. Let T opt denote the optimal subtree as a solution to Prob-

lem 1, and T opt(2) the optimal solution to the Problem 2 with

budget |T (1)|. Since |T opt| ≤ |T (1)|, f(T opt) ≤ f(T opt(2))
by the optimality of T opt(2). Hence f(T (3)) ≥ f(T (2)) ≥
f(T opt(2))
h
T (2)+1 ≥ f(T opt)

h+1 = OPT
min(h(T ),D)+1 .

We then bound LA(T
(3)). It is not hard to see that T (1)

has one and only one level-h node. Hence hT (1) = h. Since

hT (2) ≤ h, and |T (2)| ≤ |T (1)|, we have LA(T
(3)) ≤

max(LA(T
(2)), D) ≤ max(ρ(T )LA(T

(1)), D) ≤ ρ(T )D.

Furthermore, for any T ′, T ′′ ∈ T such that hT ′ ≤ hT ′′ and

|T ′| ≤ |T ′′|, we have LA(T
′) ≤ hT ′∆T ′ ≤ hT ′′∆T and

LA(T
′′) ≥ hT ′′ by Proposition IV.1. Hence ρT ≤ ∆T . .

We expect that a routing tree built for a sensor network

usually has a relatively small height to bound the worst case

delay, especially in a relatively dense deployment. We have

evaluated the typical values of ρT in a randomly generated

T of a given maximum degree (≤ 10) and height (≤ 6), by

randomly selecting pairs of subtrees T ′, T ′′ in T , and observe

that the values of ρT are upper bounded by 1.5 in average

and by 3 in the worst case. The detailed simulation results are

given in Section V.

Minimum delay data aggregation: We now provide an

efficient algorithm to find LA(T ), which can be used to

implement the last step of Algorithm 2 in a greedy way,

and is also interesting by itself. We note that the algorithm

in [11] for maximizing additive utility under a deadline

constraint combined with a binary search can be used to

solve this problem. However, our solution is more efficient.

Let Tv denote the subtree rooted at node v. Let L′
A(Tv)

denote the minimum delay for aggregating data in Tv to v.

Then LA(T ) = L′
A(Ts0). Our algorithm computes L′

A(Tv)
in a bottom-up way as follows. Let v1, v2, ..., vK denote

the children of v, and suppose L′
A(Tv1) through L′

A(TvK
)

have been found. We then create a K-line network rooted

at v, with a single packet at level L′
A(Tvk) + 1 on the k-th

line, for k = 1, ...,K. L′
A(Tv) can then be determined by

Equation (III.2). This algorithm takes O(n∆TLA(T )) time.

D. Discussion

The data aggregation problem under the ‘clique’ inter-

ference model can be viewed as a group Steiner problem

with a general submodular coverage function and unit edge

weight. Given an edge-weighted graph where every node

covers a subset of groups from a ground set, the group Steiner

problem is to find a subset of nodes that cover the maximum

number of groups subject to a bound on the weight of the

Steiner tree spanning the nodes. For general edge cost, it

is known that even for a tree graph, there is no 1
log1−εm

-

approximation for any fixed ε > 0 for the group Steiner

problem, where m is the total number of groups, unless

NP ⊆ ZTIME(npolylog(n)) [6]. Furthermore, no combina-

torial algorithm is known to achieve this bound.

We conjecture that our problem under 1-hop interference

model is harder than the problem under the clique model, and

achieving polylogarithmic approximation is hard. We remark

that the recursive greedy algorithm in [2] can be adapted

to provide a 1
min(hT ,D) -approximation, which however has a

complexity of O((∆T !)
hT ), and hence is only applicable when

∆T is very small, e.g., 2 or 3, and hT = O(log n).

V. SIMULATIONS

In this section, we study the performance of our solutions

using simulations. We first show the advantage of Algorithm 1

and Algorithm 2 compared with a random sensor selection

algorithm, by considering a 2-d sensor network and a target

detection utility function. We then show that ρT is typically a

small constant by doing a random sampling of subtrees.

A. Performance of Algorithm 1 and Algorithm 2

We consider a 1000×1000 2-d region, which is partitioned

into a 5×5 grid. Each grid cell is assigned a weight randomly

selected in {1, ..., 20}. 1000 target points are distributed in the
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region such that the probability that a point is within certain

cell is proportional to the weight of the cell, and within a

cell, points are uniformly distributed. 200 sensor nodes are

uniformly distributed in the entire region independently. Each

node has a sensing range of 100, and a communication range

of 200. A target point is detected by a node if the point is

within the sensing range of the node. There is a link between

two nodes if they are within the communication range of each

other. The utility for a set of nodes is defined as the number

of target points detected by nodes in the set, which is a (non-

additive) monotone submodular function.

We generate 100 random distributions of points and nodes.

For each of them, one node is selected randomly as the

sink, and a tree T rooted at the sink is then built by a

breadth-first search (BFS), which is repeated 10 times. For

data forwarding, Algorithm 1 is then applied to T for various

deadline constraints. We compare our algorithm with a random

sensor selection algorithm, where nodes are added randomly

subject to the deadline constraint on the set of nodes selected.

The random algorithm is repeated 100 times for each T . A

similar random selection algorithm is also applied to the case

of data aggregation to compare with Algorithm 2. In this case,

for fair comparison, the deadline constraint to the random

algorithm equals to the minimum delay of the subtree found

by our algorithm. We further implement a greedy algorithm

for data aggregation, which is similar to Algorithm 1, and

compare it with Algorithm 2.

Figure 6(a) shows the utility (number of target points

detected) achieved by the two algorithms for data forwarding,

where the results are averaged over the random distributions

of target points, sensor nodes, and the sinks. Algorithm 1

achieves about 70% higher utility than the random selection

algorithm for all the deadline constrains. Figure 6(b) shows

the results in the case of data aggregation. Compared with

the random selection algorithm, Algorithm 2 achieves about

50% higher utility for small deadlines and more than 25%
higher utility in average. We note that the computational time

of our algorithm and that of the random selection algorithm

are comparable in this setting. This is because the random

selection algorithm also needs to maintain a partial solution

and to check the feasibility when adding a new node, which

dominates its running time. For a more complicated utility

function other than the simple set cover, our algorithm could

be more time consuming due to the multiple evaluations of

the utility function. But in that case, we expect our algorithm

to achieve an even higher utility than the random selection

algorithm that completely ignores the utility function. We

further observe that the performance of Algorithm 2 and that of

the greedy algorithm are very close in the evaluated scenarios,

which might imply that the bi-criteria bound can be translated

into an equivalent bound for the greedy algorithm. Also note

that the two algorithms have comparable running time.

B. The distribution of ρT

We have shown that ρT is upper bounded by ∆T in

Section IV-C, which we expect to be only a loose bound.

For instance, the minimum delay of the subtrees found by
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Fig. 6: Number of points covered under various deadline constraints.
In (b), the real minimum delay of the solutions may be larger than
the deadline constraints, but are the same for all the algorithms.
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Fig. 7: (a) The average and worse-case minimum delay for the
subtrees found by Algorithm 2 under various deadline constraints
for trees built on the 200-node sensor network. (b) The average and
worst-case values of ρT of a randomly sampled tree with degree
bounded by ∆ = 1, ..., 10 and height bounded by 6.

Algorithm 2 for various deadline constraints in the setting

described above is plotted in Figure 7(a). We observe that

for a given deadline D, the minimum delay of the trees is less

than 2.5D in the worst case and is about 1.5D in average.

We then make some effort to study the typical values of ρT
for a general routing tree. We start with a complete tree T0 of

degree 10 and height 6, rooted at s0. For each ∆ = 1, ..., 10
and h = 1, ..., 6, we find a subtree T1 of T0 rooted at s0
with ∆T1 ≤ ∆, hT1 ≤ h, by doing a pre-order traversal of T0

and removing each edge with probability 0.5 independently.

For each pair of ∆ and h, 100 T1 are sampled. For each T1,

100 subtrees T2 of T1 rooted at s0 are sampled in a similar

way. Then for each T2, 100 subtrees T3 of T1 rooted at s0 are

sampled with the requirement that hT3 ≤ hT2 and |T3| = |T2|.
We then compute the worst-case ratio LA(T3)/LA(T2) over

the 10000 pairs of T2 and T3, as an estimate of ρT1 for each

T1. For ∆ = 1, ..., 10, the worst-case and average values of

ρT1
(averaged over all the samples of T1 of various height)

are plotted in Figure 7(b). We note that the worst-case ρT1 is

upper bounded by 3 in all the settings we have evaluated and

the averages are even smaller, upper bounded by about 1.5.

VI. CONCLUSION

In this paper, we study the problem of sensor selection

for maximizing the utility of data collected through a routing

tree subject to the 1-hop interference model and a deadline

constraint. We consider the general class of utility functions

that are monotone submodular. We show that a simple greedy

algorithm achieves a small constant factor approximation for

raw data collection, and propose a bi-criteria approximation for

the harder case under the setting of in-network aggregation. As

part of our future work, we plan to extend our solutions to a
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more general setting by considering unreliable wireless links,

imperfect data aggregation, and a more general interference

model. We also plan to study efficient data collection schemes

under other types of constraints, e.g., an energy constraint on

each sensor node.
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APPENDIX

PROOF OF PROPOSITION III.2

Line networks: To prove the first part of the proposition, let T be

a single line network of height h, with vi packets at level-i. Note

that v1 ≤ 1 by our assumption made in Section II. Consider two

subsets of packets X and Y . Let xi ≤ vi denote the number of

level-i packets in X , and x = {x1, ..., xh}. Define y = {y1, ..., yh}
similarly. Let mx and my denote the maximum level of any packets

in X and that in Y , respectively. Suppose |X| < |Y |, LF (X) ≤ D,

and LF (Y ) ≤ D. We will show that there is a packet p in Y that

can be added to X to get X̄ = X ∪ {p}, subject to the deadline

constraint, i.e., there is an index l with yl > 0 such that the new

sequence x̄ = {x1, ..., xl−1, xl + 1, xl+1, ..., xh} is still feasible.

Let l be the smallest index such that xl < yl. Such a l must exist

since |X| < |Y |. Define g(X, i) = i− 1 + xi + 2
∑

j>i xj . Define

g(Y, i) similarly. First assume l ≥ mx. For any i such that 1 ≤ i < l,

let di = xi − yi. We have di ≥ 0 and
∑

j>i xj + di <
∑

j>i yj by

the choice of l, and therefore g(X̄, i) = i− 1 + xi + 2
∑

j>i xj ≤
i−1+yi+di+2(

∑
j>i yj−di−1) ≤ g(Y, i) ≤ D by the feasibility

of Y . Hence LF (X̄) = max1≤i≤l−1 g(X̄, i) ≤ D by Equation III.1,

i.e., X̄ is still feasible. Next assume l < mx. For any i such that

1 ≤ i < l, the above argument still applies. For any i such that

l < i < mx, we have x̄i = xi and hence g(X̄, i) = g(X, i) ≤ D

by the feasibility of X . For i = l, we distinguish the following two

cases:

Case 1: yi−xi = 1. We have
∑

j>i xj ≤
∑

j>i yj by the choice

of l. Hence g(X̄, i) = i− 1 + xi + 1 + 2
∑

j>i xj ≤ i− 1 + yi +
2
∑

j>i yj = g(Y, i) ≤ D.

Case 2: yi − xi > 1. Then i > 1 by the assumption that v1 ≤ 1.

We then have D ≥ g(Y, i − 1) = i − 2 + yi−1 + 2
∑

j≥i yj ≥
i−2+2

∑
j≥i yj > i−2+2(1+

∑
j≥i xj) = i+2xi+2

∑
j>i xj ≥

g(X̄, i).
It follows that LF (X̄) ≤ D and we have proved the first part of

the proposition.

Multi-line networks: To prove the second part of the proposition,

let T denote a multi-line network with K lines, with vki packets at

the level-i node of branch k. Each level-1 node has at most 1 packet

by assumption. Again consider two subsets of packets X and Y . Let

x = {xk
i }1≤k≤K,i≥1, where xk

i ≤ vki denotes the number of level-

i packets on branch k in X . Define y = {yk
i } similarly. Suppose

2|X| < |Y |, LF (X) ≤ D and LF (Y ) ≤ D. We will show that there

are indices k and i, such that yk
i > 0, and a level-i packet on branch

k in Y can be added to X subject to the deadline constraint. This is

trivial if X is empty. Assume X 6= ∅ in the following.

Let x′ denote the equivalent redistribution of packets in x to T ′

constructed in Section III-B. Define y
′ similarly. Let s denote the

smallest index such that
∑

k,i≥s y
′k
i ≤

∑
k,i x

′k
i . We have s > 1

and
∑

k,i<s y
′k
i >

∑
k,i x

′k
i by the assumption that 2|X| < |Y |, and

∑
k,i≥s−1 y

′k
i >

∑
k,i x

′k
i by the choice of s. Hence there is k such

that
∑

i<s y
′k
i >

∑
i x

′k
i , that is, on the k-th branch, the number of

packets at level s− 1 or less in y
′ is large than the total number of

packets in x
′. Let t be the largest index less than s such that y′k

t = 1
(recall that y′k

t ≤ 1 by the construction of T ′). Let Y k
t ⊆ Y denote

the set of packets on the k-th branch that is at level t or less in y
′.

Define Xk
t similarly. By our construction of T ′, LF (Y

k
t ) = t. We

will show that there is a packet in Y k
t that can be added to X , subject

to the deadline constraint. We distinguish the following two cases:

Case 1: x′k
t+1 = 0. Since |Y k

t | > |X
k
t |, LF (X

k
t ) ≤ t, LF (Y

k
t ) =

t, by applying the first part of the proposition, there is a packet p

in Y k
t that can be added to Xk

t to get X̄k
t = Xk

t ∪ {p} such that

LF (X̄
k
t ) ≤ t. Now let X̄ = X∪{p}, and x̄ the packet distribution of

X̄ , and x̄
′ the equivalent redistribution in T ′. Then by the properties

of our construction and LF (X̄
k
t ) ≤ t, it is clear that x̄′k

i = x′k
i for

all i > t.

Case 2: x′k
t+1 = 1. Since |Y k

t | > |Xk
t+1|, LF (X

k
t+1) = t +

1, LF (Y
k
t ) = t < t+1, by applying the first part of the proposition,

there is a packet p in Y k
t that can be added to Xk

t+1 to get

X̄k
t+1 = Xk

t+1 ∪ {p} such that LF (X̄
k
t+1) = t + 1. Again we have

x̄′k
i = x′k

i for all i > t.

Let mx denote the maximum index such that x′k
mx
6= 0. First

assume s ≥ mx. For i < s, we have i − 1 +
∑

k,j≥i x̄
′k
j ≤

i − 1 + 1 +
∑

k,j x
′k
j ≤ s − 2 +

∑
k,j≥s−1 y

′k
j ≤ LF (Y ), where

the first inequality holds since only one packet is added, the second

inequality follows from
∑

k,i≥s−1 y
′k
i >

∑
k,i x

′k
i , and the last

inequality follows from Equation (III.2). Hence LF (X̄) ≤ D by

the feasibility of Y . Next assume s < mx. Then for i < s,

the above argument still applies. For all s ≤ i ≤ mx, we have

i− 1+
∑

k,j≥i x̄
′k
j = i− 1+

∑
k,j≥i x

′k
j ≤ LF (X). Again we have

LF (X̄) ≤ D by Equation (III.2) and the feasibility of X . Therefore,

we have proved the second part of the proposition.
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