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Backlog-Based Random Access in Wireless
Networks: Fluid Limits and Instability Issues

Javad Ghaderi†, Sem Borst‡, Phil Whiting‡
†University of Illinois at Urbana-Champaign, ‡Alcatel-Lucent Bell Labs, Murray Hill

Abstract—Backlog-based wireless access schemes are simple
and inherently distributed, yet provide a striking capability
to match the optimal throughput performance of centralized
scheduling mechanisms in a wide range of scenarios. Unfor-
tunately, the type of activation rules for which throughput
optimality has been established, may result in excessive backlogs
and delays. The use of more aggressive/persistent access schemes
than these can improve the delay performance, but does not offer
any universal maximum-stability guarantees.

Motivated by the above issues, we use fluid limits to explore
the (in)stability properties of backlog-based random-access al-
gorithms. Such fluid limits have varying qualitative properties,
dependent on the specific scenario, ranging from ones with
smooth deterministic features, to others which exhibit random
oscillatory characteristics. It turns out that more aggressive
access schemes continue to provide maximum stability in some
networks, e.g. complete interference graphs. As we show however,
in other topologies such schemes can drive the system into inef-
ficient states and thus cause instability. Simulation experiments
are conducted to illustrate and validate the analytical results.

I. INTRODUCTION

Emerging wireless mesh networks typically lack any cen-
tralized access control entity, and instead vitally rely on the
individual nodes to operate autonomously and to efficiently
share the medium in a distributed fashion. This requires the
nodes to schedule their individual transmissions and decide
on the use of a shared medium based on knowledge that is
locally available or only involves limited exchange of infor-
mation. A popular mechanism for distributed medium access
control is provided by the so-called Carrier-Sense Multiple-
Access (CSMA) protocol, various incarnations of which are
implemented in IEEE 802.11 networks. In the CSMA protocol
each node attempts to access the medium after a certain back-
off time, but nodes that sense activity of interfering nodes
freeze their back-off timer until the medium is sensed idle.
Despite their asynchronous and distributed nature, CSMA-
like algorithms have been shown to offer the capability of
achieving the full capacity region and thus match the optimal
throughput performance of centralized scheduling mechanisms
operating in slotted time [10]–[12]. More specifically, any
throughput vector in the interior of the convex hull associated
with the independent sets in the underlying interference graph
can be achieved through suitable back-off rates and/or trans-
mission lengths. Based on this observation, various ingenious
algorithms have been developed for finding the back-off rates
that yield a particular target throughput vector or that optimize
a certain concave throughput utility function in scenarios
with saturated buffers [10], [11], [15]. In the same spirit,

several effective approaches have been devised for adapting
the transmission lengths based on backlog information, and
been shown to guarantee maximum stability [9], [18], [20].

Roughly speaking, the maximum-stability guarantees were
established under the condition that the activity factors of the
various nodes behave as logarithmic functions of the back-
logs. Unfortunately, such activity factors can induce excessive
backlogs and delays, which has triggered a strong interest in
developing approaches for improving the delay performance
[13], [14], [17], [19]. Motivated by this issue, Ghaderi &
Srikant [7] recently showed that it is in fact sufficient for
the logarithms of the activity factors to behave as logarithmic
functions of the backlogs, divided by an arbitrarily slowly
increasing, unbounded function. These results indicate that
the maximum-stability guarantees are preserved for activity
functions that are essentially linear for all practical values of
the backlogs, although asymptotically the activity rate must
grow slower than any positive power of the backlog.

In the present paper we explore the scope for using more
aggressive activity functions in order to improve the delay per-
formance while preserving the maximum-stability guarantees.
Since the proof methods of [7], [9], [18] do not easily extend
to more aggressive activity functions, we will instead adopt
fluid limits where the dynamics of the system are scaled in
both space and time. Fluid limits may be interpreted as first-
order approximations of the original stochastic process, and
provide valuable qualitative insight and a powerful approach
for establishing (in)stability properties [2]–[4], [16].

As observed in [1], qualitatively different types of fluid
limits can arise, depending on the structure of the interference
graph, in conjunction with the functional shape of the activity
factors. For sufficiently tame activity functions as in [7],
[18], ‘fast mixing’ is guaranteed, where the activity process
evolves on a much faster time scale than the scaled backlogs.
Qualitatively similar fluid limits can arise for more aggressive
activity functions as well, provided the topology is benign
in a certain sense. In different regimes, however, aggressive
activity functions can cause ‘sluggish mixing’, where the
activity process evolves on a much slower time scale than the
scaled backlogs, yielding oscillatory fluid limits that follow
random trajectories. The possible oscillatory behavior of the
fluid limit itself does not necessarily imply that the system is
unstable, and in some situations maximum stability is in fact
maintained. In other scenarios, however, the fluid limit reflects
that more aggressive activity functions may force the system
into inefficient states for extended periods of time and produce
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instability.
We will demonstrate instability for super-linear activity

functions, but our proof arguments suggest that it can poten-
tially occur for any activity factor that grows as a positive
power of the backlog in networks with sufficiently many
nodes. In other words, the growth conditions for maximum
stability depend on the number of nodes, which seems loosely
related to results in [8], [21], [22] characterizing how (upper
bounds for) the mean backlog and delay scale as a function
of the size of the network.

The remainder of the paper is organized as follows. In
Section II, we present a detailed model description. We
introduce fluid limits in Section III, and then use these
to demonstrate the possible instability of aggressive activity
functions in Section IV. Simulation experiments are conducted
in Section V to support the analytical results. In Section VI, we
make some concluding remarks and identify topics for further
research.

II. MODEL DESCRIPTION

We consider a network of several nodes sharing a wireless
medium according to a random-access mechanism. The net-
work is represented by an undirected graph G = (V,E) where
the set of vertices V = {1, . . . , N} correspond to the various
nodes and the set of edges E ⊆ V ×V indicate which pairs of
nodes interfere. Nodes that are neighbors in the interference
graph are prevented from simultaneous activity, and thus the
independent sets correspond to the feasible joint activity states
of the network. A node is said to be blocked whenever the
node itself or any of its neighbors is active, and unblocked
otherwise. Define S ⊆ {0, 1}N as the set of feasible joint
activity states, i.e., the incidence vectors of all the independent
sets of the interference graph, and denote by C = conv(S)
the capacity region, with conv(·) indicating the convex hull
operator.

Packets arrive at node i as a Poisson process of rate λi.
The packet transmission times at node i are independent and
exponentially distributed with mean 1/µi. Denote by ρi =
λi/µi the load of node i.

Let U(t) ∈ S represent the joint activity state of the network
at time t, with Ui(t) indicating whether node i is active at
time t or not. Denote by Qi(t) the backlog at node i at time t,
i.e., the number of packets waiting for transmission or in the
process of being transmitted.

As mentioned above, the various nodes share the medium
in accordance with a random-access mechanism. When a node
ends an activity period (consisting of possibly several back-
to-back packet transmissions), it starts a back-off period. The
back-off times of node i are independent and exponentially
distributed with mean 1/νi. The back-off period of a node is
suspended whenever it becomes blocked by activity of any
of its neighbors, and only resumed once the node becomes
unblocked again. Thus the back-off period of a node can only
end when none of its neighbors are active. Now suppose a
back-off period of node i ends at time t. Then the node starts
a transmission with probability φi(Qi(t)), with φi(0) = 0,

and begins the next back-off period otherwise. After the end
of a transmission of node i at time t, it releases the medium
and begins a back-off period with probability ψi(Qi(t−)),
or starts the next transmission otherwise, with ψi(1) = 1.
Equivalently, node i may be thought of as activating at an
exponential rate fi(Qi(t)), with fi(·) = νiφi(·), whenever it
is unblocked at time t, and de-activating at rate gi(Qi(t)),
with gi(·) = µiψi(·), whenever it is active at time t. For
conciseness, the functions fi(·) and gi(·) will be referred to
as activation and de-activation functions, respectively.

There are two special cases worth mentioning that (loosely)
correspond to random-access schemes considered in the
literature before. First of all, in case φi(Qi) = 1 for all
Qi ≥ 1 and ψi(Qi) = 0 for all Qi ≥ 2, node i starts a
transmission each time a back-off period ends, and does
not release the medium, i.e., continues transmitting until its
entire backlog has been cleared. This corresponds to the
random-capture scheme considered in [5]. In case µi = 1,
νi = 1, φi(Qi) = 1− ψi(Qi), and ψi(Qi) = 1/(1 + ri(Qi)),
node i may be thought of as becoming (or continuing to be)
active with probability ri(Qi(t))/(1 + ri(Qi(t))) each time
a unit-rate Poisson clock ticks. This roughly corresponds to
the scheme considered in [7], [9], [18] based on Glauber
dynamics with a ‘weight’ function wi(Qi) = log(ri(Qi)),
except that the latter scheme operates with a random round-
robin clock, and uses w̃i(Qi) = max{wi(Qi), ε

2Nwi(Qmax)},
with Qmax = maxj=1,...,N Qj .

Under the above-described backlog-based schemes, the pro-
cess {(U(t), Q(t))}t≥0 evolves as a continuous-time Markov
process with state space S×NN . Transitions (due to arrivals)
from a state (U,Q) to (U,Q+ ei) occur at rate λi, transitions
(due to activations) from a state (U,Q) with Qi ≥ 1, Ui = 0,
and Uj = 0 for all neighbors of node i, to (U + ei, Q) occur
at rate νifi(Qi), transitions (due to transmission completions
followed back-to-back by a subsequent transmission) from a
state (U,Q) with Ui = 1 (and thus Qi ≥ 1) to (U,Q − ei)
occur at rate µi(1 − gi(Qi)), transitions (due to transmission
completions followed by a back-off period) from a state (U,Q)
with Ui = 1 (and thus Qi ≥ 1) to (U − ei, Q − ei) occur at
rate µigi(Qi).

We are interested to determine under what conditions the
system is stable, i.e., the Markov process {(U(t), Q(t))}t≥0 is
positive-recurrent. It is easily seen that (ρ1, . . . , ρN ) < σ ∈ C
is a necessary condition for that to be the case. In [7], it is
shown that this condition is in fact also sufficient for f ≡
1 and g(Qi) = (1 + ri(Qi))−1, for functions of the form
ri(Qi) = exp(log(Qi)/yi(Qi)), where yi(Qi) is allowed to
increase to infinity at an arbitrarily slow rate. For practical
purposes, this means that the function ri(Qi) is essentially
allowed to be linear, except that it must eventually grow to
infinity slower than any positive power of Qi. Results in [1]
suggest that more aggressive choices of the functions fi(·) and
gi(·), which translate into functions ri(·) that grow faster to
infinity, can improve the delay performance. In view of these
results, we will be particularly interested in such functions
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ri(·), where the sufficient stability conditions of [7] are not
fulfilled. In order to examine under what conditions the system
will remain stable then, we examine fluid limits as introduced
in the next section.

III. FLUID LIMITS

In order to obtain fluid limits, the original stochastic process
is scaled in both space and time. More specifically, we consider
a sequence of processes {(UR(t), QR(t))}t≥0 indexed by a
sequence of positive integers R, each governed by similar
statistical laws as the original process, where the initial states
satisfy

∑N
i=1Q

R
i (0) = R and QRi (0)/R → qi as R → ∞.

The process {(UR(Rt), 1
RQ

R(Rt))}t≥0 is referred to as the
fluid-scaled version of the process {(UR(t), QR(t)}t≥0. Any
(possibly random) weak limit {q(t)}t≥0 of the sequence
{ 1
RQ

R(Rt)}t≥0, as R→∞, is called a fluid limit.
In the next section we will use fluid limits to demonstrate

the possible instability of ‘aggressive’ activation and/or de-
activation functions. In order to show that such aggressive
functions do not imply instability in all topologies, we first
examine a complete K-partite graph as considered in [5],
where the nodes can be partitioned into K ≥ 2 components.
All nodes are connected except those belonging to the same
component. Denote by Mk ⊆ {1, . . . , N} the subset of nodes
belonging the k-th component. Once one of the nodes in
component Mk is active, other nodes within Mk can become
active as well, but none of the nodes in the other components
Ml, l 6= k, can be active. The necessary stability condition
then takes the form ρ =

∑K
k=1 ρ̂k < 1, with ρ̂k = maxi∈Mk

ρi
denoting the maximum traffic intensity of any of the nodes in
the k-th component.

Now consider the case that each node operates with an
activation function f(x) ≡ 1, x ≥ 1 and a de-activation
function g(x) = o(x−γ), with γ > 1, which subsumes the
random-capture scheme with g(x) ≡ 0 for all x ≥ 1 in [5].
Since the de-activation rate decays so sharply, the probability
of a node releasing the medium once it has started transmitting
with an initial backlog of order R, is vanishingly small,
until the backlog falls below order R or the total number
of transmissions exceeds order R (but the latter implies the
former). Hence, in the fluid limit, a node must completely
empty almost surely before it releases the medium. Because
of the interference constraints, it further follows that once
the activity process enters one of the components, it remains
there until all the queues in that component have entirely
drained. For conciseness, the system is said to be in an Mk-
period during time intervals when the activity process resides
in component Mk.

Based on the above informal observations, we now proceed
with a more detailed description of the fluid limit process.

Assume that the system enters an Mk-period at time t, then
(a) It spends a time period Tk(t) = maxi∈Mk

qi(t)
µi−λi

in Mk.
(b) During this period, the queues of the nodes in Mk drain

at a linear rate (or remain zero)

qi(t+ u) = max{qi(t) + (λi − µi)u, 0}, ∀i ∈Mk

while the queues of the other nodes fill at a linear rate

qi(t+ u) = qi(t) + λiu, ∀i 6∈Mk,

for all u ∈ [0, Tk(t)].
(c) At time t+ Tk(t), the system switches to schedule Ml,

l 6= k, with probability

pkl(t+Tk(t)) = lim
R→∞

∑
i∈Mk

f(Rqi(t+ Tk(t)))∑
l′ 6=k

∑
i∈Ml′

f(Rqi(t+ Tk(t)))
.

Thus the fluid limit follows piece-wise linear sample paths
(almost surely), with switches between different periods gov-
erned by the transition probabilities specified above.

Now define the Lyapunov function L(t) :=
∑K
k=1 q̂k(t),

with q̂k(t) = maxi∈Mk
qi(t)/µi. Then, d

dtL(t) ≤
∑K
k=1 ρ̂k −

1 = ρ − 1 < 0 almost everywhere when ρ < 1, as long as
L(t) > 0. Therefore, L(t) = 0, and hence q(t) = 0, for all
t ≥ T , with T = L(0)

1−ρ < ∞, implying stability [2], [4], even
though the fluid limit behavior is not smooth at all.

We now turn to a ‘nearly’ complete 3-partite graph with
two nodes in each component as shown in Figure 1(a) as
a prototypical network where aggressive functions can cause
instability. The intuitive explanation for the potential instability
may be described as follows. Denote ρ0 = max{ρ1, ρ2}, and
assume ρ3 > ρ4 and ρ5 < ρ6. The fraction of time that at
least one of the nodes 1, 2, 3 and 6 is served, must be no less
than ρ = ρ0 + ρ3 + ρ6 in order for these nodes to be stable.
During some of these periods nodes 4 or 5 may also be served,
but not simultaneously, i.e., schedule M4 cannot be used. In
other words, the system cannot be stable if schedule M4 is
used for a fraction of the time larger than 1 − ρ. As it turns
out, however, when the de-activation function is sufficiently
aggressive, e.g., g(·) = o(x−γ), with γ > 1, schedule M4 is
in fact persistently used for a fraction of the time that does
not tend to 0 as ρ approaches 1, which forces the system to
be unstable.

Although the above arguments indicate that invoking sched-
ule M4 is a recipe for trouble, the reason may not be
directly evident from the system dynamics, since no obvious
inefficiency occurs as long as the queues of nodes 4 and 5
are non-empty. However, the fact that the Lyapunov function
L(t) =

∑3
k=1 q̂k(t) may increase while serving nodes 4 and 5,

when q3(t) ≥ q4(t) and q5(t) ≤ q6(t), is already highly
suggestive. Indeed, serving nodes 4 and 5 may make their
queues smaller than those of nodes 3 and 6, leaving these
queues to be served by themselves at a later stage, at which
point inefficiency inevitably occurs. It is intuitively plausible
that such events occur repeatedly with positive probability, but
a rigorous proof that this leads to instability is far from simple.
Such a proof requires detailed analysis of the underlying
stochastic process (in our case via fluid limits), and its conclu-
sion crucially depends on the de-activation function. Indeed,
the stability results in [7], [9], [18] indirectly indicate that
our network is not rendered unstable for sufficiently cautious
de-activation functions.

We now characterize the dynamics of the fluid limit process.
For an activation function f(x) ≡ 1, x ≥ 1, and a de-
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activation function g(x) = o(x−γ), with γ > 1, the fluid
limit process follows oscillatory piece-wise linear trajectories
(almost surely), with random switches, just like for complete
partite graphs, and as illustrated in Figure 1(b). In particular,
in the fluid limit a node must completely empty almost surely
before it releases the medium. Thus, a transition from one
component to another occurs when one or both queues in that
component hit zero.

We now provide a detailed description of the dynamics of
the fluid limit process. Just like for the complete partite graphs,
the system is said to be in an Mk-period during the time
intervals when the activity process resides in component Mk.
For notational convenience, we henceforth assume µi ≡ 1, so
that ρi ≡ λi, for all i = 1, . . . , N . The justification for the
description as presented below follows from a collection of
lemmas and propositions which are stated and proved in [6].

1) M1-period: Assume the system enters an M1-period at
time t, then

(a) It spends a time period T1(t) = max
{
q1(t)
1−ρ1 ,

q2(t)
1−ρ2

}
in

M1.
(b) During this period, the queues of nodes 1 and 2 drain

at a linear rate (or remain zero)

qi(t+ u) = max{qi(t)− (1− ρi)u, 0}, for i = 1, 2,

while the queues of nodes 3, 4, 5, 6 fill at a linear rate

qi(t+ u) = qi(t) + ρiu, for i = 3, 4, 5, 6,

for all u ∈ [0, T1(t)]. In particular, q1(t + T1(t)) =
q2(t+ T1(t)) = 0.

(c) At time t + T1(t), the system switches to one of the
schedules M2, M3 or M4 with the following transition
probabilities

p12(t+ T1(t)) = lim
R→∞

1
F

(
f3 + f4

f3
f3 + f5

)
p13(t+ T1(t)) = lim

R→∞

1
F

(
f6 + f5

f6
f4 + f6

)
p14(t+ T1(t)) = lim

R→∞

1
F

(
f4

f5
f3 + f5

+ f5
f4

f4 + f6

)
with F = f3+f4+f5+f6, and fj = f(Rqj(t+T1(t))),
j = 3, 4, 5, 6. Note that in case fi(x) = 1, x ≥ 1,
the above transition probabilities are simply given by
p12 = 3

8 , p13 = 3
8 , p14 = 1

4 .

2) M2-period: Assume that the system enters an M2-period
at time t, then

(a) The system spends a time period T2(t) = q3(t)
1−ρ3 in M2.

(b) During this period, the queues of nodes 3 and 4 drain
(or remain zero)

qi(t+ u) = max{qi(t)− (1− ρi)u, 0}, for i = 3, 4,

while the queues of nodes 1, 2, 5, 6 fill at a linear rate

qi(t+ u) = qi(t) + ρiu, for i = 1, 2, 5, 6,

for all u ∈ [0, T2(t)]. In particular, q3(t+ T2(t)) = 0.

(c) At time t + T2(t), the system switches to one of
the schedules M1, M3 or M4. In order to determine
which of these events can occur, we need to distinguish
between three cases, depending on whether q3(t)

1−ρ3 is (i)
larger than, (ii) equal to, or (iii) smaller than q4(t)

1−ρ4 .
In case (i), i.e., q3(t)

1−ρ3 > q4(t)
1−ρ4 , the queue of node 4

has emptied before time t+ T2(t), and remained empty
(on the fluid scale) since then, precluding a switch
to schedule M4 (except for a negligible duration on
the fluid scale), only allowing the system to switch to
either schedule M1 or M3. The corresponding transition
probabilities are difficult to obtain in explicit form. Note
that in order for any of the nodes 1, 2, 5 or 6 to activate,
node 3 must be inactive. In order for nodes 1, 2 or 6 to
activate, node 4 must be inactive as well, but the latter
is not necessary in order for node 5 to activate. Since
node 4 may be active even when it is empty on the
fluid scale, it follows that node 5 enjoys an advantage
in competing for access to the medium over nodes 1, 2
and 6. While it may be argued that node 4 is active with
probability ρ4 by the time node 3 becomes inactive for
the first time, the resulting probabilities for the various
nodes to gain access to the medium first do not seem to
allow a simple expression.
In case (ii), i.e., q3(t)

1−ρ3 = q4(t)
1−ρ4 , the queues of nodes 3

and 4 both empty at time T2(t), barring once again a
switch to schedule M4, and permitting only a switch to
either schedule M1 or M3. Just like in the previous case,
node 5 is the only one able to activate during periods
where node 3 is inactive while node 4 is active, and
hence enjoys an advantage in competing for access to the
medium. In fact, node 5 will gain access to the medium
first almost surely if node 3 is the first one to become
inactive (in the pre-limit). The probability of that event,
and hence the transition probabilities to M1 and M3,
depends on queue length differences between nodes 3
and 4 at time t that are affected by the history of the
process and are not visible on the fluid scale.
In case (iii), i.e., q3(t)

1−ρ3 <
q4(t)
1−ρ4 , the queue of node 4 is

still non-empty by time t + T2(t), forcing a switch to
schedule M4 with probability 1.

3) M3-period: The dynamics for an M3-period are entirely
symmetric to those for an M2-period, but will be replicated
below for completeness.

Assume that the system enters an M3-period at time t, then

(a) The system spends a time period T3(t) = q6(t)
1−ρ6 in M3.

(b) During this period, the queues of nodes 5 and 6 drain
(or remain zero)

qi(t+ u) = max{qi(t)− (1− ρi)u, 0}, for i = 5, 6,

while the queues of nodes 1, 2, 3, 4 fill at a linear rate

qi(t+ u) = qi(t) + ρiu, for i = 1, 2, 3, 4,

for all u ∈ [0, T3(t)]. In particular, q6(t+ T3(t)) = 0.
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(c) At time t + T3(t), the system switches to one of
the schedules M1, M2 or M4. In order to determine
which of these events can occur, we need to distinguish
between three cases, depending on whether q5(t)

1−ρ5 is (i)
smaller than, (ii) equal to, or (iii) larger than q6(t)

1−ρ6 .
In case (i), i.e., q5(t)

1−ρ5 < q6(t)
1−ρ6 , the queue of node 5

has emptied before time t+ T3(t), and remained empty
(on the fluid scale) since then, precluding a switch to
schedule M4 (except for a negligible period on the
fluid scale), only allowing the system to switch to
either schedule M1 or M2. The corresponding transition
probabilities are difficult to obtain in explicit form for
similar reasons as mentioned in case 2(c)(i).
In case (ii), i.e., q5(t)

1−ρ5 = q6(t)
1−ρ6 , the queues of nodes 5

and 6 both empty at time T3(t), barring once again
a switch to schedule M4, and allowing only a switch
to either schedule M1 or M2. For similar reasons as
mentioned in case 2(c)(ii), the corresponding transition
probabilities depend on queue length differences that are
affected by the history of the process and are not visible
on the fluid scale.
In case (iii), i.e., q5(t)

1−ρ5 >
q6(t)
1−ρ6 , the queue of node 5 is

still non-empty by time t + T3(t), forcing a switch to
schedule M4 with probability 1.

4) M4-period: Assume that the system enters an M4-period
at time t, then

(a) It spends a time period T4(t) = min
{
q4(t)
1−ρ4 ,

q5(t)
1−ρ5

}
in

M4.
(b) During this period, the queues of nodes 4 and 5 drain

at a linear rate

qi(t+ u) = qi(t)− (1− ρi)u, for i = 4, 5,

while the queues of nodes 1, 2, 3, 6 fill at a linear rate

qi(t+ u) = qi(t) + ρiu, for i = 1, 2, 3, 6,

u ∈ [0, T4(t)]. In particular, min{q4(t + T4(t)), q5(t +
T4(t))} = 0.

(c) At time t+T4(t), the system switches to either schedule
M2 or M3. In order to determine which of these events
can occur, we need to distinguish between three cases,
depending on whether q4(t)

1−ρ4 is (i) larger than, (ii) equal
to, or (iii) smaller than q5(t)

1−ρ5 .
In case (i), i.e., q4(t)1−ρ4 >

q5(t)
1−ρ5 , we have q4(t+T4(t)) > 0,

i.e., the queue of node 4 is still non-empty by time
t+ T4(t), causing a switch to schedule M2 with proba-
bility 1.
In case (ii), i.e., q4(t)

1−ρ4 = q5(t)
1−ρ5 , we have q4(t+T4(t)) =

q5(t + T4(t)) = 0, i.e., the queues of nodes 4 and 5
both empty at time t+ T4(t). Even though both queues
empty at the same time on the fluid scale, there will
with overwhelming probability be a long period in the
pre-limit where one of the nodes has become inactive
for the first time while the other one has yet to do so.
Since both nodes 4 and 5 must be inactive in order for

nodes 1 and 2 to activate, these nodes have no chance to
activate during that period, but either node 3 or node 6
does, depending on whether node 5 or node 4 is the first
one to become inactive. As a result, the system cannot
switch to schedule M1, but only to M2 or M3. In fact,
a switch to M2 will occur almost surely if node 5 is the
first one to become inactive, while a switch to M3 will
occur almost surely if node 4 is the first one to become
inactive. The probabilities of these two scenarios, and
hence the transition probabilities to M2 and M3, depend
on queue length differences between nodes 4 and 5 at
time t that are affected by the history of the process and
are not visible on the fluid scale.
In case (iii), i.e., q4(t)

1−ρ4 <
q5(t)
1−ρ5 , we have q5(t+T4(t)) >

0, i.e., the queue of node 5 is still non-empty by
time t + T4(t), forcing a switch to schedule M3 with
probability 1.

Remark 1: As noted in the above description of the fluid
limit process, in cases 2(c)(ii), 3(c)(ii) and 4(c)(ii) the transi-
tion probabilities from an M2-period to an M1 or M3-period,
from an M3-period to an M1 or M2-period, and from an M4 to
an M2 or M3-period, depend on queue length differences that
are affected by the history of the process and are not visible
on the fluid scale. Depending on whether or not the initial
state and parameter values allow for these cases to arise, the
resulting fluid limit process may thus be non-Markovian, even
though the original stochastic process is Markovian.

Remark 2: It is worth observing that when q3(t) = 0,
q4(t) > 0, q5(t) = 0, the above description of the fluid limit
process yields an indefinite alternation between zero-length
M2- and M4-periods. The way the fluid limit process then
actually evolves, is that for a period of time q4(t)/(1 − ρ4),
the queue of node 4 drains at a rate 1 − ρ4, the queues of
nodes 3 and 5 remain at zero, and the queues of nodes 1, 2,
and 6 fill at rates ρ1, ρ2 and ρ6, respectively. This evolution
reflects that in the original stochastic process nodes 3 and 5
take turns in accessing the medium, without their queues ever
growing significantly, while node 4 holds on to the medium
continuously and gradually drains its queue. At the end of such
a time period, which we will refer to as an M2+4-period, the
system switches to either schedule M1 or M3. As we will see
later, an M2+4-period can occur at most once, and never arise
again after some finite time, and hence we will not consider
these periods in further detail. Similar comments apply when
q4(t) = 0, q5(t) > 0, q6(t) = 0, producing a succession of
zero-length M3- and M4-periods.

IV. INSTABILITY RESULTS

We now use the characterization of the fluid limit process
presented in the previous section to prove instability. In order
to do so, we adopt the Lyapunov function L(t) =

∑3
k=1 q̂k(t),

and will show that the load L(t) grows without bound almost
surely. Note that the load L(t) increases during M4-periods
when the system is in a natural state, i.e., q3(t) ≥ q4(t)
and q5(t) ≤ q6(t). As mentioned above, a natural state is
reached in finite time. In order to prove that the load L(t)
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Fig. 1. (a) A network with 4 possible schedules obtained by removing 1 edge
from a 3-partite complete network. (b) A fluid sample path corresponding to
the sequence M1 → M2 → M1 → M4 → M3.

grows without bound, it thus remains to be established that
M4-periods occur for substantial periods of time.

In preparation for the instability proof, we first state two
auxiliary lemmas. It will be convenient to view the evolution of
the fluid limit process, and in particular the Lyapunov function
L(t), over the course of cycles. The i-th cycle is the period
from the start of the (i − 1)-th M1-period to the start of the
i-th M1 period. Denote by ti the start time of the i-th cycle. It
is easily seen that there must be an infinite number of cycles
(and if there were only a finite number, one of the nodes
would never be served again after some finite time, the fluid
limit process is unstable regardless).

The next lemma shows that the duration of a cycle and the
possible increase in the load over the course of a cycle are
linearly bounded in the load at the start of the cycle.

Lemma 1: The duration of the i-th cycle, ∆Ti = ti+1− ti,
and the increase in the load over the course of the i-th cycle,
∆Li = L(ti+1)− L(ti) = L(ti + ∆Ti)− L(ti), are bounded
from above by

∆Ti ≤ CTL(ti) and ∆Li ≤ CLL(ti)

for all ρ ≤ 1, where CT = 1
1−ρ3−ρ6

(
1

1−ρ2 + 1
1−max{ρ4,ρ5}

)
and CL = ρ3+ρ6

1−max{ρ4,ρ5} .
In order to establish that the durations of M4-periods are

non-negligible, it will be useful to introduce the notion of
‘weakly-balanced’ queues, ensuring that the queues of nodes 4

and 5 are not too small compared to the queues of nodes 3
and 6.

Definition 1: Let βmin and βmax be fixed positive con-
stants. The queues are said to be weakly-balanced in a given
cycle (with respect to βmin and βmax) if βmin ≤ q3(t)

q5(t)
, q6(t)q4(t)

≤
βmax, with t denoting the time when the M1-period ends that
initiated the cycle.

The next lemma shows that over two consecutive cycles, the
queues will be weakly-balanced with probability at least 1/3.

Lemma 2: Let

ε=
ρ2

2
(
ρ2 + (ρ3 + ρ6) 1−min{ρ4,ρ5}

1−max{ρ4,ρ5}

)≥ ρ2

ρ

1−max{ρ4, ρ5}
1−min{ρ4, ρ5}

.

Then over two consecutive cycles, with probability at least 1/3,
the queues will be weakly-balanced in at least one of these
cycles with

βmax =
max{ρ3, ρ6}+ (1− ρ2)(1− ε)/ε

min{ρ4, ρ5}

and βmin = 1
βmax .

As suggested by the above lemma, it will be convenient
to consider pairs of two consecutive cycles in order to prove
instability of the fluid limit process. Denote i0 = min{i =
1, 2, · · · : q3(ti) ≥ q4(ti), q5(ti) ≤ q6(ti)}, with ti denoting
the start time of the i-th cycle as before. As noted earlier
q3(t) ≥ q4(t) and q5(t) ≤ q6(t) for all t ≥ T (0) =
max{q4(0)− q3(0), q5(0)− q6(0), 0}/δ and q(T ) 6= 0, hence
i0 is well-defined and ti0 ≤ T (0) ≤ L(0)/δ.

Let Dk be the pair of cycles consisting of cycles i0 +2k−2
and i0 + 2k − 1, k = 1, 2, . . . . With minor abuse of notation,
denote by Tk = ti0+2k−2 the start time of Dk and Lk =
L(Tk). Denote by ∆Tk = Tk+1 − Tk the duration of Dk and
by ∆Lk = Lk+1 − Lk the increase in L(t) over the course
of Dk.

The next proposition shows that for ρ sufficiently close to 1
the load cannot significantly decrease over a pair of cycles
and will increase by a substantial amount with non-zero-
probability. We henceforth assume (ρ1, ρ2, ρ3, ρ4, ρ5, ρ6) =
ρ(κ1, κ2, κ3, κ3−α, κ6−α, κ6) with max{κ1, κ2}+κ3+κ6 =
1 and α < min{κ3, κ6}.

Proposition 1: Let C = CT (2 + CL), with CT and CL as
specified in Lemma 1, θ = 1 − (1 − ρ)C, p = 1/12. Over
cycle pairs Dk, k = 1, 2, . . . ,

(i) ∆Tk ≤ CLk;
(ii) L(t) ≥ θLk for all t ∈ [Tk, Tk+1];

(iii) P
(
Lk+1 − θLk ≥ δ(ρ)θLk|Lk

)
≥ p,

with δ(ρ) a constant, depending on ρ, and δ(ρ) ↑ δ =
1

βmax(1+βmax)(1+α−min{κ3,κ6}) , as ρ ↑ 1.
Proof:

We first show part (i). Using Lemma 2, we find

∆Tk = ∆Ti0+2k−2 + ∆Ti0+2k−1

≤ CT (L(Ti0+2k−2) + L(Ti0+2k−1)) ≤ CT (2 + CL)Lk.
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In order to prove part (ii), note that L(t) cannot decrease
at a larger rate than 1− ρ, so that in view of part (i),

Lt ≥ Lk − (1− ρ)(t− Tk)
≥ Lk − (1− ρ)∆Tk
≥ (1− (1− ρ)C)Lk
= θLk

for all t ∈ [Tk, Tk+1].
We now turn to part (iii). Suppose that the following event

occurs: the queues are weakly-balanced at the end of an M1-
period, say time τ , during Dk (which according to Lemma 2)
happens with at least probability 1/3) and the system then
enters an M4-period (which happens with probability 1/4).
Recalling that ρ3 ≥ ρ4, q3(t) ≥ q4(t), ρ5 ≤ ρ6 and q5(t) ≤
q6(t), we find that during the M4-period L(t) increases by

ρmin
{
q4(τ)
1− ρ4

,
q5(τ)
1− ρ5

}
≥ ρ min{q4(τ), q5(τ)}

1− ρmin{κ3, κ6}+ ρα
.

Since the queues are weakly-balanced, we deduce q3(τ) ≤
βmaxq5(τ) ≤ βmaxq6(τ) ≤ (βmax)2q4(τ) and q6(τ) ≤
βmaxq4(τ) ≤ βmaxq3(τ) ≤ (βmax)2q5(τ). Noting that
q1(τ) = q2(τ) = 0, we obtain

L(τ) = q3(τ)+q6(τ) ≤ (1+βmax)q6(τ) ≤ βmax(1+βmax)q4(τ),

and also

L(τ) = q3(τ)+q6(τ) ≤ (1+βmax)q3(τ) ≤ βmax(1+βmax)q5(τ).

So
L(τ) ≤ βmax(1 + βmax) min{q4(τ), q5(τ)},

and thus the increase in L(t) during the M4-period is no less
than δ(ρ)L(τ), with

δ(ρ) =
ρ

βmax(1 + βmax)(1− ρmin{κ3, κ6}+ ρα)
.

Using part (i) once again, we conclude that with at least
probability 1/12,

Lk+1 ≥ Lk + δ(ρ)L(τ)− (1− ρ)∆Tk
≥ Lk + δ(ρ)(Lk − (1− ρ)∆Tk)− (1− ρ)∆Tk
= (1 + δ(ρ))(Lk − (1− ρ)∆Tk)
≥ (1 + δ(ρ))(Lk − (1− ρ)CLk)
= (1 + δ(ρ))θLk.

Armed with the above proposition, we now proceed to
prove that the fluid limit process is unstable, in the sense
that L(T ) → ∞ as T → ∞. In fact, L(T ) grows faster
than any sub-linear function T

1
m , m > 1, as stated in

the next theorem. Let (ρ1, ρ2, ρ3, ρ4, ρ5, ρ6) = ρκ, where
κ = (κ1, κ2, κ3, κ4, κ5, κ6) with max{κ1, κ2}+ κ3 + κ6 = 1
and κ3 > κ4 and κ5 < κ6. The fluid limit process can
then be shown to be unstable in the sense that L(T ) =∑3
k=1 maxi∈Mk

qi(t) → ∞ as T → ∞, as stated in the next
theorem.

Theorem 1: Consider the network of Figure 1(a), and sup-
pose fi(x) ≡ 1, x ≥ 1, and gi(x) = o(x−γ), with γ > 1. For
any m > 1, there exists a constant ρ∗ = ρ∗(κ,m) < 1, such
that for all ρ ∈ (ρ∗, 1],

lim sup
T→∞

E
{

T

Lm(T )

}
= 0,

for any initial state q(0) with |L(0)| = 1.
Corollary 1: For any m > 1, there exists a constant ρ∗ =

ρ∗(κ,m) < 1, such that for all ρ ∈ (ρ∗, 1],

lim inf
T→∞

L(T )
T 1/m

=∞,

almost surely.
The original stochastic process is said to be unstable when

{(U(t), Q(t))}t≥0 is transient, and ‖Q(t)‖ → ∞ almost
surely for any initial state Q(0). Exploiting similar arguments
as in Meyn [16], the instability of the original stochastic
process can be deduced from the instability of the fluid limit
process, as stated in the next theorem.

Theorem 2: Consider the network of Figure 1(a), and sup-
pose fi(x) ≡ 1, x ≥ 1, and gi(x) = o(x−γ), with γ > 1.
Then there exists a constant ρ?(κ) < 1, such that for all
ρ ∈ (ρ?(κ), 1] and for any initial state Q(0):

PQ(0){lim inf
t→∞

‖Q(t))‖ =∞} = 1.

Remark 3: The class of de-activation functions gi(x) =
o(x−γ) includes the random-capture scheme with g(x) ≡ 0,
x ≥ 1, as considered in [5]. The result in Theorem 2 thus
disproves the conjecture that the random-capture scheme is
throughput-optimal in arbitrary topologies.

V. SIMULATION EXPERIMENTS

We now discuss the simulation experiments that we have
conducted to corroborate the analytical results. Consider the
network analyzed in the previous section as depicted in
Figure 1(a). In the simulation experiments, the relative traffic
intensities are assumed to be κ = (0.4, 0.4, 0.4, 0.4, 0.2, 0.2),
with a normalized load of ρ = 0.97. At each node, the
initial queue size is Qi(0) = 500, the activation function
is fi(x) ≡ 1, x ≥ 1, and the de-activation function is
gi(x) = x−γ , where we set γ = 2.

Figure 2(a) plots the evolution of the queue sizes at the
various nodes over time, and shows that once a node starts
transmitting, it will continue to do so until the backlogs of
all nodes in its component have largely been cleared. This
characteristic, and the associated oscillations in the queues, are
consistent with the piecewise linear (and random oscillatory)
properties of fluid limits as discussed in Section III.

Although Figure 2(a) suggests an upward trend in the
overall queue lengths, the fluctuations make it hard to discern
a clear picture. Figure 2(b) therefore plots the evolution of
the node-average queue size over time, and reveals a distinct
growth pattern. Evidently, it is difficult to make any conclusive
statements concerning stability/instability based on simulation
results alone. However, the saw-tooth type growth pattern in
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Fig. 2. Simulation of the network of Figure 1(a).

Figure 2(b) demonstrates strong signs of instability, and cor-
roborates the qualitative growth behavior exhibited by the fluid
limit as described in Section III. Indeed, careful inspection of
the two figures confirms that the large increments in the node-
average queue size occur immediately after the activity process
leaves M4, exactly as described by the fluid limit. We further
observe that in between these periods, the node-average queue
size tends to follow a slightly downward trend, consistent with
the negative drift of rate (ρ− 1)/3 in the fluid limit.

VI. CONCLUSIONS

We have used fluid limit techniques to show that aggressive
backlog-based random-access algorithms do not confer uni-
versal stability. For the sake of transparency, we focused on a
specific six-node topology with super-linear activity functions.
Similar instability issues can however arise in a broad class
of interference graphs which contain an independent set that
intersects with two maximal independent sets and is disjoint
from a third one. The proof arguments further suggest that
instability can in fact occur for any activity factor that grows
as a positive power 1/K of the backlog for network sizes of
order K, indicating that the growth conditions for maximum
stability in Ghaderi & Srikant [7] are sharp in a certain sense.

In order to demonstrate instability in these more general
scenarios, similar fluid limit approaches might be used. The
framework of Meyn [16] however hinges on instability of the

fluid limit for any initial state. Handling arbitrary initial states
for general activity functions and topologies is more involved
than in the specific network considered here. An alternative
option would be to extend the methodology and develop a
proof apparatus where it suffices to show instability of the
fluid limit for one particular initial state.
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