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Quasi-vitesses généralisées cinétiques pour les systémes
lagragiens avec contraintes unilatérales, impacts et frottement

Résumé : Les quasi-vitesses introduites a partir de la métrique cinétique sont présentées, anisi que
les quasi-équations de Lagrange qui en découlent, avec et sans frottement de Coulomb. On montre que
ces vitesses sont trés pratiques pour analyser les systémes avec contraintes unilatérales (donc & topologie
variable) et les collisions. Le comportement énergétique d’une loi d’impact généralisée est analysé, dans
les deux cas (avec et sans frottement). Quelques résultats sur l’existence et 'unicité de solutions du
probléme de complémentarité linéaire de contact, avec frottement de Coulomb, sont donnés.

Mots-clés : contraintes bilatérales holonomes, contraintes unilatérales,conditions de complémentarité,
frottement de Coulomb, restitution tangentiele, paradoxe de Painlevé, quasi-vitesses, quasi-dynamique
de Lagrange, loi d’impact cinématique, loi d’impact de Moreau, angles cinétiques, métrique cinétique.
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1 Introduction

Finite-dimensional Lagrangian mechanical systems subject to bilateral, or unilateral constraints with or
without Coulomb’s friction, have received a considerable attention. It is known that the choice of the
generalized coordinates may be a crucial step for either feedback control design, or numerical simulation.
Many different ways of transforming the Lagrange dynamics into more suitable “canonical” forms have
been proposed. Among these some are based on quantities known as quasi-velocities (or non-holonomic
velocities, or generalized velocities, or generalized speeds, or pseudo-velocities, or kinematic character-
istics) [B0, B6, @4, @5, @7, K6l b7, ©67]. Others use generalized coordinate transformations [60]. The
coordinate partitioning methods have almost always been introduced for systems with a set of bilateral
(holonomic or non-holonomic) constraints. The case of unilateral constraints and impacts deserves, as is
shown in this paper, a specific analysis because of the varying set of active constraints.

The issues related to impacts in multibody systems constitute an important field of research because of
the many applications and challenges, see [A6] and [Id, Chapters 4, 5, 6] for reviews of single and multiple
collisions modeling approaches. Among these, so-called multiple impacts are particularly tough to model.
Frémond [27] briefly analyzed the rocking block and pointed out the necessity of “distance effects” in
multiple impacts, dealing later on with chains of balls [23] 25]. The kinetic quasi-velocity change of
variables described in this paper was introduced in [15], inspired by ideas in [39, B0, B8]. A generalized
impact kinematic impact law based on this particular state space transformation was also pointed out in
I35, Equation (6.86)], see also |17, Equation (6.96)]. Glocker [33] later interpreted Frémond’s idea as a
restitution matrix, recovering (as far as chains of balls are concerned) the normal part of the generalized
law presented in the sequel of this paper: this restitution matrix should not in general be diagonal, but
should contain off-diagonal entries representing the “distance effects”. More recently it has been shown
that even more may sometimes be needed [20], because the normal part of the restitution law may not
be sufficient to describe some motions like perfect rocking of a planar block. Recent results on multiple

impacts with or without friction have also been obtained in [I2, B2, 611, 62, [70), [75, 76l [77, R2].

In this paper it is shown that the kinetic quasi-velocity change of variables is very well suited for
unilaterally constrained lagrangian systems, and allows one to analyse these systems as a generalized
multi-constrained particle with which two Riemannian metrics are associated: one in a normal space
and one in a tangent space. In the frictionless case the analogy with a particle is clear, see () and
BY)) below. In the case with friction the analogy is less obvious because of normal/tangential coupling
terms (see ([Z4) and (B3) below). It is nevertheless still possible to derive a general criterion for energy
consistency at impacts, involving “small couplings” and “small friction”. This criterion (see Theorem
below) is not just an existence result but is a constructive result since all the bounds can be computed
for a given system.

The paper is organized as follows: Section ] presents the quasi-lagrangian dynamics in the frictionless
(section X)) and frictional (section Z2) cases, and ends with several examples in section ZZ3 Section Blis
dedicated to the analysis of kinematic impact laws, in the frictionless (section Bl and frictional (section
B2) cases. Issues of energetical consistency, uniqueness of coefficients of restitution, link with Moreau’s
impact law, tangential restitution and Coulomb’s friction at impacts are analysed. In passing we provide
a correct version of a result stated in [20], where some crucial assumptions are missing. Also a general
and constructive criterion for the energetical consistency when normal restitution and Coulomb’s friction
are used, is proposed. In Section Bl the contact LCP well-posedness is studied. Conclusions end the paper
in Section B, and some useful mathematical results are recalled in the Appendix.

Notation and definitions: [8, 26, @9 [73] I generically denotes the identity matrix of appropriate
dimension. A real matrix A € IR™*" is positive definite if 7 Az > 0 for all = # 0, it is non-negative
if all its entries are non-negative, its Moore-Penrose pseudo-inverse is denoted as A', it is a P-matrix
if all its principal minors are positive, it is a Z-matrix if its off-diagonal entries are all non-positive, it
is a K-matrix if it is a Z-matrix and also a P-matrix. It is a copositive matrix if 7 Az > 0 for all
z € IR", and a strictly copositive matrix if 7 Az > 0 for all € "}, = # 0. Let A € R™™™ be a real
matrix, then its euclidean norm is [|All2 = (3272, 220, A?j)%. Let A € IR"™" be a real matrix, then
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4 Bernard Brogliato

Qa 2 {ze R"0 <z L Az > 0}. Its dual is Q% = {z € R"|zTz > 0 for all x € Q4}. Eigenvalues
are denotes as \;(A). The smallest eigenvalue of A is denoted Apmin(A), the largest one as Amax(4),
whereas omax(A) is its largest singular value (0?(A) = X\;(AAT) = X\, (AT A)). The multivalued sign
function IR — [—1,1] is defined as sgn(z) = 1 if > 0, sgn(x) = —1 if < 0, sgn(0) = [—1,1]. Let
R™"™ > M = M" > 0, then ||z||m = VaT Mz, and (z,y)p = 27 My, for all z, y € R". [a;;] denotes
the matrix with entries a;;. R(A) = {z|3 y such that z = Ay} is the range of the matrix A. For a given
convex, non empty set K C IR", and a matrix M = M7 > 0, its normal cone at 2 in the metric defined
by M is denoted N (z) = {w € R"|(w,z — x)pr < 0 for all z € K}. If the metric is the euclidean one
(i.e. M = I) then we denote the normal cone as N (-), and NM () = M~ Ng(-).

2 The kinetic quasi-velocities

Let us consider a Lagrangian system with n degrees of freedom, configuration space C, n-dimensional
generalized coordinate vector ¢ with independent coordinates g;, ¢ € {1,n}, inertia matrix M(q) =
M7T(q) > 0, and potential energy U(q). The tangent space to C at ¢ is denoted as T,C > ¢, its dual
space is denoted as T,;C > F, where I' are the forces that work on ¢dt. In this paper two kinds of
time-independent constraints are considered: holonomic bilateral constraints, and unilateral constraints.
The first take the form f(q) =0, f: C — IR™, while the second take the form h(q) > 0, h: C — IRP. Tt
is understood that the coordinates ¢; are independent when the system is unconstrained, i.e. the system
may be treated as a generalized particle, evolving freely on the configuration manifold C. Obviously
the addition of bilateral holonomic constraints may add some dependency between some coordinates.
Generally speaking, quasi-velocities v are defined as:

v =A(g)q (1)

where v has dimension n, and A(q) is invertible but not necessarily integrable. In other words, there does
not necessarily exist any quasi-position § = g(q) such that % = g—g(q)q', so that A(q) is not the Jacobian
of any mapping g(¢). It is clear that v may correspond to some non-holonomic constraints, hence the
name non-holonomic velocities that is sometimes given to quasi-velocities. A very generic form of the

unconstrained dynamics follows |10, [IT]:
q=A" (g

M(q)v = H(q,v,t)

(2)

where H (g, v, t) gathers inertial forces (centrifugal, Coriolis), torques that derive from the potential energy
(gravity, elasticity), and external torques (control inputs, disturbances). Notice that the mas matrix M (q)
in @) is not necessarily equal to M (g). This is the case for instance if ([B]) represents the Newton-Euler
dynamics of an unconstrained 3-dimensional rigid body with rotation parameterization using Euler angles.
In other cases M may be the identity, showing in passing that in general the dynamics in () is not in the
Lagrange formalism. Quasi-velocities may also be defined as the projection of the instantaneous angular
and gravity center velocities on the axes of some suitable frame [A5]. Usually quasi-velocities are applied
to decouple and simplify, in a way, the dynamics, with diagonalized Lagrangian dynamics and simplified
kinetic energy form [22, B6]. This is also the case, as shown below, of the quasi-velocity that is analyzed
in this paper. Clearly one does not have in general v € T;C for some generalized coordinate g, except if
A(q) is a Jacobian in which case v = q.

The basic idea for defining the kinetic quasi-velocities as introduced in [I5, [I7] for the case m = 0 and
p =1, is first to embedd the configuration manifold C with the kinetic metric, that is the metric defined
with the inertia matrix M (q): given two vectors z and y in IR", their inner product is (z,y), = 27 M(q)y.
Thus equipped the configuration space is a Riemannian manifold. This idea is quite natural since the
kinetic energy is, together with C and U(q), a fundamental ingredient of the Lagrange dynamics under
study [B3], so that M(q) appears as the metric of the system. It has been used in several analysis

Inria



Kinetic quasi velocities 5

[0, 011 M3, 22 B0, B4l 6T]. This is not to be confused with so-called inertial quasi-velocities defined from
some factorization of M (q) = m(q)m7T (q) and A(q) = m*(g) in (), or variants of this [36, 2.
The kinetic quasi-velocities are designed as follows. To simplify the notation and without loss of

generality, we assume that the m bilateral constraints are denoted as f;(q) = hi(q) =0fori e {1,..,m},
and the p unilateral constraints are h;(¢) > 0 for i € {m+1,...,m+p}, with m + p < n. We also assume
that all the constraints h;(q) are functionally independent at any ¢ € C, that is the (m + p) x n gradient
matrix Vh(q) has full column rank m + p. This in particular precludes that the gradients vanish in the
domain of interest on C. The m + p normal unitary vectors to the co-dimension 1 constraints manifolds
Y, ={q € Clhi(q¢) = 0} equipped with the kinetic metric are defined as :

S M_(g)Vhi(a)
VT (@) M= (q)Vhi(q)

Clearly the normal vectors n,; are independent. If m + p < n we have to complete the set
(Ngm+15 -y g m+p) by n—m—p mutually independent vectors t, ; in order to make a basis. The t,; vec-
tors are chosen such that (t,;,n,;)m = thJM(q)nq,j =0forallie{l,...,n—m—p},j€{l,..,m+p}.

. T‘ o t:i,ivm (q)
We notice that thM(q)n,M = O
gradients ng ; in the kinetic metric, and orthogonal to the euclidean gradients Vh;(¢) in the euclidean
metric. One may choose unitary vectors tq, i.e. t1;M(q)ty: = 1. Therefore the vectors t,; span T,C
whereas the vectors ny; span the normal cone Ng(g) to the admissible domain ® of C. This admissi-

ble domain for g is defined as follows: ® 2 &, x &, with &) = {q € Clhi(q¢) = 0,i € {1,...,m}} and
O, ={q €Clhi(q) =2 0,i € {m+1,...m+p}}. Thus @, is the bilateral holonomic constraints mani-
fold with co-dimension m, ®, = N*,%;, whereas ®, is the admissible domain defined by the unilateral
constraints, ®, = ﬂfjfﬂiﬁu,i, with ®,; = {q¢ € Clhi(q) = 0,i € {m + 1,...,m + p}}. For obvious
reasons we assume that @, contains a ball of radius > 0. One has Ng(¢) = Na,(¢) X Ns,(q), where
Ng,(q) = {w € R"|w =", a;ng;,a; € R}. It is in fact possible to use more geometrical arguments
to characterize the bilateral constraints following e.g. the developments for passive decomposition in [B0,
Equ. (10) (11)], see also [54] and [IT]. Concerning the geometrical interpretation in case of unilateral
constraints see [33].

Let us now define the set of active unilateral constraints as Z,(q) = {i € {m+1,...,m+p}|hi(q) = 0}.
Then the normal cone to ®,, at ¢ in the kinetic metric is given bylf:

(3)

so that the vectors t:{’i are orthogonal to the kinetic

Ng'(¢) ={we R"(w,q —q)m <O0forallq € ®,}
(4)

={we R"w =37 o —QiNgi, o = 0}

If Z,(q) = 0 (the system evolves strictly inside ®,,) then following [63] we adopt the convention that
Néi (¢) = {0}. The minus sign pre-multiplying «; comes from the fact that one considers the outwards
normal cone, which is generated by the vectors —m,;. In (@) the dual space T,C is identified with
IR™. The expression in (@) holds when ®,, is for instance a prox-regular set (including convex sets), and
constraints are independent at all ¢ € ®, see Theorem 6.14 in [74]. This in turn is closely related to the
so-called Clarke or tangential regularity of ®,, which implies the absence of re-intrant corners [74, §6.B].
One classically defines the polar cone to Ng’ (¢) which is the tangent cone defined as [65]:

B 1
[hi()l a1

where this time T,C is identified with R", and ||Vh;(q)||ar-1+ = \/VA! (¢)M ~1(q)Vh;(g). Thus Ng(q) €
T;C while Ts, (¢) C TyC. Actually Ty, (q) is generated by p vectors t,; such that (t;;,n,:)n = 0. The
normal and tangent cones replace, for unilaterally constrained systems, the classical constraint subspace
and its orthogonal subspace. They are both polyhedral cones [63].

T, (q) ={w e R"|{w,ny;)m wTVhi(q) > 0,for alli € Z,(q)} (5)

I This is the set denoted 75 in [33, Equ. (5.11)].

RR n° 8158



6 Bernard Brogliato

T
= n

Let us define the nxn matrix Z(¢) = < tﬁ ), whereng = (g m41, s Dgmp) and tg = (tg,1, .. tgm)-
q

The kinetic quasi-velocities are defined as :

02 (B ) =i ©)

where the notation norm and tan come from the fact that v in (@) is the Euclidean projection of the
generalized momentum p = M (q)g on the basis n, and t, (equivalently the projection of ¢ on n, and t, in
the kinetic metric). One could therefore call the kinetic quasi-velocities, the mass-projected momentum.
From (@) one has ¢norm = anM(q)q' has dimension m + p and Ggan = thM(q)q has dimension n —m — p.

Vhi(q) Vhi(9)d

. . T e L
Notice that the (m + p) x n matrix n, M (q) has rows TR Thus dnorm,: = NI and

n, = M *(q)Vh(q)diag (m)

Remark 1 The use of the kinetic metric for the study of multiple impacts was perhaps first advocated
in [39]. It is also implicitly present in Moreau’s works [67), [65)] where the tangent and normal cones are
defined in a generic way, independently of the metric, see also [33, §4] for a detailed analysis. It is clear
that as far as one analyses the system at a fized g (like for impacts), then M (q) is constant and the metric
is Buclidean.

2.1 Frictionless Lagrangian systems

The frictionless Lagrange dynamics is given by :

m m-+p
M(q)i+ F(q.4:t) = VR(@An =Y _ Vhi(@Ani+ Y Vhi(q)An, (7)
=1 i=m+1

where other ingredients like complementarity conditions and impact law are disregarded for the moment,
and we recall that h;(¢g) = 0 for all ¢ € {1,...,m}. The m + p vector A, groups Lagrange multipliers
associated with the constraints. Let us denote F,(q) = Z;:;Z_l Vhi(q)An,; the generalized contact force
associated with the unilateral constraints. Notice that for a given ¢ one has F,(q) € —M(q)N§' (¢) =
Ng, (q) due to the non-negativity of the multipliers, in particular F,(¢) = 0 if ¢ is in the interior of ®,,.
Let us now perform the kinetic quasi-velocities transformation of the Lagrange dynamics (). First notice

that:

( fnorm ) = SQM ()i + H(E@M (@) (®)

Gtan

Pre-multipyling both sides of () by =(g) one obtains:

n, Vh(q)\, ) (©)

q.norm —_ . d —_ .

- E(q)F — —(B(g)M =

(e )+ 2@F @i - GE@M @I = ( P
Let us define \, such that A,; = [[Vhi(q)|[ar—1Ans, dce. A = diag(||[Vhi(q)||a-1 )M, From the
definition of t, ; it follows that t] Vh(g)An = 0, therefore @) becomes:

Gnorm + Frorm (Q7 Gnorm s Gtan, t) = ngM(q)nqAn
(10)
’:jtan + Ftan(Qa Ljnormv Qtanv t) =0

with obvious definitions for Fiorm (¢, Gnorms Gtan, t) and Fian(q, Gnorm, Gtan,t). The terms indexed by
tan are not affected by the contact force and may be thought of as some kind of tangential dynamics.

2Notice that the assumption that the constraints are functionally independent, guarantees that the norms ||V h;(q)|| -1
never vanish, so diag(||Vhi(q)||y,—1) is positive definite.

Inria



Kinetic quasi velocities 7

We may choose to call the first line of () the quasi-normal dynamics and the second line the quasi-
tangential dynamics. The dynamics in (@) () is consequently a particular case of ). It is clear that
@) usually is not a Lagrange dynamics since M is constant (the identity) whereas nonlinear inertial
torques do not vanish (such dynamics are sometimes called Lagrange’s equations in quasi-velocities, or
Boltzmann-Hamel equations [I1]]). The so-called Delassus’ matrix defined when m = 0 (only unilateral
constraints) is equal to VAT (q)M ~*(q)Vh(q) [1]. The matrix n} M (q)n, may be seen as a normalized
Delassus’ matrixﬁ, whose diagonal entries ar equal to 1. It is positive definite if and only if n, has full

-b
rank m + p. Notice that we can split ¢norm a8 ¢norm = ( q.‘qf’rm ) with qgorm € IR™ corresponds to

norm
bilateral constraints, and ¢¥. .., € IR corresponds to unilateral constraints. Similarly one has

., ng " M(q)ng  ng" M(q)ng
n, M(¢)ng, = (11)

ny " M(q)n) ny" M(g)n
Thus the first line in ([[d) can be rewritten as:

dgorm + Fxl;orm (Qa Ljnorma qtan; t) = nZ’TM(q)nZ;\?.L + IIZ’TM((])IIZXZ
) ) (12)
q.rqform + Fx?orm (Qa Ljnorma qtan; t) - nZ’TM(q)nZAZ + HZ’TM((])IIZAZ

where \b collects the first m multipliers A, ; and A* collects the last p multipliers A, ;. Since %, = 0 at
all times because the system evolves on the co-dimension m manifold {q € C|h;(q) = 0,VhI(q)¢ =0,i €
{1,...,m}}, the first equation in () is equal to F2,, (¢, (Horms Gean, t) = 0T M ()b Xs +nbT M (q)ny v,
If the m x m matrix nZ7TM (q)ng is invertible one may obtain A’ from this equation and insert it into the
second equation in ([Z) to obtain a dynamics that no longer depends on A’. This modifies the unilateral
part of the dynamics (and in particular one obtains a new Delassus’ matrix in ([[)), see [21] for detailed
analysis on the couplings between unilateral and bilateral constraints.

2.1.1 The kinetic energy

The kinetic energy of our system is T(q,q) = 3¢7 M (q)¢. Clearly ¢l does not play any role in the
kinetic energy, being zero. We will see later that the same applies to ¢, when one considers the kinetic
energy variation at an impact. Let us assume that =(q) has full rank n. One has:

ngM(q)nq 0 (13)
0 tIM(q)t,
from which one deduces the inverse matrix:
(ng M(g)n,)~" 0
ET(QM Y= g) = ; 1 (14)
0 (tq M(q)ty)~

3The Delassus’ operator is sometimes called the fundamental matriz [3].
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8 Bernard Brogliato

which holds provided the normalized Delassus’ matrix has full rank n. Now we have:

T(q.4) =3d"M(q)d

(ngﬂM(q)nq)_1 0 (15)
0 (tT M(q)ty)~!

= %qgorm(ngM(q)nq)ilq.norm + %quﬂm(th(q)tq)ilq.tan
Now one may use ([[l) and the Schur complement [I9, §A.5] to deduce:

T(q:4) = 3MotmG ™ (@) Gtomm + 30an (67 M (9)tg) " Gtan (16)
with:

G(q) =n»"M(g)ny — n"M(q)nb (n" M(q)nl) " nb" M (q)n? (17)

If m = 0 (no bilateral constraints) and p = 1, then ¢% = = dnorm and one recovers the result in [I7, Equ.
(611)] that T(Qv Q) = %qglorm + %qan(th(q)tq)_1Qtan-

It is noteworthy that the basis (ng, t4) is not orthonormal, because the vectors ng;, i € {1,...,m+p},
and tq;, 7 € {1,...,n —m — p} are not necessarily orthogonal one to each other (except if the constraints
are orthogonal). Thus, despite the quasi-mass matrix M(q) in () is the identity, the kinetic energy in
(@ does not have the simple form 27(g,v) = vTv as is for instance the case in [T, Equ. (20)].

Remark 2 Let h*(q) = (hm+1(q); -, hinp(q))T . The multiplier vector \* satisfies the complementarity
conditions \¢ > 0, h*(q) = 0, (A\Y)Th*(q) = 0, written compactly as 0 < \* L h*(q) = 0. If Guorm 15
integrable, i.e. there erists qnorm Ssuch that %qnorm = Gnorm, then the complementarity conditions can be
written as 0 < gnorm L AY = 0. It is however always true that on a contact time interval where h;(q) =0
persistently, then ¢normi(t7) = 0 and Gnormi(tT) = 0, where we implicitly suppose that velocities and
accelerations are right-continuous functions of time. This will allow us to construct the so-called contact
linear complementarity problem (contact LCP) to calculate \.

2.1.2 The normal contact forces power

Let us denote F.(q) = Vh(¢)\,. Let us investigate now the power performed by the generalized contact
torque: P,, = FX(q)¢ where ¢ is assumed to be compatible with the bilateral and the unilateral constraints
(i.e. we consider virtual velocities ¢ such that the virtual displacement dq = ¢dt is compatible with the
constraints and such that the virtual work is W,, = P,dt). Then from the above developments we obtain:

Pn = F(q)q = NVAT (q)g = A diag(||Vhi(g)|| a1 )n] M(q)g
(18)
= )‘ZHEM(Q)Q' = /\z;qnorm = )\Z)Tq'gorm

where we used that ¢%,,,, = 0 always. Now one has 0 < A% L h%(q) > 0, therefore if the system lies in
the interior of the admissible domain ®,, one has A = 0 and P,, = 0. If the system evolves smoothly on a
part of the boundary bd(®,,) that is finitely represented by the active constraints indexed in Z,, one has
0 < Gnorm,i L Ay ; = 0 for all i € Z,. Consequently in this case also P, = 0. Since the constraints are all
perfect, the power developed by the contact forces outside possible impacts is always zero, as expected.
The interest of ([8) is to highlight the fact that the “forces” that perform work on the quasi-velocities
q%. .., are the multipliers \%. This may be useful when dealing with impacts where the work done by the

normal force during the collision has to be calculated (compare ([[X) and (EH)).
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Kinetic quasi velocities 9

(q) 2 nI'M(g)ngh, and Dy(q) = (nI'M(q)n,)~. Then from (IB) one gets:

Let us denote F¢ .

norm

Pn = j‘zqnorm = <Frform (Q)v qnorm>Du (19)

Let us also denote Di(q) = (1:"5M(q)tq)*1 B. As a result one finds that the frictionless Lagrangian
system () with a set of holonomic bilateral and unilateral constraints is equivalently represented as a
generalized particle with dynamics :

Gnorm + Frorm (Qa Gnorms Gtan, t) = Frform(q)
(20)
qtan + Ftan ((]7 QHorma qtana t) =0

and the kinetic metric D(q) =diag(Dy(q), Di(q)) (see [IH)), while ¢normdt performs work on FS. .. (q) in
the metric of Dy(q).

2.1.3 The kinetic angles

The kinetic angles play a crucial role in systems with multiple unilateral constraints [, [d, 29, 69]. The
kinetic angle between two active constraints ¢ and j at ¢ is given by:

Vfilg)" M~ (q)V f;(q) .
VV(@TM=Yq)V fi(q)\/V [;(@)TM~(q)V f;(q)

Kinetic angles are quantities that reflect the couplings between the inertial properties and the geo-
metrical properties of the system with unilateral constraints. It readily follows that:

(21)

0i;(q) = m — arccos

n, M(q)n, = [cos(m — ;)] = —[cos(6;)] (22)

In particular the diagonal entries are — cos(6;;) = 1. One sees from () () that the normal part of
the dynamics is strongly influenced by the kinetic angles matrix. This is known to play a crucial role
in existence and uniqueness of solutions [, continuous dependence on initial data [T, 29, [69], couplings
between unilateral and bilateral constraints [21], and dynamics at impacts [20].

2.2 Systems with Coulomb’s friction

To simplify the analysis from now on we assume that m = 0, that is there are no bilateral constraints,
and all the unilateral constraints are rough with Coulomb’s frictional effects. The Lagrange dynamics
with tangential effects at the contacts have the generic form:

M(q)G + F(q,q,t) = VR"(@)A, + Hr(q)As (23)

where VR (q)\% = 37| Vh;(q) M., At collects the p multipliers that represent tangential contact forces,
and Hr(q) is an n x p transformation matrix from the local frames at the contact points to the configu-
ration space [Il, Chap.3] [32, B2 [[2]. Pre-multipyling both sides of ([23)) by Z(¢) one obtains:

Gnorm — 7 (04 M (0))q + nf F(g,¢,t) = ng M(q)ng\;; + ng Hr(q)e
(24)
éjtan - %(th(q))q + tgF((b q.7 t) = tgHT(q)At

It is remarkable in ([24) that there is no reason in general that nz;HT(q) = 0, i.e. n4 is not in general
an anihilator of Hr(g). This means that the quasi-tangential dynamics may influence the quasi-normal
dynamics, but the reverse never holds since by construction of the basis (ng,t,) one has t7Vh(q) = 0.
We will see later that this explains some of the difficulties encountered when facing Painlevé paradoxes.

4Clearly if the vectors tq,; are chosen mutually orthogonal then Dy(g) = I.
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10 Bernard Brogliato

2.2.1 The contact LCP

Let us construct the contact complementarity problem for ([24l). This is done using the complementarity
conditions: 0 < A% L Gnorm = 0 on phases of persistent contact with 2*(q) = 0 and ¢norm = O:

0.< X L M{q)ng s+ Hr(g)\ + (07 M(0))d — n Fig,d,1) > 0 (25)

Inserting Coulomb’s model A¢; € —p; Ap; sgn(ve;), where v ; = H{i(q)q' is the relative tangential

velocity at the contact point ¢, one obtains a complementarity problem with unknown \,. Here Hr; is

the ith column of Hr and sgn is the multivalued sign function. To obtain ([Z3) we also used the fact that

since A% and A" are related with a diagonal positive definite matrix, stating the orthogonality and the

non-negativity conditions with one or the other vector is equivalent. We may rewrite the contact LCP
with Coulomb’s friction as:

- £ _ d
0< X L (n?M(g)m, — 0T Hr(g)diag =2 V) 50+ Ll M) —nTF(g.4,0) >0 (26
L (o, — o En(a)ding (o S ) ) A M)~ 0] Pl 20 (26)
with & € sgn(ve,;). The existence and uniqueness of solutions to this problem depends on the matrix
D(q, p,vy) 2 (anM(q)nq —n} Hy(q)diag (W)) being or not a P-matrix. In the following we
v M~

shall denote b(q, d,t) = 4 (nI'M(q))q — 0L F(g,d,1).

Remark 3 One has Gan = thM(q)q and vy = HY(q)¢. As alluded to above, t, spans T,C so that {ian
is a projection of the generalized momentum on T,C. The vector v; collects the tangential velocities in
local Euclidean frames at the contact points. There is in general no reason that Gian and vy have the
same physical units. There are even examples where only normal local velocities are defined, while the
quasi-tangent dynamics exists (see the aligned chain of balls example below).

2.2.2 The tangential contact forces power

Let us compute the virtual power developed by the tangential forces. Let us denote F*(¢) = Z(¢)Hr(q¢) A\ =

< %Rg) ) Then:

Pe = ¢ Ho(g)h = "2 (q) M~ (q)Z7 (q)2(q) Hr () A

(27)
= (v, F*(q))p = (dnorm, Fyyorm (2)) D, + (Gtan, Fian(2)) D,
Thus the total virtual power of the contact forces of the dynamics in (24)) is equal to:
P = (Fiorm(@); dnorm) D, + {dnorm, Flsorm (@)D, + (dtan, Fttan (2)) D, (28)

The postive definite matrices Dy (¢) and Dy (g) define natural metrics for the system analysed in kinetic
quasi-velocities. The coupling between normal and tangential directions appears in the second term in

t c
. ere 1s no orthogonality of the quasi-generalized contact forces an
[E3). There i hogonality of the quasi-generalized f (1;3“”&51%)) d(Fnor(;ﬂ(q))
tan

in the inner product defined by the metric D(g). This is in contrast with what happens at the local
kinematics level [I] at the p contact points. Let us denote the orthonormal local frame at contact point
ias (ni,ti1,t2), with n; € R?, tij € IR?. One has (ns,t; ;) = 0 in the Euclidean metric. Each contact
force can be denoted as Ff = Ff, + F7, with Ff, = fi,n; and Ff, = fit1tin + firatiz. The p
Coulomb’s cones are denoted as C;, with F° € C;. Let U; € IR? be the local velocity, decomposed
naturally as U; = U; . + Uit = Ui nhi + Ui e1ti1 + Uigoti 2. We may thus define virtual local velocities

Inria



Kinetic quasi velocities 11

that are compatible with the constraints, and the virtual power at contact ¢ is given by P; = (U, Ff) =
(Ui, Ffy) + (Ui, Ffy), while

p
P=> PintPit=Pn+P (29)
=1

Thus in the local kinematics there is a decoupling between tangential and normal virtual powers, which
does not transport very well into generalized frameworks, because of the term ngHT(q) in (Z4)). Notice

that if u; , = VhT(q)g, then the multipliers )\, in (@) satisfy \,; = fin, and thus P, in ([§) and P, in
E9) are the same.

2.3 Examples

In this section several simple systems are presented and recast into the kinetic quasi-velocity framework.

2.3.1 Chains of balls

Let us consider a chain of N aligned balls with masses m;, radii R and positions ¢;. There are
N — 1 unilateral constraints h;(q) = gi+1 — ¢ — 2R > 0. Thus Vhi(q) = (0...0 —1 1 0...0)7,
where the —1 is at the ith place and the 1 is at the (i + 1) place, \/VAI M~-1Vh; = ,/Zatmici

mimiy1

= MMt =1 1 T _ 1 T . -
ng; = 1/WerM(O...O T 0...0)", t;, = m(ml mo...my)" . One finds ¢norm,i =
i=1 i
MGG 41 . . _ 1 N . . . .
\/ i 1+7r111+1 (Giv1 — ¢i), and Gran = NoraT > i1 mig¢;- The normalized Delassus matrix has entries
1= k2

(mi+mit1)(miy1+miy2)

2 )
(i,i+1) and (i + 1,i) given by n, Mng ;1 = ;—H/ i Tiv2 , with diagonal entries equal to

1, and other entries zero.

2.3.2 Rocking block

Let us consider the planar system in figure [l (a). The block as a three degrees of freedom planar
homogeneous solid, with generalized coordinates ¢ = (z y 0)7, where 2 and y and the horizontal and
vertical positions of the center of gravity G, 6 is the angular position. When tangential effects act at the
contact points the dynamics is [20]:

(t) =/\t1() t, ()

Ig0(t = )\n 1(t) (% sin(0(t)) + £ cos(0(t))) + An2(t) (L sin(6(t)) — £ cos(6(2)))
+ (£ cos(6) — £ sin( )) A1+ (5 cos(0) + £sin(6)) A,
There are two unilateral constraints:
hi(g) =y — 5 cos(9) + 5 sin(f) > 0 (31)
ha(q) =y — £ cos(#) — Zsin(d) >0
One computes :
Qnorm,l = (5 sin(9)+ 3 cos(0))6 q.norm,Q = y+( Sm(e)__ cos(6))0 qtan = \/ﬁm (32)

\/#+ﬁ(l sin(0)+L cos(0))? \/m + = 4IG (Isin(0)+L cos(0))?

The calculation of the dynamics in ([4)) is lengthy, however we are not interested in the explicit calculation
of the non-linear terms but rather of the right-hand-side. To simplify the presentation we adopt the
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(a) Planar block.
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(b) Rod on a plane.
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(d) Disk on a plane.
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Figure 1: Various systems.

hi(q) =0

(e) Disk in an angle.
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Kinetic quasi velocities 13

notation c# for cos(d) and s6 for sin(6), and f(0) = L + ﬁ(l sin(f) + L cos())?. We obtain :

dnormJ + Fnorm,l = ;(9) ( 1+ (és@ + %CG)Q 1+ %529 - LTQCQG ) )\n
—l—m (212 = L*)chs0 + L (20 — s20) (12 — L?)chsO + £ ) A,

ijnorm,Q + Fnorm,Q = ;(9) ( 1+ §829 — %2029 1+ (ésa — %09)2 ) An (33)
+m ( 2P+ L*)sOc — L 112 — L?)chs0 + L (520 — 20) ) A

Gtan = vm(Ae1 + Ae1)

The various terms appearing in the right-hand-side of ([24)) can be easily identified from (Z3)).

2.3.3 Rod on a plane

We now deal with the system depicted in figure [ (b). It has three degres of freedom and ¢ = (z y )7,
with = andy the coordinate of the gravity center. Its dynamics is given by:

ma = )\t
mij = —mg+ An (34)
160 = —lcos(0)\,, + Isin(6) A

The unilateral constraint is the signed distance between the tip A and the z-axis: h(q) =y —Isin(f) > 0.
One obtains:

q.norm - #‘hg@(y — ZCOS(H)G) than,l = \/ﬁx qtan,Q = \/m(l COS(H)?J + 0) (35)
Also Ht = (10 Isin(9))7.

2.3.4 Planar box over an inclined plane

Let us consider the system depicted in figure[l (c). One has ¢ = (z y ¢)*, h(q) = y—Icos(p)—7rsin(p) > 0,
so that Vh(q) = (0 1 — Isin(p) — rcos(p))?. The mass matrix is M =diag(m,m,J) with J = k*m,
where k is the radius of gyration of the block. One has

1 1 —Isin(p) — rcos(p)
ng = - > (0 — T )Ta
\/i ot <1sm<w>+; cos[p)) m
_ 1 T _ 1 : T _ y—Lsin(p)—rcos(p)
tq’l B \/m(l 0 0) ’ tq,Q \/J-i-m(l Sin(90)+T’COS(<P))2 (0 lSln(gO) +rCOS(SD) 1) > qnorm \/L_i_(lsin(tp)#»;“cos[tp)ﬂ ’
Gtan,1 = \/MT, Gran,2 = L (m(Isin(g) + 7 cos(p))y + ). Also Hr(q) = (z 0 —1)7.

\/J+m(l sin(p)+r cos(p))?

2.3.5 Disk over a plane

let us consider a planar system made of a disk constrained as in figure [ (d). The disk has mass m,
moment of inertia I, radius R > 0, and ¢ = (z y 6)7. The unilateral constraint is h(q) = y — R > 0.

One has n, = \/—%(0 10)7, t,1 = #(1 00)7, tyo = %(0 0 )T, Thus ¢uorm = VMY, Gran1 = /M,

Gtan,2 = V16. The dynamics is given by :

?norm - @An
Gran1 = At (36)
Gtan,2 VI t-
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14 Bernard Brogliato

The tangential relative velocity at the contact point is vy = & + RO = \/—%q'tan,l + %qtan,g.

2.3.6 Disk in an angle

Let us consider the system depicted in figure [l (¢). The disk has mass m, moment of inertia I, radius
R >0,and g = (x y ). The two unilateral constraints are hi(¢) =y — R > 0 and hao(q) =2 — R > 0.

1 0
One has n}; = (0 ﬁ 0), nl, = (\/Lm 0 0), and tJ = (00 LI), and Hy = g ]{L) . Thus
Gnorm,1 = VMY, Gnorm,2 = VME, Gtan = VI6. The dynamics £4) is :
(:]:norm,l = #()\ml + )\t,2)
Gnorm,2 W(An,Z + At:,l) (37)

Gran = %R(/\t,l + At,2)

2.4 Discussion and comparison with other transformations

Most of the works reviewed below deal with the bilateral (holonomic or non-holonomic) constraints only.
This makes a big difference since the normal cone in (#l), which accounts for unilateral constraints and
hence topology changes, does not appear. The constraint manifold is therefore always constant of co-
dimension m.

Comparing (@) with the kinetic energy expressions when inertial quasi-velocities analysed in [3), 36,
@2, @3] are used shows that they are not equivalent to the kinetic quasi-velocities because they all yield
T(q,q) = %UTU. It is known also that Kane’s generalized speeds are only functions of ¢, ¢ and time
(like projections of instantaneous angular velocities on some frame axes), whereas the inertial and kinetic
quasi-velocities also depend on the dynamical parameters of the system. It is also noteworthy that the
kinetic quasi-velocities are fundamentally generalized quantities since they are defined from any set of
generalized coordinates and velocities. Due to this it is not possible in general to assign physical units to
the kinetic quasi-velocities, which have to be understood from a geometrical point of view.

Various methods to achieve coordinate partitioning, which roughly speaking allows one to split the
dynamics into a part that depends on the contact force (a “normal” part) and one part that does not (a
“tangential” part), have been proposed. The transformation proposed in [60] decouples the system with
holonomic bilateral constraints. This is a quite convenient framework for control purposes [63]. However
it is a generalized coordinate transformation (hence it preserves the Lagrange structure of the dynamics),
usually defined only locally on C, and whose velocity splitting is different from the one in (@): indeed the
“tangential” velocity may jump at impacts because of couplings with the “normal” dynamics [16, Equ.
(63)], which is not the case for the quantity ¢tan.

There also exists many techniques using direct projections of the Lagrange dynamics [{@d) on T,C
based on annihilation matrices, or null space matrices [2, B @) [T, B6L BT]. It consists of finding
a matrix P(g) (the annilihator) such that P(q)Vh(q) = 0 for all ¢ € C in the bilateral manifold
{qlhi(q¢) = 0,7 € {1,...,m}}. P(q) is constructed from a basis of T,C [9], just as t, is. Other meth-

ods [2Z, @] use the projector I — (a}é—gf))T a}é—g}) to obtain dynamics independent of the contact force. This
may be seen as a particular case of more general projectors as defined in [I3, Equ. (31) (32)], who
proposes to use projections in the kinetic metric for the analysis of systems with bilateral constraints.
It can be verified that the constrained velocity ug in [I3, Equ. (27)] (called H.q in [61), 62]) is equal
to nydiag(||Vhi(q)||a-1) (VAT (@) M~ (q)Vh(q)) " diag(||Vhi(q)||ar-1 )gnorm- Hence it coincides with our
kinetic quasi-velocity ¢norm if there is a single constraint (i.e. ug = ¢normng) or if the constraints are mu-
tually orthogonal in the kinetic metric so that the matrix (VAT (¢)M ~1(q)Vh(q))~! is diagonal. Similar
arguments and projectors are used in [I4, 611 62, see also [B3]. Actually these papers consider orthogonal
(in the kinetic metric) projections onto the co-dimension m constrained manifold, whereas we rather
consider projections on each vector of the basis (ng,t,). In [G1), §5] the same projection of the generalized
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Kinetic quasi velocities 15

momentum as in (@) is used (without normalization of n,;). It is pointed out the advantage of such a
projection over the orthogonal projection used in [61, §2, 3] or [I3] for impact modeling. As clarified here
the key is the existence of the normal cone in (@) for unilaterally constrained Lagrangian systems.

3 Application to kinematic impact law design and analysis

Let us assume for simplicity that there are no bilateral constraints (i.e. m = 0). Thus G(q) = D;*(q)
and in the sequel we shall use both notations equally. It is nevertheless possible to consider m > 0,
using the matrix G(¢) in [[Q) and assuming that it is positive definite. We also assume that ¢norm
is constructed from the active constraints at the impact time t, i.e. with the constraints whose index
belongs to Z,(¢(t)). We denote p’ = card(Z,(q(t)) B. From classical arguments in frictionless nonsmooth
mechanics, the impact dynamics at an instant ¢ such that there is at least one ¢ € {1,...,p'} such that
Gnorm,i(t7) < 0 and h;(g(t)) = o is given by (using ([)):

Gnorm (t7) = Guorm (t7) = 0 M (q)nyp, (t)
(38)
Gtan(tT) = Gran(t™) = 0

where pr.i(t) = Vhi (@)l|ar-1Pn,i(t), e palt) = diag([Vhi(g)l[ar-1)pn(t), and py(¢) is the impulse
of the contact force multiplier A, ; at the impact instant. More rigorously A, ; is a measure at ¢ and
Pn.i(t) is its density with respect to the Dirac measure at the atom ¢. The role played by the projection of
the generalized momentum on the basis t, clearly appears in ([B): the quasi-velocities ¢yan are conserved
at the impacts when friction is absent (the constraints are said perfect). It is important to notice that
despite there may be Gnorm,i(t~) = 0 for some i € Z,(¢(t)), all the terms Gnorm,i, ¢ € {1,...,m} may
undergo a jump because of the inertial couplings between the constraints, as reflected by the normalized
Delassus’ matrix ngM (¢)ng which is not diagonal in general. This is for instance the case for chains of
balls, or the planar rocking block (see [20] for detailed analysis of these two cases).

It readily follows from the impact dynamics in [B8) and (@) that the kinetic energy loss T, (t) a
T(q,qtT)) —T(q,q(t7)) at a time ¢ of impact is given by:
1., _ o 1., SN o _
TL(t) = §qné,{m(t+)G 1(Q)Qnorm(t+) - §qné,{m(t )G 1(q)qnorm(t ) (39)

where ¢ denotes ¢(t), and due to the absence of bilateral constraints G(¢) = n" M (g)n¥. From now on
we will drop the upperscript u since there are no bilateral constraints. The framework in ([BY) is suitable
to formulate a kinematic impact law as [13}, 7, 20]:
QHorm (t+) qnorm (t_)
o(tt) = =-£ (40)
qtan (t+) qtan(t_)

where £ is a generalized n X n restitution matrix. Its entries will be named the coefficients of restitution.
Let us decompose it as:

grm Snt
£ = (41)
gtn Stt

with obvious dimensions of the four submatrices: &,, € IRP *P /, Ey € R™P)*(=P") In the frictionless
case one has Gian(tT) = Gran(t™) for any pre-impact velocity Gnorm (™), so necessarily &, = 0 and
& = —1. The restitution law in [H0) is very general as the next result shows:

5For simplicity of notation the dependence of p’ on ¢ is not recalled.
6This is equivalently stated as ¢(t~) € — T, (q(t)) [63].
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16 Bernard Brogliato

Proposition 1 Suppose that at least one component of Gnorm(t™) or of Gean(t™) is non-zero. Then given
any post-impact kinetic quasi-velocity, there exists a value of € such that 1) is satisfied. If at least one
component of ¢norm (t7) is negative, then there exists a value of Enn such that ¢uorm(t) = —Enndnorm (17).

Proof: Without loss of generality suppose that v1(¢~) # 0 while v;(¢7) = 0 for all ¢ > 2. Then it suffices

(++
to choose €;; = —:jlgi_)) [ ]

Remark 4 The fact that the quantity §ian s continuous at impacts was first noticed, in the case when a
single constraint is given by ¢1 > 0, in [0 and in a more general setting in [78].

Remark 5 Usually the unilateral constraints are constructed from the gap functions at the contact points,
yielding the so-called local kinematics [0, §3.3]. In such a case the quantities VhY (q)q are the gap functions
time-derivatives. Hence setting Enn =diag(en ;) boils down to applying a Newton’s restitution law at each
impact point.

3.1 Frictionless systems

In the following we examine the relation with Moreau’s impact law, the dissipativity conditions, and the
issue related to the uniqueness of the restitution coefficients.

3.1.1 Moreau’s impact law

This impact law has been proposed in [65], and is used in granular matter simulation [66]. It has deeply
analyzed in [33]. This law can be written as [58]:

§(t7) = 4(t™) — (1 + e)proj[Ng (¢); 4(t7)] (42)

where the projection is understood here as the Fuclidean orthogonal projection in view of the definition
of the normal cone in @). The coefficient e is a global restitution coefficient. Let us write [f2) in terms
of the vectors ng ;. For this let us use Moreau’s Lemma of the two cones in the kinetic metric. Any
vector z € IR"™ can be decomposed uniquely as z = x + y with x = proj[Nqui (9);q(t7)] € N(g/i (¢) and
y = proj[Ts, (¢);¢(t7)] € Ts,(q), with 27 M(q)y = 0 [B8, Theorem 3.2.5]. The velocity ¢(¢t~) may be
decomposed this way with y = % and z = %Z(ﬁ), so that ¢(t1) satisfies (@) [58]. Let
us define the index set Z(q) C Za(q) such that proj[Ng! (q);q(t™)] = Ziel’é(q) a;ng;, «; > 0. By
the two cones lemma Z/(¢) is uniquely defined. Using the second line of (@) and Moreau’s viability
lemma [I7, Proposition 5.1] which states that ¢(t~) € —Ts,(q), one deduces that the index set Z/(q)
can also be computed from the signs of the projections of ¢(¢t~) on the vectors n, ;. For instance let
e=0. If G(t7) € N§'(q) then Z/(q) = Za(q). If §(t7) & N4’ (q) then T/ (¢q) C Za(q). Next we define
G5 = [duorm.i) for i € T (q). The new vector g, is defined accordingly. Moreau’s law in @) is
equivalently written as:

q;mrm(t-i_) == nnq';lorm(t_)v gnn = dla‘g(e)

(43)
Gtan(t1) = dan (t7)

Moreau’s law is always kinetically and kinematically consistent, and energetically consistent whenever
e € [0,1] B3, §5]. It is clear that the impact law in ([H0) significantly enlarges the scope of Moreau’s law
which spans only a half-line of the admissible post-impact velocities subspace. Chains of aligned balls are
analysed in [20] (the 4-ball chain is treated but the analysis easily generalized to n-ball chains). In such
systems one always has ¢t.n that is continuous at the impact because of linear momentum conservation.
Depending on the contact properties (stiffness ratio, elasticity coefficient — linear or non-linear elasticity—)
the outcome may be quite different from what is predicted by Moreau’s law. Extensions of Moreau’s law
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are analysed in [33, 62]. In the case of no tangential effects, the law in [52] allows for different coefficients
at each contact, i.e. &,, = diag(e;) in 3 (see Equ. (5.103) in [62]), see also [39, Equ. (1.3)] for the same
idea. The above proof that E3) holds, is equivalent to Proposition 5.6 in [33]. Filling-in the restitution
matrix in [0) also generalizes Frémond’s idea of introducing “distance effects” in multibody systems
27, 23], which led Glocker to introduce what he named Frémond matrices. It is however noteworthy
that the restitution matrix defined in [33, Equ. (5.36)] corresponds to the normal part &,, only (except
for the normalization terms, see [H)), which is not sufficient to model the rocking block for which a
quasi-tangential restitution & is necessary, as shown in [20] (the rocking block is in fact the example
treated in [27], and the necessity to introduce a tangential coeffiicent was also pointed out in [66]). In
case of a single contact (@) is equivalently rewritten as ¢(t7) = ¢(t~) — (1 +e)¢” (¢~ )M (q)nyn,, that is :

. M~ (g)Vh(@)Vh"(q) .
q(tt) = (I —(1+e t
= O i ) 1)
In a more general setting, since the normal cone is closed convex, the projection in ([2) belongs to
the face of N’ (¢) exposed by ¢(t™) — proj[Ng' (¢q); ¢(t7)] [B8, p.50]. The expression in () is used in
[6l, [ with e = 1, who study a kind of binary collisions operator associating each constraint with such
a linear mapping between post and pre-impact velocities.

(44)

Example 1 Let us consider a chain of three aligned balls with masses m1, ms and ms, radius R > 0,
coordinates q1, q2 and qs. The initial velocities are ¢1(t7) = 1 m/s, ¢2(t7) = ¢3(t~) = 0 m/s. The
two unilateral constraints are h1(q¢) = g2 — q1 + 2R > 0, ha(q) = q3 — g2 + 2R > 0. Initially the
th ball ) tact that Z, t)) = {1,2}. O lculates that ¢ = 1 (g — 0
ree balls are in contact so that Z,(q(t)) = {1,2}. One calculates that ¢norm,1 \/%(qg G1),
———(d3 — G2). The quasi-tangent vector can be chosen as t] = . mis(l 11),

1 mi mo
ms T

s0 that Gan = 1/7%1 + mLQ + mis(mlql + maga + msgs). One has also —ng’lq'(t_) = mil + mLQ(mil) >0
and —nl,G(t7) = 0, consequently I, = I, = {1,2}. Thus applying @) yields ¢(t*) — ¢ (tT) =
—e(@2(t7) —q1(t7)), @3(th) — ¢2(tT) = —e(ga(t™) = G2(t7)), and migi(t*) + maga(tt) + mags(tt) =
myqy(t7) + mada(t™) + msqgs(t™), the linear momentum conservation. Let e = 1 and mi = ms = mg,

Gnorm,2 =

then ¢ (t7) = =% m/s, G2(tT) = ¢3(tT) = 2 m/s. One checks that energy is conserved. This solution is
the one given by Moreau’s law, see [T, Example 5.7]. Similarly e = 0 yields 41 (t7) = ¢2(t7) = ¢3(t7) = %

m/s, and one checks again that this is Moreau’s law solution [17, example 5.7]. Moreau’s law is unable
to make balls 2 and 3 separate, as it spans only a small portion of the post-impact velocities subspace
[33]. From Proposition 0l we infer that given the above pre-impact velocity one can find Eyy such that
any post-impact ¢norm (tT) can be reached, by adding if necessary off-diagonal coefficients of restitution.
This is closely linked with “distance effects” which are due to waves travelling inside the chains during
the impact, and responsible for the dispersion of energy.

Example 2 Let us now consider a particle in the plane with m = 1, with two unilateral constraints as
depicted in figure @ (f). At the impact time which occurs at the corner one has I,(q) = {1,2}. Let
us consider the pre-impact velocity ¢(t~) = (=1 $)T. One has —nl,4(t7) > 0 and —nl G(t7) < 0.
Therefore I,,(q) = {2}. We can simply define t, as a vector orthogonal to ng o as shown on the figure.
Then Moreau’s law states Gnorm 2(t1) = —€Gnorm,2(t ™) = e while Gean(tT) = Gran(t 7). If e = 0 the particle
slides on the boundary defined by ha(q) = 0.

Finally let us notice that the restitution matrix introduced in [33, Equation (5.36)] (and named therein
the Frémond matrix) is designed from the unnormalized normal vectors Vh;(q). Let us denote its entries
€;j, while the entries of &n, are ey ij. Then €; = ey ;i (diagonal elements are the same), but

VA (@)llar
€ = p M 45
7= Ik @)l ar s ™ (45)

This can be shown from the equalities gnorm,i(tT) = — Z?:l enijdnorm,i(t ), and VAT (q)g(t+) = — Z?:l €i; VhI (q)q(t™).
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3.1.2 Energy loss at impacts

There are various equivalent ways to express the quantity 77 (¢), using B8) and B9):

TL (t) - %(Qnorm (t+) + Qnorm(t_))Tf)n (46)

which we may define as being the Thomson and Tait formula [I7], or:

T2(6) = St (6)Emn = 1) G (0) Enn + Diorn(17) (47)

or, using the symmetry of G(¢) [20] B:

1. _ _ _ . _
TL (t) = iqgorm(t )(SgnG 1((])51111 - G 1(Q))Qnorm(t ) (48)
or, following [34] and with € = Gnorm (t7) + Enndnorm (£7):

1
Tu(t) = 5P (26 = (I = Ean) G(a)Pn) (49)
A first general result may be stated.

Proposition 2 Suppose that —(Egn — I)TG7H(q)(En + 1) or —(ELG7H(q)Eum — G 1(q)) are copositive
matrices. Then TL(t) < 0. If they are strictly copositive then Tr(t) < 0 for any non-zero pre-impact
velocity.

Proof: Due to the impact conditions one has ¢uorm(t™) < 0, in other words the p dimensional vector
—(norm (t7) belongs to the first orthant of IR”. From the definition of copositivity the results follow. H

Notice that in view of the definition of copositivity, the conditions of the proposition are necessary and
sufficient. The major issue with Proposition B]is that it is rather difficult in general to characterize the
copositivity of a matrix [87]. Moreover the copositivity conditions imply some dependence of &,,, on G(q),
i.e. the restitution coefficients are not a priori independent on the system’s configuration. Independence
holds only if the constraints are orthogonal one to each other, in which case G(q) = I. Explicit criteria
exist for symmetric matrices and p < 4, or when the matrices have special structures.

Proposition 3 Suppose that all the unilateral constraints are orthogonal one to each other, in the kinetic

metric, and that &y, =diag(e). Then e* = g:gj%

Proof: under the stated conditions one has G(q) = I, using ([ER) the result follows. B
This result is obvious in the case p = 1 (a single constraint) using Equ.(6.11) in [I7], see [62] for some
experimental validation. Let us now state various characterizations of the kinetic energy loss.

Proposition 4 Suppose that L. G(q)Enn = €A(q) for some matriz A(q) = AT (q) and real €. Then
there exists €* such that EL.G71(q)Emm — G~ 1(q) < 0 for all € € [0, €*).

Proof: The identity matrix perturbed by a small enough symmetric matrix is still positive definite [49,
Exercise 8, p.218]. One has for any = € RP: 27 (—EL. G~ (q)Em~+G 1 (q))z = 2T (I+eG~2 (q) A(q)G 2 (q))=
with z = G2 (q)x, where G2 (q) is the symmetric square root of G(q). Thus the result follows. B

Proposition 5 Suppose that En, = G(q)EL G™1(q) and G(q) is positive definite. Then a necessary and
sufficient condition for Tr(t) < 0 for any vector Gnorm(t™) is that |Amax(En)| < 1.

T2Tel G Hq)x = 2T (ELG7 (@) e = 2T G~ 1(q)Ennx for any vector x € IRP.
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Proof: From @X) we have T, (t) < 0 for any guorm (t~) if and only if £L G71(q)Emn < G~ 1(q) Let Gz(q)

be the symmetric positive definite square root of G(gq). This inequality is equlvalent to G2 ( 1EL G1(q)EmmG2 () <
I, using Proposition 8.1.2 xi) and xiii) in [B]. Let us denote B(q) = G2(¢q)€L,G2(q). By the as-
sumption of the proposition we have G2 (q)EmG2 () = G2 (q)EL G2 (q) so B(q) = BT(q), and since
BT (q) = G~ 2(q)EmG2(q) we obtain B2(q) < I. Using |8, Lemma 8.4.1] it follows that equivalently
Amax (B2 (q)) <1, because B?(q) = B(q)BT(q) is positive semi definite and symmetric. Now we have that
B2(q) = G (q)(SEn)zG 2(g), and since it is a symmetric matrix one obtains B2(q) = G~ 2(q)E2,G2 (q).
Therefore B?(q) and €2, are similar matrices so they have the same eigenvalues [A9, Proposition 1, p.152].

(

Therefore Apax(E2,(¢q)) < 1. Since the eigenvalues of £2 are the squares of those of £, the result follows.
|

Proposition 6 Let G(q) > 0. Then Tp(t) < 0 if omax(Ean) < \/Amax(G(q))&max(G—l(q))’ which implies
that omax(Enn) < 1.

Proof: The proof begins similarly to the proof of Proposition B, and we obtain that 77,(¢) < 0 <
B(q)BT (q) < I with B(q) = Gz (q)SrTnG’% (q). By [8, Lemma 8.4.1] one has equivalently Amax (B(q)BT (q)) =

1

o2 (B(q)) < 1. From [R, Corollary 9.6.5] one has omax(B(q)) < 0max(G2 (¢))0max (G2 (¢))0max (Enn)-
Therefore oumax (G2 ())Tmax (G2 (q))0max (Enn) < 1 implies that o2, (B(q)) < 1. From the symmetry
and positive definiteness of G(g) and of its square root, one has omax(G2(q)) = v/ Amax(G(q)), so the
result follows. For the last statement notice that I = G~2(¢)G’%(g) so again from |8, Corollary 9.6.5]
IS JmaX(G%(Q))JmaX(Gié(Q)) =\ Amax(G(9)) Amax(G~1(q)). W

If £, is symmetric one has 0;(Enn) = [Ni(Ean)|, 1 < @ < p'. Thus omax(Enn) = sprad(Enn), where
sprad is the spectral radius, i.e. the largest |A\;(Enn)|, 1 < ¢ < p’. One can therefore replace omax(Enn)
by sprad(&nn) in Proposition B If &, has only non-negative eigenvalues then sprad(Eun) = Amax(Ean)-
The condition imposed in Proposition B holds if for instance &,, =diag(e). In fact Enn = G(q)EL, G (q)
is equivalent to G71(q)Ewn = EL,G71(q), which allows us to rewrite EX) as :

T (6) = om0 EREun — DG (@))dnorm (1) (50)

This shows clearly that the kinetic angles play a crucial role in the multiple impact energetical be-
havior. The expression in (&) is very similar to the classical energy loss expression for two frictionless
particles that undergo a single impact (see for instance [I7, Equ.(4.44)]. We may therefore see [BY) and
@BO) as the true generalization of the simple frictionless shock between two particles, to multi-constraint
frictionless Lagrange systems considered as a point moving on C. The kinetic angles matrix G(q) is a
measure of the distortion due not only to the inertia matrix M (q) but also to the unilateral constraints.
Another characterization of energy loss is as follows, which starts from ).

1

, then the matriz
VG @ll211G (92

Proposition 7 Assume that G(q) is positive definite. If ||Ennll2 <
G~ Yq) — EL.G71(q)€nn is positive definite, and Tr(t) <0 in [FJ).

Proof: Using [24] Theorem 2.11] (see Theorem Bl in the appendix) with A = G Yq) — EL.G71(q)émn

and M 2 G~!(q) one obtains that M — A = EL G71(q)€nn, from which it follows that provided
[|G(@)|]2]|EL.G71(q)Emn||2 < 1 then A is positive definite. From |8, Proposition 9.3.5] one has ||EL G71(q)Enn||2 <
[|Eanl 311G (q)||2- So the condition ||G(q)||2||Eanl|3]|GT(g)]]2 < 1 guarantees that A is positive definite.

|

Obviously in Proposition Bl the value €* may be linked with the entries of £,,. Roughly it says that
if the restitution coefficients are small enough the energy loss is guaranteed. When all constraints are
orthogonal one to each other (G(q) = I) and choosing £ =diag(ey ;) then one finds from Proposition
@ that Y7 eZ; < p'. If all coefficients are equal one to each other then it follows that |e,| < 1. The
interest of Propositions Bl and [is that they clearly link the restitution matrix to the kinetic angles, i.e. to
the inertial /geometrical couplings that exist in the system, with computable upper-bounds. Propositions
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and [ state in a correct way Proposition 1 in [20], which wrongly asserts that [Amax(Ean)| < 1 is
a sufficient condition for T7,(¢) < 0 under symmetry of &£,,. The energy consistency of an extended
frictionless Moreau’s law with &,, =diag(e;) is analysed in [52, §7.1] [34], starting from the Thomson and
Tait formula ([ ), or from D), or from EJ). Actually one may use Propositions 7.1 and 7.2 in [52] to
analyse (B). The condition of Proposition H is quite close to the commuting conditions of [52, p.159].
The conditions of Proposition [ may be conservative as shown in remark Bl Finally let us remind that
in the case Poisson coefficients are used (kinetic impact law) one obtains similar expressions for the loss
of kinetic energy (see Equ.(43) in [33]). The quadratic forms in ([EZ)—E3) therefore possess a general
interest for both kinematic and kinetic impact laws.

Remark 6 Let us compare the criteria obtained in Propositions@ and[l, when p = 2. We denote G(q) =

1 a _ 1 —a .. . i
< 01 >, hence G~1(q) = 11 ( o 1 >, and |a| < 1. Proposition 0 yields ||Ennl]2 < $5% <

1
5-
The copositivity conditions of Proposition @ for 2 x 2 matrices and diagonal Eny yielﬂ len1] < 1,

len2] <1, and —aen 1en2+a+ \/(ei)l —1)(e} , — 1) = 0 which is equivalent to (1 —a®)e} jel , —e? | —
6721’2 + 2a26n,1€n,2 +1—a? > 0. Suppose that a = 0. Clearly the second criterion holds for any len1| <1,

len2| < 1 and is less conservative than the first one which implies that 6721’1 + 6%72 < i, which in turn

implies that e, 1 < % and ep 2 < % Proposition [ however proposes a criterion that is easy to check,
whereas as alluded to above, copositivity is in general hard to check.

3.1.3 Uniqueness of the coefficients or restitution

As shown in [20, §7] on a 4-ball chain, a major discrepancy betwwen single and multiple impacts, is that
for the latter the kinematic, kinetic and energetic consistency constraints do not yield a unique set of
coefficients of restitution for given pre-impact velocity.

Proposition 8 Let a frictionless impact occur at t. It is necessary and sufficient that:
e (i) Enn is non-negative (kinematic consistency),
e (ii) G71(q)(I + Enn) is non-negative (kinetic consistency),
e (iii) G71(q) — EL G71(q)&nn is copositive (energetic consistency),

for Enn to be an admissible restitution matriz for any pre-impact velocity Gnorm (t™).

Proof: (i) assures that ¢norm (t7) = 0 for any ¢norm (¢7) < 0 (kinematic consistency), (i) guarantees that
Pn = 0 (kinetic consistency), and (iii) is the energetical constraint. H

Let us note that similar conditions have been stated in |71, §3.3] and [20]. Clearly if G~!(q) is
itself non-negative, then (i) satisfied implies that (ii) is satisfied (kinematic consistency implies kinetic
consistency). This is the case for a chain of three aligned balls, for instance.

Corollary 1 Suppose that the system is conservative. Then it is necessary and sufficient that:
e (i) Enn is non-negative (kinematic consistency),
e (ii) EL.G71(q)Em (I + Enn) is non-negative (kinetic consistency),
e (iii)) G71(q) = EL G71(q)Enn (energetic consistency),

for Enn to be an admissible restitution matriz for any pre-impact velocity ¢norm(t~). Then the eigenvalues
of Enn have modulus equal to one.

8Necessary and sufficient conditions for copositivity of A = AT are a;1 >0, agz >0, a12 + \/a11az22 =0 31
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Proof: The proof of (i) and (ii) is a direct consequence of PropositionB (iii) Let B(q) = G2 (¢)&unG 2 (q)
. One has BT (q)B(q) = I. Being a unitary (orthogonal) matrix B(q) has its eigenvalues on the unit circle
R, proposition 5.5.25]. Since B(q) and &,, are similar they have the same eigenvalues [#9, Proposition
1]. |
If Enn has real eigenvalues then they are equal to one. The conditions (i) (ii) (iii) of Corollary Mlmake a
INEACa))
2

nonlinear equation for &,,. There are p'? unknowns (the restitution coefficients), wit equalities

from (iii) and 2p? inequalities from (i) and (ii). Since p* — pl(pT/H) > 0 for all p’ > 2 there are more
unknowns than equalities: the problem of calculating the coefficients of restitution (the entries of Eny)
from Corollary [l seems to be underdetermined, consequently the uniqueness of the coefficients may not
hold. Suppose that (i) is satisfied. From (Z2) if all the kinetic angles satisfy #;; > 7 then (ii) is satisfied.
When p’ = 1 (single impact) then (i) e, > 0, (i) e2(1 + e,) = 0, (iii) €2 = 1, so that e,, = 1 is the only
solution (the same holds if the constraints are orthogonal so that G(¢) = I which implies that e, ; = 1
for all € {1,...,p'}).

Proposition B and Corollary [ are stated for all admissible pre-impact velocities. However there are
typical problems (chains of balls, rocking block) for which some components gnorm i(t~) = 0. As alluded
to in [20] this may explicitly yield non-uniqueness of the coefficients of restitution. To illustrate this point
let us consider chains of balls (section B3l with N =3, ¢1(t7) =1 m/s, ¢2(t7) = ¢3(t~) = 0 m/s, and
equal masses m. One has:

q.norm71 = v/ %((D - (]1) q.norm,2 =V %(qi’) - Q2) qtan = \/Lg(ql + 42 + (]3)

R - 11 en1+1
G = 2 A = 2 n,
w-(4 ) w-r() 1) ()

e . . . ..
. ”7211 >, i.e. epn and ey 12 do not play any role in this collision.
n’

The kinematic and kinetic constraints are satisfied for any non-negative coefficients. The conservation of
kinetic energy yields that the two coefficients lie on the ellipse:

(51)

[N

It is noteworthy that ¢norm(t™) = <

2 2
€1t €no1t —€Eni€n21 =1 (52)

The non-negativity implies that the portion of this ellipse in the first orthant of IR? contains all (an
infinity) the admissible restitution law parameters. It is therefore a peculiarity of multiple impacts that
the kinematic, kinetic and energetic consistencies do not allow one to always uniquely determine the
restitution coefficients. This, in passing, raises the following question: what is the mechanical meaning
of such coefficients 7 Such uniqueness issues stem from the fact that multiple impacts intrinsically are
a multiscale phenomenon, where the elasticity properties at each contact strongly influence the impact
outcome [10, [173, [{0]. For a fixed energetical behaviour (e.g. conservative systems) varying the stiffnesses
ratios and the elasticity coefficient (linear, Hertz elastcicity, or else) may induce drastic changes of the
post-impact velocity. Kinematic impact laws do not convey enough information on the contact process
to a priori detect which one of the outcomes is the right one. Some parameter-fitting process seems
unavoidable.

This analysis motivates the next definition.

Definition 1 One says that the system has the U-property if the set of conditions (i) (i) (iii) in Corollary
@ yields a unique restitution matriz Enn (equivalently a unique set of restitution coefficients).

The orthogonality conditions n} ;M (q)n,; = 0 for all i # j (equivalently G(q) = I) guarantee the U-
property. It would be quite interesting to link the U-property with discontinuity of the trajectories with
respect to initial conditions and the study of limits of compliant models as the stiffnesses diverge to
infinity. In other words are the following equivalences true ?

U-property < continuity w.r.t. initial data < uniqueness of limit for infinite stiffnesses
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Elements of answers may exist in the literature, using the results about a particle hitting a corner
[20, BR, [79], where explicit formulas giving the particle evolution when it collides the angle are provided.
These analysis however quickly become quite cumbersome and seem to be limited to simple dynamics
with p = 2. A general characterization of continuity w.r.t. initial data is made in [69]. Continuity holds
when the kinetic angles between the p constraints are all < % and the coefficients of restitution with
each constraint are zero, or if the constraints are all pairwise orthogonal (in the kinetic metric). In such
cases the first equivalence holds. Indeed by continuation from the neighborhood of the singularities of
the boundary of the admissible domain ® = {q € C|h(q) > 0}, one may to define a unique post-impact
velocity for any pre-impact data. Therefore &, is unique.

One may think that () straightforwardly shows that a frictionless Lagrangian system is equivalent,
via the kinetic quasi-velocities transformation, to a particle. Even if we disregard the nonlinear terms
in the left-hand-side in ([I), the above shows that inertial couplings between the constraints render the
impact problem quite different from the single collision case.

3.2 Systems with tangential effects

Some systems like chains of balls possess an intrinsinc “invariance at impacts” of the quasi-tangential
velocity gian (in this case the total linear momentum of the chain). However in general some tangential
effects exist at the contact points, in the locally tangent planes spanned by (t;1,%;2) (see section 222
for the notations).

3.2.1 Tangential restitution

The relation between local tangential coefficients of restitution and Coulomb’s friction at the impulse
level is discussed in [34, §4.5]. It is pointed out that despite some few experimental cases show the
necessity of introducing tangential restitution coefficients, in general tangential effects are primarily due to
Coulomb’s friction. The relation between local tangential and quasi-tangential coeflicients of restitution,
is established for the planar rocking block when there is perfect sticking at the two impact points,
in [20, §6]. In fact sticking imposes some constraints on the tangential velocities, and the tangential
coefficients (local and quasi) impose also some constraints on tangential velocities. The mixture of all
those constraints create the relations between the various coefficients.

The starting point is to consider the local kinematics at the contact points [II, §3.3], which dictates
the form of Hr(gq) in ([Z3) and ). When the local frames consist of a single normal vector, like in
aligned chains of balls, then Hr(g) = 0 and there are no tangential effects. Otherwise Hr(q) # 0. It is
noteworthy that since gian is an n—p’ vector, and since py is a p’ vector (if all the contact points are rough,
otherwise it has dimension less than p’), in general the tangent quasi-velocity and the local-kinematics
tangent velocity do not have a clear, one-to-one, correspondance.

A first condition is the consistency of the impact law ) ) and of the shock dynamics

QHorm (tJr) - q.norm (ti) = n:qFM(q)nqﬁn (t) + n:qFHT (q)pt

(53)
(tan (tJr) = Gtan (ti) = thHT (Q)pt
Inserting () into ([EJ) one obtains:
I+&m  Em Gnorm (t7) G(q) nlHr(q) Pn
- = (54)
En I+ & Gran(t™) 0  tIHr(q) Dt
=£ =G(q)

In the frictionless case, p, can always be calculated (independently of its sign) as p, = —G~'(¢)(I +
Enn)lnorm (t7), for any value of gnorm(t™), because G(q) has full rank. We recall that £ is n x n, while
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G(q) is n x 2p’ since we suppose that friction acts at all the contacts. The equation in (B) has a solution
for the impulse if and only if: B B
Enorm (1) € R(G(q)) (55)

A sufficient condition is that R(E) C R(G(q)). Taking into account that the dimensions of p; and of Gan
usually are different, there is no systematic way to translate this range condition into conditions on &€
and the impact geometry in G(gq). Case by case analysis seem unavoidable.

Implicitly defined restitution operator: Inspired by Moreau [58,[65] and others later [27, 28] B4, 52]
we may impOSG Pn € _NVn(q) (Fn(q.norm (t+) + Andnorm(t_)» and Pt € _NVL(Q) (Ft (q.tan (t+) + Atqtan (t_)))a
for some matrices Ay, A¢, I'y, Ty, and convex sets V;,(q) and V;(¢). Inserting this into ([B3) one obtains
the generalized equation :

B NVn(q) (Fn(q.norm (tJr) + Anq.norm (ti)))
v(t) —v(t”) € =G(q) (56)
Nty (Celiian (%) + Aedian(t7)

Defining the convex set W (q) £ Vi(q) x Vi(q) and A =diag(A,,, Ay), T =diag(T,,,T¢), we get :
u(t") — (™) € =G(q) Nw(g(T(v(t") + Av(t7))) (57)

The existence and uniqueness of a solution v(t™) to the generalized equation in (&) depend on the
matrices G(q), I', A, and on the convex sets V;,(¢) and V;(g). Suppose for instance that there exists a
symmetric positive definite matrix P such that PG(q) = I'", and let us denote R its symmetric square
root: B2 = P [l. Then using the chain rule from convex analysis [Z3] one obtains that (&) is equivalent

to :

z— Ro(t™) € =Ny (2 + RAv(t 7)) (58)
where z = Ru(t1) is the unknown, and W (q) = {z|GT Rz € W(q)} is a convex set (which we assume

to be non-empty, which is equivalent to R(G(q)) "W (q) # 0). Then by classical arguments from convex
analysis one infers that the unique solution of the generalized equation (&) is given by:

v(tt) = —Av(t7) + R proj[W(q); R(A + I)v(t™)]
=—Av(t™)+ R71z* (59)

with 2* = argminzew(q)%(z —RA+ Dot )T(z — R(A+ Io(t7))
where proj denotes the orthogonal projection in the Euclidean metric. The proof for (B8) and [B3) is
given in Appendix Since I' is free to the designer, fulfilling the above conditions is always possible.

However it is another, much more difficult matter to design an impact law which possesses a mechanical
meaning. Depending on W(q), I, P and v(¢~), (E9) implicitly defines a restitution operator of the same

type as ([{2).
3.2.2 Energetic consistency (restitution matrix)

The minimum requirement one may impose on an impact law like the one in ([@0) ) is that it satisfies
the three fundamental consistencies: kinematic, kinetic and energetic. The energetic consistency may be
checked using ([J) and ([E3J). Indeed one has three basic ingredients:

T(q.q9) = 30" D(q)v, v(t*)=—Ev(t7), o(t") —v(t™)=Glg)p (60)

9Recall that q is a constant during the shock, so that all the matrices that depend on ¢ only are also constant. Thus P
and H may depend on g as well.

10The idea of doing such a change of coordinates was first introduced in [I8] in the context of maximal monotone
differential inclusions.
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with p = < ]; " > and D(q) =diag(D,(q), Dt(q)). The main discrepancy between the frictionless case
t

and the case with tangential effects, is that G(q) may not be positive definite, even if the constraints
are independent. Actually G(q) is always at least positive semi definite, but G(q) may be indefinite, or
negative definite. Similarly to the frictionless case in ([HG)-(E™) several expressions of the kinetic energy
loss may be written:

T (t) = 357G (@)1 - E)ult) (61)

or:
To(t) = 5o ()T +€)7 Dla)(€ ~ Do(t) (62
To(t) = o7 (17)(ET D)€ ~ D(@)(t) (63

Deriving a similar proposition as Proposition |l it follows that small enough restitution coefficients guar-
antee energetic consistency. The extension of Proposition [dis as follows.

Proposition 9 Assume that D(q) is positive definite. If ||E]|2 < NIGEX )1|| S then the matriz
@)z q)ll2
D(q) — ETD(q)€ is positive definite, and Tr(t) <0 in (GE3).

One can use the block-diagonal form of D(q) to refine the result since one has || D(q)||2 = /|| Dn()]13 + || D:(q)| |3

and ||[D71(q)|]2 = \/||D 9)|13 + [|D; (q)||3- Modeling tangential effects with constant tangential resti-
tution coefﬁc1ents isin most of the cases a very crude approximation of the real mechanical phenomenon.

3.2.3 Energetic consistency (implicit restitution operator)

Starting from 77, (t) = 2 (v(t™) +v(t7))"D(g)(v(tT) —v(t7)), a natural way to deal with its dissipativity
is to force the operator defined in (B8) to be maximal monotone. Using (BS) one obtains:

Tr(t) € —%(z(#) +2(t7))"R7'D(q)R Ny (2(tT) + RAR™ 2(t7)) (64)

At this stage we are left with the analysis of the monotonicity of y — R™'D(q)R Ny (o (y + (RAR™! —
I)z(t7)). Notice that another path that consists in using (E3) can be followed. Let A = AT If one assumes
that 0 € W(q), then the projection is contractive because W (q) is convex, so that proj[W(q); R(A +
Do(t™)] < ||R(A+ I)v(t™)]||, and one obtains:

Ti(t) = zv ( “)[ADA = Dju(t™) )

+% roj’ [W(q); R(A —i—if)v(t_)]R_lDR_lproj[W(q);R(A—|—I)v(t_)]
O )AD R profi¥ (a)s R(A + 1oft) o
— 5 Amin(D — ADA)HU( IP

5 Amax (R DR |R(A + I)[|2 + 2|[R™ DA[2)[|R(A + 1)|]2)|[o(t )]

+ /A

It appears that A play the role of a restitution matrix that should be small enough. We do not
investigate further implicitly defined kinematic restitution operators, because this has been throughly
analysed by Moreau, Frémond and others, while such type of formulations is not the main topic of this

paper.

Remark 7 (Necessity of & # —I) The rocking block of section XA has been analysed in [Z0] with
the above generalized kinematic law. It has been shown that Coulomb friction is unable to model some
rocking motions, which necessitate the introduction of a quasi-tangential restitution coefficient that makes
Gtan Jump. The obtained impact law is in turn equivalent to the angular velocity restitution that is widely
used in Earthquake Engineering.
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3.2.4 Coulomb’s friction at contact points

A condition for the tangent quasi-velocities ¢ian,i to be able to correctly represent the local tangential
effects is that their number, which is always n — p’, is larger or equal to the number of independent
local tangent velocities, at impact times. To illustrate this we may consider the disk in an angle and
the rocking block examples in section For the disk system, n = 3, p’ = 2, there are two tangential
velocities vy 1 and vy 2, which may be zero (stick) or non-zero (slip) independently. For the block system,
n = 3, p’ = 2, one always has vy 1 = v¢,2 when the two corners are in contact. One expect that restitution
applied on ¢ian will be a crude approximation of Coulomb’s friction for the disk, whereas it may be a
better model for the block. Let us consider the disk example of section ZZH with n = 3, p = 1. As shown
by several authors a correct model for the tangential velocity restitution is to apply vy (tT) = —eqv (£7),
where the tangential restitution coefficient is related to Coulomb’s friction in a certain manner (see [I7,
p.133-134] for a short review and references). Let us choose & =diag(e;) and € =diag(Enn, E). Then
the mechanical meaning of the restitution law #0) is clear. Notice from BH) that one has ngHT =0
which means that the normal and the tangential quasi-dynamics are decoupled. This is not the case in

neither (B3) nor B7).

We may assume in a rather classical way that at each contact point one has
Pri € —Hibn,i sg0(vei(th) + eqivei(t)) (66)

for some coeflicient ey ;, which is a way to write the Coulomb’s model, at the impulse level. Adopting the
normal restitution rule ¢uorm(t7) = —Enndnorm(t~), we obtain the following inclusions :

_(I + Snn)q.norm(t_) S G(Q)ﬁn - ngHT (Q) [ﬂ] [ﬁn]sgn(vt (t+) + Ettvt (t_)) ( )
67
Gran(tT) = dran(t™) € —tg Hr(q)[f][Pn]Sgn(ve (t) 4 Expvr (7))
with:
(] :diag(nvm(’;m) e RV, [p,] =diag(pn.q), Ew =diag(ecs), v = HE(q)=T(q)v (v is in @),

Segn(ve(tT) + Ewve(t7)) = (sgn(ve1 (1) + eg106.1 (7)), oy sgn(vep (¢ + et,pvt,p(tf)))T.

The unknowns of the generalized equation (B7) are the p’ impulses p, ;, and the n —p’ quasi-velocities
Gtan(tT). The generalized equation in (B7) is quite complex, in part because it is non-associated (i.e.
the multivalued part is not the subdifferential of a convex non-smooth potential function). It may be
analyzed as follows. Suppose that all components Ut,i(t+) +e,ivg,i(t7) > 0, i.e. the contact points are all
in the same sliding status. In order to verify if such a mode is the mode of the system, one constructs
the following system:

(a) - (I+ gﬂn)q.norm(ti) = (G(q) - n?;HT(q)[ﬂ])ﬁn

(b) (jtan(t+) - (jtan(t_) = _thHT(Q) [ﬂ]ﬁn

o o (65)
© @) ( e ) eontwer@ (B ) >0

(d) pn =0

If the system in (B8) has a unique solution for p, and g.n(t1), then the impact is in this “all-sliding”
mode. Suppose that one has p, = —(G(q) — nl Hr(¢)[i]) (I + Eun)dnorm(t™) > 0. If this is the case,
then [ER) boils down to finding Gran(t™) such that:

Gan(tT) = Gran (t7) + T Hr(q)[5](G(q) — nF Hr(g)[]) ™ (1 + Enn)dnorm (£7)

. S (69)
HI ()= (q) ( 5Z:qz(t$)(t ) ) + EuHi (q)ET(q)< q;?;’arr‘l‘l(gf)) ) >0
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This leads us to the following result.

Proposition 10 Assume that (i) Eny is non-negative, (ii) G(q) —nl Hr(q)[a] is full-rank, (iii) (G(q) —
n! Hr(q)[a])~" is non-negative. Then the mode corresponding to vy ;(t*) + eq v i(t™) > 0 at each im-
pacting point exists if and only if the inequality :

11020 g et e )
T Gtan (t7) + b4 Hr(q)[1](G(q) — ng Hr(q)[]) ™ (I + Enn)dnorm (t7)
(70)
. )
> —8 HT ET qlllorm(i
tt T(Q) (q) < Gean (£7)
is satisfied.
If e = O for all 7, then the mode corresponds to a sliding mode. Let us recall that all functions

are computed at ¢ which is the impact position. Suppose that u; = p for all 1 < i < p/, G(q) > 0
and that nl Hp(g) is a symmetric matrix. Then for ; small enough the matrix G(q) — nl Hr(q)[a] is
symmetric positive definite (see the proof of Proposition H)) so (ii) is satisfied. If in addition it is a Z
and a K—matri, then (iii) of the proposition is satisfied by [26, Theorem 3.11.10]. Such properties
usually yield quite stringent conditions on the mechanical system under study. In fact they may be
over-conservative: examples show that solutions may exist even with relatively large p. Another point
is that not all the elements gnorm,i(t~) may be < 0, some of them may be equal to zero. Therefore the
non-negativity condition (iii) for kinetic consistency may also be too conservative. This is the case for
the rocking block as Example B shows.

A similar system as (B3 can be constructed and examined for each mode. In practice such an
enumerative procedure is quite time-consuming and almost impossible for more than few impact points.
For a single contact like a falling rod in section one can derive the conditions of existence of each
mode [70]. What is more reasonable is therefore to prove that the generalized equation in ([BZ) possesses
at least one solution, and then to use a numerical method to calculate it.

Example 3 Let us consider the system in section [ZZA, with py = pe = p. Starting from {3) one can
compute that at a double impact with @ =0 (noticing that ||Vhi(q)||q = \/f(0) fori=1,2):

44+ L%+ pulL 4— L%+ plL

G(q) n:qFHT(Q)/‘ = 4f1(0)
2 2
4—L° —pll 4+ L% —pull

4+ L2 + plL 4— L2 0 1
+ plL
47(0)

1
— 4f(0)
4—L% 44 I2—pulL ~1 0

The second matriz in the second line in [ZQ) is skew-symmetric. It is checked that the first matriz is
positive definite if and only if 0 < p < %, which implies that the whole matriz is also positive definite.
The inverse matriz is given by :

4+ L2 —plL -4+ L% — pulL

(G(@) +nfHr(@p) ™ =4f(0) 1512 (72)
4+ L%+ pllL 4+ L%+ pull

This matriz is non-negative if and only if p > 47LLZ and 1 < jL_4, which implies that L =2 and p = 0:

the frictionless case. Thus the criterion (iii) of Proposition [ does not hold. Let us however focus on
the rocking motion, which implies that Guorm,2(t~) = 0 (the corner A is in contact at the collision instant

L

11 Also called an M-matrix [26], p.222].

Inria



Kinetic quasi velocities 27

(jnorm,l(t7)
0 .
Thus only the first column of (G(q) + anHT(q)u)_1 plays a role and the non-negativity condition yields
4+ L% — plL > 0 and L? + plL > 0, that is 47LLQ <p < 4';LLQ. So conditions (i), (ii) and (iii) of the

proposition can be fulfilled for some values of the friction coefficient 0 < p < min(%, 4’;52)

at B). Suppose also that we model plastic impacts so that Enn = 0. Then ¢norm(t™) = (

Another source of conservativeness of the conditions of Proposition [0l comes from the fact that (iii)
may not be satisfied, however there exists some pre-impact velocities such that p,, > 0, anyway. The next
example illustrates this point.

Example 4 Consider now the system in section 2220, with p1 = ps = p. One calculates that :

(G(g) +ng Hr(q)u) ™" = vm(1 - ?) (73)
1

so that the non-negativity condition (i) cannot hold if u > 0. This means that the analysed mode does
not exist for arbitrary pre-impact condition. However one has

(L+en1)y(t™) — p(l+ en2)i(t™)
pn=m(1 - p?) (74)
—u(l+en1)y(t )+ (1 +en2)i(t)

(Aten)y(t) (1+€n,2)i(t7))
(Iten2)&(t7) (I+en,1)9(t") )°

The kinetic consistency holds if ;1 > max (

Motivated by these examples we can thus reformulate the problem of existence of this mode by stating
that it exists only if this condition on the friction and the pre-impact velocity holds true.

Proposition 11 Let S~ denote the largest set of pre-impact velocities such that p, = —(G(q)—n} Hr(q)[i])" (I+
Enn)norm () is componentwise non-negative and solves [G8) (a) (d). Then the mode corresponding to
vt,i(tJr) + e ivi(t7) > 0 at each impacting point exists for pre-impact velocities in S~ if and only if the
imequality :

] —Enntnorm (17)

HE(@)Z" (¢) ( dean(17) + 7 Hr(@)[1)(G(@) = nf Hr(@)[A) (7 + Enn)dnorm (1) ) (75)
75

> —&tH%(q)ET(q) ( q;togrir&gi;) >

is satisfied.

3.2.5 Energetic consistency (Coulomb’s friction)

Besides the existence of solution to systems like in (B7) or (B8) it is necessary to examine the energetic
consistency of the law that couples normal impact restitution with Coulomb’s friction at the impulse level.
It is known since the celebrated Kane’s counter-example that such models may violate the dissipativity
[B4]. It is therefore of utmost importance to provide some conditions on the parameters that guarantee
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the dissipativity. The kinetic energy loss is expressed as follows at a time ¢ of impact:
Tp(t) = 365 m () Du(q)dnorm (t7) — $G20m (7)) D (@) dnorm (t7)
+%qg;xn(t+)Dt(Q)Qtan(t+) - %qan(t_)Dt(Q)Qtan(t_)
= 3 (dnorm () + duorm (t7))" D (@) (dnorm () — dnorm (¢7))
+3 (Gtan () + Gran (7)) T De(q) (Gran (t7) = Gran(t 7))
= 3 (dnorm () + duorm (7)) P + $ (duorm (t7) + dnorm (7)) " G(a)n] Hr (a)ps

+3 (Gean (t) + Gean(t7)) T De(q)tT Hr(q)pe-

2 EY

Let us focus on the mode of Proposition [l Let us denote E(q)
E(q) — G(qng Hr(q)[a] E(q).
Lemma 1 Assume that G(q) is positive definite. Then:

o (i) If |G~ (o)ll2lIng Hr(q)ll2|[[]l]2 < 1, one has E(q) > 0.

e (i) Let the conditions in (i) hold. If [[E~"(q)|l2]|E(q)|l2||G(@)|l2]ng Hr(g)l[2l|[]ll2 < 1, then
M (q, p) > 0.

G(q) —n] Hr(q)[a])', and M(q, p)

Proof: (i) G(q) is symmetric positive definite. Applying Theorem Bl with M = G(q) and A = G(q) —
n! Hy(q)[z] one finds that the inequality in (i) guarantees that G(q) — nl Hr(q)[] is positive definite.
Then this matrix has a positive definite inverse which is E(g). (ii) The proof follows from Corollary
B with M = E(q), B=1— G(q)ngHT(q)[ﬂ] and A = M(q, ). Applying Proposition 9.3.5 in [§] to
upper-bound ||G(¢)n] Hr(q)[a]|]2 by the product of norms the result follows. W

Given the Delassus matrix, the conditions of (i) can be computed as restrictions on both the nor-
mal/tangential couplings and the friction coeflicients. Once these conditions hold, the conditions of (ii)
can be calculated.

We now suppose that (i) of Lemma [l holds and that p,, can be calculated consistently from the first
equation in @7), i-e. pn = —E(q)(I + Enn)dnorm(t7)) = 0. Therefore p; = —[fi]p,, in the considered
mode. After some manipulations 77,(¢) in () can be split into three parts (using in particular the second
equation in (B7) to obtain Gean(t") + Sdan(t7)):

Tr(t) = _%qgorm(ti)(f - grm)TM(Qa 1) (I + Ean)Gnorm (t7)
+5Gh0rm () + Ean) T ET (@) [ HT (9)84 De(q)tg Hr (@) [ E(q) (I + Enn)dnorm (t7) (77)

+tn (t7) Do (q)6T Hr (q) [ E(q) (I + Ean) norm ()

The matrix in the second term is always positive semi-definite, so this term is always > 0. Notice
that one cannot transform the first quadratic term as was done to pass from 1) to @) because M (g, i)
may not be symmetric.

Lemma 2 Suppose that the conditions of Lemmal[d all hold. Then:

1
[[€nnll2(1 + 2[|€anl|2) < M (q,0)]]2

(M(q,u>+2MT<q,u>)*1

2 (78)
= (I —Ewm)TM(q,u)(I+Em) >0
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Proof: Onehas (I—Eun)T M (q, 1) (I+Ewn) = M(q, 1)+H (q, i1, en), with H(q, i, en) = —EL M(q, 11)Enn—
EX M(q, 1)+ M(q, jt)Enn. Consider Theorem B with M = M(q, ) and A = M(q, )+ H(q, 1, én,i)- Using
Proposition 9.3.5 in [§] and the triangular inequality of norms one finds || H (g, 11, eni)||2 < ||Ean| 13| M (g, 12)]|2+
2||Emnll2]|M (g, p)]]2- Thus it suffices that

H(M(q,H)ZMT(qvﬂ)>l

(1€nnl[311M (g, )2 + 2l[Ennll2]|M (g, p)]]2) < 1
2

and the result follows. H - A
Assume that the conditions of LemmasMandBhold, and let us denote M (q, it en5) = (I—Eun)T M (q, 1) (I+
Emn) > 0 but not necessarily symmetric, and

2

Notice that obviously &,, = I implies that M (q, p1, e, ;) = 0. One has:
TL(t) < =5 omm (t7)M (g, s €n,i)Gunorm ()
+ 3 G orm (t7) K (¢ i €n,1) Gnorm () (80)
+dtan () Di(@)tg Hr(q) [ E () (I + Ean)dnorm (1)

Theorem 1 Assume that the conditions of Lemmas [ and @ hold. If ||Gnorm(t™)|| = € for some € > 0,
then there exist 61 > 0, 02 > 0, 03 > 0, d4 > 0 such that if ||[I + Eunllz < 91, ||Gtan(t7)|| < d2,
1De(a)tg Hr(q)ll2 < 83, [[[7lll2 < 04, then T1(t) < 0.

Proof: From (B) one has
TL(t) < _%)\min(M(QaN7€n7i))||(jnorm(t_)||2
+%)\max(K(QaUiaen,i))HQUorm(t_)Hz (81)

HIDe(@)tg Hr(g)ll2[[7]l|2111 + Ennll2]|dnorm ()] | dran ()]

Eigenvalues are continuous functions of the matrix entries. Choosing [u] = 0 yields K(q,0,e,:) = 0.
Therefore Amax (K (¢, 1t €n,i)) can be made as small as desired by decreasing the coefficients ;. On the
other hand in view of the definitions of both E(g) and M(q, 1), Amin(M (¢, i1, €n 1)) can be made as close
as possible to Amin(G1(g)) > 0 that does not depend on p;. The result follows. B

Roughly speaking, Theorem [0 says that if the frictional effects are small enough, then the impact
under the considered mode is energetically consistent provided that the quasi-normal pre-impact velocity
is sufficiently large while the quasi-tangential pre-impact velocity is sufficiently small. In other words,
the impact, viewed in a generalized space, should be close to a “normal” collision. It is noteworthy that
this is true even if the normal/tangential coupling term n] Hr(g) vanishes. The interest of Theorem [
is that the various bounds can be calculated for a system with a given Delassus’ matrix. This result is
however conservative because it does not take into account the sign of the last term in ([ZZ), but only its
norm. It is also noteworthy that even if the coupling term ngHT(q) vanishes, the energetic consistency
is not guaranteed because of the quadratic term with K(q, it;,eni)) > 0. This is nevertheless the case
even in the simplest case of a particle hitting a rough plane, see Example @l Another way to formulate
Theorem [ is as follows:

Theorem 2 Assume that the conditions of Lemmas [ and[@ hold. Then provided that

(4) Amin(M (g, s €ni)) > Amax (K (g, iy €n,i))
(82)

(i1) dnorm (|~ || De (@) tg Hr (a)|l2]|[A]]]2]|T+Enn] |2
HQtan(t_)H = Amin(M(qylhen,i))7)\max(K(QyNi7en,i))
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one has T, (t) < 0.

Proof: Follows directly from (&I)). W

Remark 8 [t is clear that one can replace [ji] in (G4) by the matriz [ji) :diag(uiW), where
(@D

& € sgn(vei(tT) + evivei(t7)). The analysis of Theorem [ remains valid, since ||[i]|l2 < ||[]]]2. This
means that the energetic consistency criterion is valid for all the modes (whereas ezistence still has to be
checked by a generalized equation like [64)), and this explains its conservativeness.

Example 5 Let us illustrate the above developments on the simplest case of a planar particle hitting a
line. The horizontal position is x, the vertical one (normal to the line) is y. One has Gnorm = VMY,
Gran = VM, Pn = Z=pn, Blg) =1, M(g,p) = 1, M(q,pen) = 1= e}, K(q, pirens) = (1 + en)?,
Dt = 1, thttq = %, tgHT(Q) = \/_1%, G(q) = 1, Pn = —(1 + en)q.norm(t_), dnorm = Dn, dtan = \/_%pt:
Gtan(tT) — Gran(t™) = \/—%(1 + €n)dnorm (t7) 1€, with & € sgn(x(th) + ey (t7)). The conditions of the
Theorems imply that e, < 1, while the kinematic admissibility implies that e, > 0. The direct application
of Theorem A gives:
(i) 1 —en > p?(1+en)
(83)

)] 2
(i) 569 2 et aren

Notice that condition (i) implies that e, < 1. If e, =0 then p < 1 and ‘Izgigl‘ > 13‘;2. If e, = 1 only the
frictionless case is admitted, because as noted above in that case M(q, ui,en) = 0, and we have excluded

this case from the beginning. For this system the energy loss is calculated to be:
1 o N
Tu(t) = gm(l + en)l((en = 1) + 42 (1 + en))y(t7) + 208 (¢ )]y(¢) (84)

The collision is dissipative if and only if ((en — 1) + p2E%(1 + en))y(t™) + 2u&i(t™) > 0. Suppose
that ex = 0, ©(t7) # 0, and the collision does not reverse the tangential velocity, so that |£] = 1 and

Ei(t7) = |2(t7)] = 0. We can rewrite the dissipativity condition as ((1 —ey) — p?(1+ en))% > —2/.
Then two cases arise: (a) if 1 — ey, — p?(1 + ey) > 0 then the inequality is always satisfied; (b) if
1—en—p(1+ey) <0 then ‘Izg,;‘l < eani’;(Hen
the third term in (8) has been taken into account.

y- Case (a) strictly contains ([83), because the sign of

Glocker [34] analyses the energetic consistency of such kinematic impact laws for various tangential
models (isotropic and orthotropic Coulomb friction) in particular cases: orthogonal constraints (all con-
tacts decoupled), restricted coefficients of restitution (small, elastic impacts, plastic impacts). Leine and
van de Wouw [52] also derive general criteria, starting from an inclusions formalism for both the normal
and the frictional parts.

4 Analysis of the contact LCP (28]

In this section it is assumed that p > 1 contacts are lasting and are either sticking or sliding. Painlevé
paradoxes occur in constrained systems with Coulomb’s friction [I7]. They represent some kind of singu-
larities in the dynamics, which yield phenomena like non-uniqueness, non-existence, or unboundedness of
the contact force [31]. The central tool for the analysis of the Painlevé paradoxes is the complementarity
problem (28). One notices that the matrix of the LCP in (6] is the same as the matrix that appears in
the first line of (@d). The main properties for the analysis of the LCP are the P-property, and copositivity.
Another major difference between Painlevé issues and the impact issues, is that ¢ varies in the former,
so that the LCP matrix may have changing properties along the system’s trajectory. In this section we
just point out some preliminary results that may be used to extend the first step of the analysis made in
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[B1] about the characterization of the LCP matrix. Contrarily to some previous results which state the
well-posedness of the contact LCP showing only the existence of small enough friction [59, 80| or for the
all-sticking mode only [68], here criteria with explicit bounds are given for general tangential behaviours
in the multi-contact case. To the best of the author’s knowledge, only [AI] has proposed explicit criteria
to test the existence and uniqueness of solutions to the contact LCP when p = 2, with detailed conditions
that guarantee that the contact LCP matrix is a P-matrix.

4.1 Single-contact systems

The analysis starts from the properties of the LCP in (Z0) to determine the normal multiplier. It
essentially relies on the properties of the matrix (here a scalar)

Y
IVh(g)l[ a1

because G(g) = 1 when p = 1. For instance in the case of the rod of section this scalar is equal to
1+ 1+3+SZW)“ cos(0) sin(0)sgn(HL (¢)¢)]. The different modes of the LCP for the sliding rod are easy
to obtain in the scalar case, however the subsequent analysis of the dynamics is rather intricate [31].
Indeed even if the rod is initialized in a well-posed mode, it may evolve towards regions of the (6,6) plane
where singularities (non-uniqueness or unboundedness of the contact force) occur. This is in contrast
with the analysis of impact conditions where ¢ is considered as being constant. A central question in
such analysis is: does there exist a critical value p. > 0 such that no singulartiy occurs for all 0 < p < .

2
? This is the case for the system of section where p.(0) = %OZO(S?Z) > % [51]. But this is not

the case for the system of section ZZ4 as shown in [5I, Appendix A]. The frictional impact oscillator

shown in [51], Figure 4.1] and analysed therein, also has yi. = tan(f) + It tanl(G) with minimum value at

1 —n!Hr(q) sgn(Hf (q)q) (85)

the configuration 6 = arctan(y/ms/ms) given by 2, /s It is thus possible to design these systems in a

way such that singularities occur for arbitrarily small > 0 by properly chosing the masses my and ms.
In the scalar case one nevertheless has the following result:

Proposition 12 Let p = 1. Suppose that ngHT(q)m is a bounded quantity and that G(q) >

Ghin > 0 for any q in the admissible domain of C. Then there exists p. > 0 such that for all 0 < p < pic
the LCP in ([EA) has a unique bounded solution for any tangential relative velocity vy = Hx(q)q.

Proposition applies to the classical Painlevé example of a rod sliding on a rough surface. Then
pie = 5 [BI]. Let us examine the system in section EZZA Then we obtain nl Hr(q)

1 _
) VRl p—1
lk2+l(sll§i(r§2;)-:»iiso(§20))2 . This quantity is bounded for any k > 0 as long as ¢ € [0, ]. One finds when k = 0

that (BH) vanishes for p. = sin(p) + 7 cos(y) if sgn(HE(¢q)¢) = +1 (in [5I, Appendix A] the value % is
found because the system is analysed at ¢ = 0), and that u < . guarantees the positivity of (BH).

4.2 Multi-contact systems

Things complicate in the multi-contact case (i.e. p > 2) for the simple reason that the LCP modes are

much less easy to enumerate (we let apart the subsequent complex analysis of the system’s trajectories).

Roughly speaking the term —n! Hr(q)diag (W) in @8) should be a “nice” perturbation of
v M~

IRP*P 5 G(q) > 0, so that the LCP matrix is a P-matrix (the LCP (28) has a unique solution for any

b(q,q,t)), or at least a strictly copositive matrix (the LCP has at least a solution for any b(q, ¢,t) [26}
Theorems 3.3.7 and 3.8.5]).

[IVhi(q)]] -1 HlSQW(Ut,l) 0
and G(q) = I. Notice that the perturbation needs not be symmetric, except if p1 = po and vi1 = Vg2,

Example 6 Consider the system of sectionlZZZ8. One has —ngHT(q) diag (L) =— < 0 Hosgn(ve,2) )

RR n° 8158



32 Bernard Brogliato

which occurs if & = 1. A characterization of a P-matriz is that it has all its principal minors positive
[28, definition 3.3.1]. The matriz of interest here is ( L ~H2sgn(ve,2) > Its first principal

— 1591 (Vg ,1) 1
minor is 1, the second one is 1 — pipasgn(ve 2)sgn(vy1). So if the two tangential velocities have reversed
signs, the matriz is always a P-matriz whatever the friction. If the tangential velocities have the same
signs, then it is a P-matriz if and only if urps < 1 (the strict inequality is important since otherwise one
obtains a Py-matriz). This allows for a high friction at one contact, provided the other contact has low
friction.

Apart from the basic result that if the LCP matrix is a P-matrix then the LCP always has a unique
solution, some refined results may be stated, taking into account that G(q) = n] M (q)n, is symmetric
positive definite. Let us denote the perturbation matrix as

A

P(q, i, v¢) = —n) Hr(q)diag <M17&) , &i € sgn(ve). (86)

IVhi(@) | ar-

Proposition 13 Suppose that G(q) > 0 and P(q, u,v¢) = €A(q) with A(q) symmetric, € real. Then there
exists €* such that for all |e| < € the LCP matriz D(q, p,vt) is positive definite, and the LCP in (20)
has a unique solution for any b(q,q,t).

Proof: as for Proposition @l the result follows from [A9, Exercise 8, p.218]. B

The smallness of € may be a consequence of either small friction, or of small couplings between normal
and tangential directions, that is the matrix n] Hy(q) may have small entries. One difficulty with the
analysis of this problem is that in general, the LCP matrix is not symmetric. Perturbations that preserve
the positive definiteness can also be characterized as follows:

i
LCP matriz D(q, p,ve) = G(q) +P(q, p, vt) is positive definite, and the LCP in (28) has a unique solution

1
Proposition 14 Let G(q) > 0. Suppose that |[n] Hr(q)||2 (Zle ||Vh#i§ﬂ2 1 ) ’ < HGfll(q)Ilz' Then the
M —

Proof: Let M = G(q), A = G(q) + P(q, p,ve) = D(g, p,vt), so that M — A = —P(q, p, vt). From
[24, Theorem 2.11] (see TheoremBlin the appendix) the condition ||G~1(q)||2||P(q, i, vt)||2 < 1 guarantees
that D(q, 1, v) > 0. Now from Proposition 9.3.5 in [8] one has || P(q, u, v¢) ]2 < |0l Hr(q)||2 Hdiag (W) ’

@ aym

the result follows. W

Again the interest of Proposition [ is that it provides explicit upperbounds on both the frcition and
normal/tangential couplings, as a function of the kinetic angles. Another result using the copositiveness
is as follows :

)

2

Proposition 15 Let G(q) + P(q,p,vt) be copositive. If b(q,q,t) € Q¢ p then the LCP in (24) has a
solution.

Proof: Directly from [26, Theorem 3.8.6]. H

In small dimensions (say, no more than 3 or 4 contact points) the copositivity may be checked [37].
Further necessary conditions may be derived from the fact that G(gq) has diagonal entries equal to unity,
but are not discussed here for the sake of briefness of the paper. The criteria derived in Propositions B,
[ @ A Lemmas[ B Theorem B can be refined when dealing with particular systems.

5 Conclusions
In this paper it is shown that a specific state-space transformation of the Lagrange dynamics with

unilateral constraints and impacts, yields a suitable framework for the analysis of kinematic impact laws,
and of the contact Linear Complementarity Problem (closely related to the occurrence of the Painlevé
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paradoxes). The transformed velocity may also be seen as a quasi-velocity, constructed from projections
in the kinetic metric. Kinematic impact laws with and without friction are analysed, in particular the
energetical consistency is carefully studied in all cases. Explicit, computable bounds on the friction
coefficients and on the inertial couplings that guarantee the consistency are provided. Preliminary results
on the well-posedness of the contact LCP in the multi-contact case are also given. Examples illustrate
the developments.

A Theorem 2.11 in [24]

We give here just an excerpt of this result, and two easy corollaries of it.

Theorem 3 Let M € IR"*" be a positive definite matriz. Then every matriz

Ae{a]||(ampr)”

M — Alls <1}

2

is positive definite.

Corollary 2 Let D = P+ N, where D, P and N are n X n real matrices, and P > 0, not necessarily
symmetric. If

[V ]l2 < (87)

then D > 0.
Proof: Follows from Theorem Bl with A2 D and M 2 P. B
Corollary 3 Let M € IR"™" be a symmetric positive definite matriz. Let A = BM for some matriz B.

If
|M || M| - Bll2 < 1

then A is positive definite.
Proof: Since M = M7 applying Theorem Bl gives that ||M ~1||2||M — BM||2 < 1 guarantees that A > 0.
Now from [8, Proposition 9.3.5] one has ||M — BM||2 < ||M||2||I — B||2: the result follows. W

B Theorem 3.8.6 in [26]

Theorem 4 Let M € IR"™™" be a copositive matriz, and let ¢ € IR"™ be given. If the implication
[v>0,Mv=>=0,0"Mv=0]=[vlqg>0]

is valid, then the LCP: 0 < A L MX+ q > 0 has a solution.

The implication is equivalently rewritten as ¢ € Q3.

C Propositions 8.1.2 and 9.3.5 in [§]

Proposition 16 Let A and B be n X n symmetric real matrices, and S be an m X n real matriz. Then:
zi) if A < B then SAST < SBST; ziii) if SAST < SBST and rank(S) = n, then A < B.

Proposition 17 Let A be an n x m and B an m x | matrices. If p € [1,2] then | AB||, < ||Allp|| Bllp-
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D Proof of (G3)

Let us start from (7). Since R has full rank and using PG(q) = I'"' (& T'R™! = GTR) this is equivalent
to:

z—Ro(t™) € —R'TT Ny () (CR™' (2 + RAv(t7)). (88)

Let y = z + RAv(t7). In view of the definition of W(q), and since Ny ()(:) = Oy (g (), one has
Ny ()W) = 0y (g)(y) = (PR™1))T 9w () (TR 'y), where the chain rule of convex analysis has been
used. The expression in ([B9) is then a consequence of the fact that x —y € —Ng(z) < x = proj[K;y]
for any vectors z, y, and convex set K of appropriate dimensions.
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