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Abstract using to understand the scene in the form of activities car-
ried out by people observed in the scene.

The present work introduces a new method for activity  pegpite some success stories, scene understanding sys-
extraction from video. To achieve this, we focus on the mod-tems remain limited and usually can function only under re-

elling of context by developing an algorithm that automat- gyictive conditions (those defined by the models which hu-
ically learns the main activity zones of the observed scenemnans have defined for specific activities of interest). Here,

by taking as input the trajectories of detected mobiles. Au- ihe req challenge is to discover the activity patterndédal
tomatlcglly learning the context of the scene (activityg=)n 5150 actions, situations,behaviours, scenarios, scapts
a!lows first to extract a knowledge on the occupancy of the chronicles) by exploring efficiently spatial and temporal i
different areas of the scene. In a second step, learned zoneg, mation of detected objects. Such automatically learned
are employed to extract people activities by relating mmbil activity patterns allow uderstanding the scene.

trajectories to the learned zones, in this way, the activity

of a person can be summarised as the series of zones tha, .Furthermore,lhere \r/]ve stgte that Iearmgg rrgjeanlnfgfrlljl ac-
the person has visited. For the analysis of the trajectory, a tivity patterns rely on the maintenance and upaate ot the ac-

multiresolution analysis is set such that a trajectory ig-se tivity throughout time. However, not all learning/modet

mented into a series of tracklets based on changing speec}gcr:_n'qlfes are V\_'el_l ‘Zdarged t_o perftorT on-Ilgﬁ_tadaptgtlon.
points thus allowing differentiating when people stop to in n-line learning is indeed an important capability reqaire

teract with elements of the scene or other persons. Track-© pgrform scene analysis on Iong-term basis. In this work
lets allow thus to extract behavioural information. Stadi we aim at designing an unsupervised system for the extrac-

and ending tracklet points are fed to a simple yet advanta- tion of structured knowledge from large video recordings

geous incremental clustering algorithm to create an initia that can perform online. We show how meaningiul scene

partition of the scene. Similarity relations between résul activity characterisation can be achieved through trajgct

ing clusters are modeled employing fuzzy relations. TheseanalySiS' By employing clustering techniques, we define the

can then be aggregated with typical soft-computing alge- context.(activity zones) characterising the scen.e.c_iyrmmic
bra. A clustering algorithm based on the transitive closure Err.1ploy|ngllearn_ed zones we extract people activities by re-
calculation of the fuzzy relations allows building the final lating mobile trajectories to the Iegrned ZOnes. T_he agtivi
structure of the scene. To allow for incremental learning of a person can then_ t_)e summarised as Fhe SEres (.)f Zones
and update of activity zones (and thus people activities),th"’lt thg person has V'S't.ed.' For the analysis Of.the tra]ygcto
fuzzy relations are defined with online learning terms. We a multiresolution analysis is set such that a trajectorpgs s

present results obtained on real videos from differentacti mgnted Into a series of tracklets based_ on changing speed
ity domains. points. Starting and ending tracklet points are then fed to

a simple yet advantageous incremental clustering alguarith

to create an initial partition of the scene and find an initial
1. Introduction set of activity zones. Similarity relations between rasgilt

clusters are modeled employing fuzzy relations. These can

Scene understanding corresponds to the real time procesthen be aggregated with typical soft-computing algebra. A

of perceiving, analysing and elaborating an interpretetio ~ clustering algorithm based on the transitive closure daicu
a 3D dynamic scene observed through a network of sensorgion of the fuzzy relations allows building the final struetu
(including cameras and microphones). This process con-of the scene. To allow for incremental learning and update
sists usually in matching signal information coming from of activity zones (and people activities) fuzzy relations a
sensors with a large variety of models which humans aredefined with online learning terms. We present results ob-



tained on real videos from different activity domains. algorithm gives a system the ability to incrementally learn
The remainder of this paper is structured as follows. We new information from datasets that consecutively become
give first a short overview of the related work (secti@n available, even if the new data introduce additional classe
In section 3 we present an architectural overview of our that were not formerly seen. The previous approaches have
approach. The detailed methodology for activity extrattio not demonstrated to work with on-line learning capabditie
is presented in sectiodt. How we evaluate the proposed Indeed, many popular classifiers are not structurally suit-
approachis explained in sectidn Finally, Section6 draws able for incremental learning; either because they ardestab
the main conclusions and describes some perspectives.  [such as the multilayer perceptron (MLP), radial basis func
tion (RBF) networks, or support vector machines (SVM)],
2. Related Work or because they have high plasticity and cannot retain pre-
i _ ) i ) viously acquired knowledge, without having access to old
Ex;ractlon of _th_e aCt'V't'e.S contained in the video by data (such as -nearest neighbof)]. [ Specific algorithms
‘?‘Pp'y.'”g data-mml_ng techniques r_epresents an emergiNgpat have been developed to perform on-line incremental
flel_d in computer_ vision. Regently_lt has been sh_owr_l that learning include the Leader algorithnt] [ Adaptive Reso-
trajectory analysis from mobile objects detected in videos nance Theory modules (ARTMAPY{], Evolved Incremen-

can give meaningful activity information. Trajectory anal 5| aarning for Neural Networks 1[], leaders-subleaders
ysis has become a popular approach due to its effective 16]

ness in detecting normal/abnormal behaviours. Several ap-
proaches proposed on trajectory clustering include syjitt Our contribution in this work to the state of the art is
algorithms [L7], neural trees g, Hidden Markov Models  thus a trajectory analysis-based algorithm capable taeixtr
(HMM) [3, 10, 13]. Transforming trajectory points to an- complex activities with semantic description capable te pe
other space employing for instance PCA],[ICA [2] or form online. We achieve this by automatically learning the
DFT [1] has also been employed. The drawback in these context of the scene (activity zones), then relating mobile
approaches s that an activity patternis basically repitese ~ trajectories to the learned zones, such that, the actiity o
as a single route along which the objects travel repeatedly.a person can be summarised as the series of zones that the
Thus the only meaningful information that can be extracted person has visited. To guarantee that the algorithm works in
is what are the most common routes. More importantly, on-line way, we have set a memory factor allowing retain-
no semantic information can be drawn which facilitates ac- ing previously acquired knowledge, without having access
tivity understanding for end-users. Thus complex actiti  to old data and yet be able to learn from new incoming data.
including changing of route, partially stopping (for irder
tion with other mobiles or with static objects of the scene)
can hardly be captured and meaningfully described to an . .. .
end-user with these methods. 3. General overview of the activity extraction

In order to add semantic information to trajectory clus- system
ters, recent approaches describe trajectory information i
terms of mobile origin-destination such as Patino et al.  Our proposed system works off-line and is composed of
[11],Sankaranarayanan et al. 14] where only begin-  four modules applied sequentiallyTracklet calculation
ing/ending points of the trajectory are analysed. Alterna- process We study the trajectory speed variations in order
tively beginning/ending trajectory points serve to ledrat  to distinguish between the mobile in a stationary statep(sto
entry/exit zones (also called sink and sources) of the scengoints) or moving state.Point clustering: We aim here
[17, 8] or any general activity zonel[]. Zhou et al. [L8] to automatically discover unknown activity zones. Stop
on the contrary first manually define rough borders of sink points obtained from the previous tracklet calculation-pro
and sources to guide the activity clustering employing Ran- cess are clustered together. The different areas occupied
dom Field Topic models but the learned activities are still by disjoint groups of stop points form the new discovered
single routes. Recently, Hospedales et al/] Have also activity zones.Zone merginglt is possible that some dis-
proposed Markov Clustering Topic models for more com- covered activity zones are partially overlapping. Whes thi
plex activity modeling but the learning of activity zones fo is the case, both regions are most certainly part of a bigger
better semantic interpretation has not been adressed. activity zone. Our algorithm will attempt to merge those

In addition to activity clustering, in order to enable dy- overlapping activity zonesEvent discovery and Activity
namic adaptation to unexpected or newly observed data, weextraction: One displacement through two different zones
need a system able to learn the activity clusters on line. On-is marked as a simple event in our system. This module will
line learning is indeed an important capability required to find out all different simple events occurring in the video
perform behaviour analysis on long-term basis and to antic-and from them extract the different activities defined by the
ipate the human interaction evolutions. An on-line leagnin  series of zones that the person has visited.



4. Activity Analysis and Clustering 4.2. Context analysis process

We understand activity as the interactions occurring be- ~Modeling the spatial context of the scene is essential
tween mobile objects themselves and those between mofOr recognition and interpretation of activity. Becausesit
biles and the environment. We employ trajectory-based N0t possible to define a-priori all activity zones, manually
analysis of mobiles in the video to discover the points of defined contextual zones do not suffice to describe all pos-
entry and exit of mobiles appearing in the scene and ulti- Sible situations or evolving actions in _the monitored scene
mately deduce the different areas of activity. In a second e thus propose thus to learn the activity zones.

step, mobile objects are then characterised in relationeto t ~ In our approach, we propose to find first high resoluted
learned activity areas. (small in size) entry/exit activity zones, which in a second
step could be further regrouped to obtain broader activity
zones (following an hierarchical agglomerative algorifjhm
4.1. Trajectory analysis process: Tracklet calcula-
tion
4.2.1 Clustering of tracklet entry/exit points
In order to discover meaningful activity, it is of prime im-
portance to have available detailed information allowimg t For this step, we employ the well-known clustering Leader
detect the different possible interactions between msebile algorithm []. It has the advantage to work on-line with-
As our system is based on trajectory analysis, the first stepout needing to specify the number of clusters in advance. In
to prepare the data for the activity clustering methodology this method, it is assumed that a threshdli$ given. The
is to extract tracklets of fairly constant speed allowing to algorithm constructs a partition of the input space (defin-
characterise the displacements of the mobile or its station ing a set of clusters) and a leading representative for each
ary state. cluster, so that every object in a cluster is within a diseanc
T of the leading object. The thresholdis thus a measure

for objectO; in this dataset is defined as the set of points ©f the diameter of each cluster. The algorithm makes one
[2;(t), y;(£)] corresponding to their position points; x and pass through the (_Jlataset, assigning each_ object to the clus-
y are time series vectors whose length is not equal for all t€f Whose leader is the closest and making a new cluster,

objects as the time they spend in the scene is variable. Théd @ néw leader, for objects that are not close enough to

instantaneous speed for that mobile at pgintt), y;(t)] is 2"V existing leaders. N o _
Let us consider the position of a mobile ligx,y), its

1
thenv (t) = (I )+ (t)Q) * . The objective is then to  influential zone,Zn, is defined by a radial basis function
detect those points of changing speed allowing to segmeni{RBF) centered at the positidy) and the belonginess of a
the trajectory into tracklets of fairly constant speed st th new point p(x,y) to that zone is given by:
the trajectory can be summarised as a series of displace-
ments at constant speed or in stationary state.

If the dataset is made up Of objects, the trajectoryr;

The mobile object time series speed vector is analysed in Zn(L,p) = ¢(L,p) = exp(—|p— LI’T?) (2
the frame of a multiresolution analysis of a time series func
tion v (k) with a smoothing functiorps- (k) = p (2°k), to The RBF function has a maximum of 1 when its input is

be dilated at different scales In this frame, the approx- p = L and thus acts as a similarity detector with decreasing
imation A of v (k) by p is such thatA,.-1v is a broader  values outputted whenevestrides away froni. An object
approximation ofA,;sv. By analyzing the time series at element will be included into a clustefn if Zn(L,p) >
coarse resolutions, it is possible to smooth out small $etai 0.5; the cluster receptive field (hyper-sphere) is controlled
and select those points associated with important changes.by the learnt parametdr. In this work we have employed

The speed change points are then employed to segmerihe threshold setting value suggested hy] |
the original trajectorytr; into a series ofi trackletstk.
Each tracklet is defined by two key points, these are the )
beginning and the end of the tracklét’ (1), y:(1)] and 4.2.2 Merging tracklet zones
[#%(end), y} (end)]. By globally reindexing all tracklets, let
m be the number of total tracklets extracted, we obtain the
following tracklet feature vector :

We find the final activity areas by merging similar entry/exit
tracklet zones. We look to establish a similarity relatien b
tween the different zones defined by the tracklets. At the
end, new zones are given by the fulfillment of different rela-
tions. The first relation indicates if zor#&; overlaps zone
thm = [2m(1), ym (1), Zm(end), ym(end)] (1) zn;. This relation is defined as follows:



R1;;: ZoneZn, overlaps Zon&n;

3

Rl =Y

k=1

>

p(z,y)€(Xik,Yir)

Znj(Lj p(z,y)) | (3)

and (Xi5, Yin) = {@Tcos 0) + Li}with(-) =0,.,%,..,27

That is, points(z,y) € (X, Yix) belonging toZn;
centered af_; are tested to verify the overlap/similarity be-
tweenZn; andZn;.

In order to make the algorithm work with on-line learn-
ing capabilities, capable of retaining the previously ac-

alpha level 2 ;

Figure 1. Left top panel: Original underground scene olexkry

quired knowledge but able to learn from new data we have 'the camera with user-defined areas delimitating the sdeee

introduced a memory factdreta, as follows:

Rl = (1—B) Rl + B8R (4)

whereR1}; is the current relationship value aml  is
the relationship value from a previous analysed dataset.

Similar relations that we have introduced are the follow-
ing

R23§j: zoneZn,; and zoneZn; are destination zones for
mobiles departing from the the same activity zéfre,

R33§j: zoneZn; and zon&n; are origin zones for mo-
biles arriving at the the same activity zo#Ae,

R43§j: zoneZn; and zone&Zn; have aboutthe same num-
ber of detected mobiles stopping at the zone

R53§j: zoneZn; and zon&n; have about the same mo-
bile interaction time. The mobile interaction time is the
mean time a mobile spends in that zone.

All relations can be aggregated employing a soft com-
puting aggregation operator such as

R R R1' n R2t N R3' N R4* N R5!
max (0, R1* + R2' + R3' + R4' + R5' —4) and made
transitive with:

RoR(z,y) =maxmin[R(x,z),R(z,y]) (5)
Risthen atransitive similarity relation witR indicating
the strength of the similarity. If we define a discrimination
levela in the closed interval [0,1], ann— cut can be defined

such that

R (z,y) =1 R(z,y) 2 o (6)

It is thus implicit thata; > as & R* C R*2 ; thus,

the R form a nested sequence of equivalence relations, or

from the classification point of viewg* induces a partition
7 = {Zni*} such thatv; > ao implies 7! is a refine-

ment of7*2; that is, learned zones af'* are a refinement
of learned zones at*2.

maining panels: Learned zones in a 3D top view. They correspo
to activity areas as discovered with our algorithm. Diffargran-
ularity levels allow understanding the activity with diféat reso-
lutions

4.3. Event and Activity extraction process

We aim at creating a system for the recognition and inter-
pretation of human activity and behaviour, and extract new
information of interest for end-users. Low-level tracking
information is thus expected to be transformed into high-
level semantic descriptions conveying useful and novel in-
formation. In our application, we transform low-level tkac
ing information into behaviour knowledge by extracting
events and activities that give account of mobile displace-
ments through the scene. We do this thanks to the series of
tracklets summarising a mobile trajectoty, and thankséo th
learned zones and any user-defined contextual zone. Let us
assume,

we have in totak = 1,..., K zones,Zny, on the scene
after the zone learning procedure.

More precisely, we define:

a simple Event is the information an object is transferring
from one zon&Zn,;, to a second zon&n,

an Activity is the combination of all simple events associ-
ated to the mobile object

Two different kinds of simple events can then be identi-
fied:

e Mobile moving from Zone&Zny, to ZoneZn,,
e Mobile Inside Zon&Zn,,

5. Experimental Results and Evaluation

To test our approach, we have worked on the extraction
of activities from the video recorded at one entrance hall
in the Torino (Italy) underground system. The algorithm



for unsupervised learning of activity zones was applied firs
to a one hour-duration video from the Torino underground i
system. The final relatio® given in equation ), which

verifies the transitive closure, is thresholded for diffdre

«a — cut values going from 0 to 0.9 and with a step value

of 0.05. The system gives the possibility to the end-user mn
to select the partition containing the number of activity ar

eas which may suit best his needs. Figdrpresents those

learned zones corresponding to the analysed video. Foukigure 3. Example of two common activities in the Torino unde
different activity levels are calculated from the systerheT  ground.

first level groups all the activity in the scene and thus gives

the information as a single activity area where individuals ST

are moving around in the station. The second level gives the
information of activity occurring in broad areas. The fdurt
level gives activity information with smaller and more de-
tailed areas. The third level is a compromise between levels
two and four. It can be observed that at the different gran-
ularities, those areas being the most employed are: The en-
try/exit areas to the station, the turnstiles area, andrtbesa
corresponding to the vending machines. Figure 4. Example of two abnormal trajectories in the Totime
derground. Left panel: changing vending machine, rightepan
going through the station.

To test the on-line learning capabilites we have
analysed four different week days (2 hours/day)
from the Torino underground system. We have
also worked on the publicly available Edin- covered activities we obtain the following results: TP:26,
burgh Informatics Forum  Pedestrian  Database FP:3, FN:1, Precision:0.89, Sensitivity:0.96.
(http://lhomepages.inf.ed.ac.uk/rbf/FORUMTRACKING/)
where we have processed on-line six full working days. 6. Conclusions
Figure 2 shows how most employed activity zones stabilise . .
with the processing of long-term data and the discovered N this work we have presented an off-line system for hu-

zones are in agreement with the manually-defined zones offan activities extraction with on-line learning (incremen
interest. tal learning) capabilities. So far we have set up a system

which starts in a first step by the unsupervised learning of
the main activity areas of the scene. In a second step, mo-

S bile objects are then characterised in relation to the khrn
zones. The whole activity observed from the scene can_  © o ) . . L )
activity areas: either as 'staying in a given activity zooe

then be reported following the behaviours inferred from the | . o ,
o . _transferring from an activity zone to another’ or a sequeenc
learned zones. Some examples of such activities are: at

Zone 8 (Stays at VM1), Zone 1 to Zone 8 (ZE1 to VM1), of the previous two behaviours if the tracking persists long

Zone 4 to Zone 15 (Turnstiles to ZE2). The last two shown enough. This gharact\_erl_sanon has allowed us to o_btaln al-
in figure 3. ready informative statistics on the use of the station, and

) ) ) _ discover what are the main activity areas and main displace-
When arranging the occurring events according to their jyants of people in the station. Applying on-line learning,
semantic, and looking at their frequency of occurrence , it \he system is able to continuously process long-term video
is possible to observe that the most common activities Carrecordings. From the analysis of different consecutivesday
ried out in the station hall are people detected at the northya have shown in this paper how activity zones can be learnt
station entry/exit, and people detected at the tumsties;a  ncrementally and refined. Two different application do-
the flow of people between these two areas (representing alynains have been explored in this regard. Our current evalu-
ready 50% of the whole station activity). On the other hand, 4o, signals encouraging results. Our future work cossist
rare activities are for instance those of people going hou i, 5 more complex characterisation of the activities by in-

the station from one entry/exit to the opposite entry/ekit o ¢|,ging more features other than spatial activity zones.
going from one vending machine to the other one (we have

depicted these trajectories in figurg. To test the validity

of the activity extraction we analysed one hour video where
each trajectory has an annotated activity according to user This work was partially funded by the EU FP7 project VANA-
defined ground-truth zones. When comparing with our dis- HEIM with grant no. 248907.

As mentioned in section4.3, we achieve behaviour
carachterisation by linking low-level tracking to the lead
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Figure 2. Two examples of on-line learning with the propoapgroach. Activity zones are updated as new data is availdiolp panel:
user-defined ground-truth zones are given in dotted linetoB panel: ground-truth entry/exit zones are given withas.
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