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A Hybrid Multi-View Stereo Algorithm for
Modeling Urban Scenes

Florent Lafarge, Renaud Keriven, Mathieu Brédif, Hoang-Hiep Vu

Abstract —We present an original multi-view stereo reconstruction algorithm which allows the 3D-modeling of urban scenes as a
combination of meshes and geometric primitives. The method provides a compact model while preserving details: irregular elements
such as statues and ornaments are described by meshes whereas regular structures such as columns and walls are described by
primitives (planes, spheres, cylinders, cones and tori). We adopt a two-step strategy consisting first in segmenting the initial mesh-
based surface using a multi-label Markov Random Field based model and second, in sampling primitive and mesh components
simultaneously on the obtained partition by a Jump-Diffusion process. The quality of a reconstruction is measured by a multi-object
energy model which takes into account both photo-consistency and semantic considerations (i.e. geometry and shape layout). The
segmentation and sampling steps are embedded into an iterative refinement procedure which provides an increasingly accurate hybrid
representation. Experimental results on complex urban structures and large scenes are presented and compared to the state-of-the-art
multi-view stereo meshing algorithms.

Index Terms —3D modeling, multi-view stereo, urban scenes, hybrid representation, jump-diffusion.

✦

1 INTRODUCTION

The 3D reconstruction of urban environments from
multi-view stereo images is a well known computer
vision problem which has been addressed by various
approaches but remains a challenging issue [1], [2].
Urban scenes are difficult to analyze mainly because
the structures significantly differ in terms of complexity,
diversity, and density within the same scene. Created
according to man-made rules, this kind of scenes has
some common characteristics. In particular, the high
occurrence of piecewise planar structures and the shape
repetition are increasingly exploited in the recent meth-
ods.

1.1 Related works

In the literature, urban scene reconstruction from multi-
view stereo images has been addressed by different
families of approaches which can be ranked according
to the nature of the 3D-models.
Meshes constitute a collection of vertices, edges and
faces that defines the shape of polyhedral objects.
Several types of methods are used to generate a mesh
from multi-view stereo images. Region growing based
methods consist in generating a cloud of 3D points from
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the images, and then expanding small flat patches from
these points using photo-consistency considerations.
These methods provide good results in practice, as
demonstrated by Furukawa et al. [3] or Goesele et al.
[4], but usually suffer from a large amount of tunable
parameters which makes difficult to reach the optimal
results. Others works, e.g. Campbell et al. [5] or Kolev et
al. [6], tackle the problem by fusing a set of depth maps,
i.e. view-dependent 2.5D representations where each
point of the map is associated with a single depth value.
These methods can be easily parallelizable. Nevertheless
the depth map quality is usually low when the images
are either poorly textured or of low resolution, as
underlined in various works and comparative studies
[7], [8], [9]. Some variational methods, e.g. Pons et al.
[10], make the meshes evolve towards a local solution
minimizing image prediction errors. Less common but
particularly efficient for occlusions, some methods, e.g.
Vu et al. [11] or Labatut et al. [12], use 3D Delaunay
triangulations generated from a cloud of 3D points to
extract a photo-consistent surface. Note also that the
mesh-based representations of urban scenes can be
obtained from laser scanning [13], [14], video sequences
[15] and even Internet-based photo collections [16], [17],
even if, in this last case, the results are still particularly
sparse.
The efficiency of these different methods is evaluated
on common datasets, in particular the Middlebury
[18] and Strecha facade [19] benchmarks. Generally
speaking, the mesh-based models generated from
multi-view stereo images provide highly detailed
descriptions of urban structures featuring ornaments,
statues and other irregular shapes. However, man
made objects contain many regular structures which
are not optimally modeled by meshes in practice. For
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example, modeling a planar wall of a facade by several
thousand of triangular faces is both less accurate and
less compact than by using a 3D-plane. In addition, no
semantic consideration is taken into account in these
approaches: the 3D models cannot be consolidated by
the understanding of the scenes.

3D-primitive arrangements are also frequently used
for reconstructing urban scenes from multi-view stereo
images. Piecewise planar models are particularly well
adapted to describe urban environments. Planes are
usually detected from the data, and then arranged in
3D using photo-consistency but also model complexity
considerations, e.g. Baillard et al. [20] who reconstruct
buildings from aerial images or Chauve et al. [21]
in a more general multi-view stereo context. In the
works proposed by Sinha et al. [22] or Xiao et al.
[23], the arrangement of the planes is not directly
realized in 3D but is performed in the images or
estimated depth maps. This simplifies the arrangement
procedure but makes the 3D-models sparse and view
dependent. Strong urban assumptions can also be done
to simplify the plane arrangement procedure and to
consolidate the 3D model. For example, Furukawa
et al. [24] use the Manhattan-world assumption which
states the predominance of three mutually orthogonal
directions in the scenes [25]. Block assembling based
models usually provide a more general description
of scenes than piecewise planar models: the different
components in the scenes are identified via a library
of parametric urban objects, and assembled together
according to strong urban assumptions related to man-
made rules. Dick et al. [26] assemble facade components
using a Monte Carlo sampler from terrestrial images
whereas Lafarge et al. [27] combine various types
of 3D roof blocks from aerial data. Grammar-based
models also constitute elegant methods which are
usually well-designed to insert urban knowledge
driving the reconstruction. It is particularly adapted to
facade modeling [28], [29], [30] and also to building
reconstruction [31]. Note also that many works, e.g. [32],
[33], [34], have been proposed to introduce semantic
information in 3D building representations by detecting
and inserting various urban objects such as windows,
doors or roof superstructures.
The primitive arrangement based methods produce
efficient regularized 3D-models driven by semantic
considerations, and have an appealing storage and
rendering capacities. However, they remain simplistic
representations and fail to model fine details and
irregular shapes. In particular, evaluating these models
on multi-view stereo benchmarks [18], [19] usually
produces average results which cannot compete against
the best mesh-based models.

To a lesser extent, other types of approaches have also
been proposed. However they offer less possibilities and
are usually restricted to specific contexts. In particular,

Level set methods [35], [36], [37] have interesting
properties to deform surfaces. They are efficient for
organ modeling, face tracking and, more generally,
variational shape representation but are not well
adapted to describe urban objects and scenes containing
piecewise planar structures.

1.2 Motivations

The two main families of approaches mentioned above
have complementary advantages: semantic knowledge
and compaction for primitive arrangement based mod-
els, reconstruction of details and non-restricted use for
mesh-based models. A natural but still lightly explored
idea is the combination of 3D-primitives for representing
regular elements and meshes for describing irregular
structures (see Fig. 1). Such hybrid models are of in-
terest especially with the new perspectives offered to
navigation aids by general public softwares such as
Street View (Google) or GeoSynth (Microsoft) where the
3D representation systems must be both compact and
detailed.

Fig. 1. Our hybrid reconstruction (right) with the inputs
composed of multi-view images and an initial rough mesh
(left). Irregular elements such as statues are described by
mesh-based surfaces whereas regular structures such as
columns or walls are modeled by 3D-primitives.

This idea has been partially addressed by several works
in specific contexts. In former works [38], we proposed to
detect and inject geometrical objects in dense meshes of
urban scenes according to curvature attributes. However,
the method solely relies on the input mesh and no photo-
consistency information is used for detecting primitives
and controlling their quality. This drawback limits both
the accuracy and the consolidation of the models. Gallup
et al. [39] reconstruct facades from video frames by
hybrid depth maps composed of planar and non-planar
components. The method is formulated as a segmenta-
tion problem from the images which takes into account
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photo-consistency and texture considerations. Labatut
et al. [40] generate a cloud of 3D points from multi-
view stereo images in order to extract 3D-primitives by
Ransac. Primitives are then arranged and completed by
Delaunay triangulations. The resulted models are con-
sistent but fail at describing fine details due to outliers
contained in the point clouds.

1.3 Contributions

In this paper, we develop the concept of model
hybridness for reconstructing complex urban scenes
from multi-view images. Our method presents several
contributions to the field which are explained below.

Mesh and 3D-primitive joint coordination - As
mentioned above, hybrid modeling has been explored
lightly in multi-view stereo reconstruction either by
generating meshes where primitives are then inserted
[38] or by detecting primitives and then meshing the
unfitted parts of the scene using Delaunay triangulation
[40]. These approaches, based on successive heuristics,
cannot make two different types of 3D representation
tools (i.e. 3D-primitives and meshes) evolve and interact
in a common framework. A rigorous mathematical
formulation is proposed to address this problem
through an original multi-object energy model which
is based on stochastic sampling techniques especially
adapted for exploring complex configuration spaces
efficiently.

Shape layout prior in urban scenes - The lack of
information contained in the images is compensated by
the introduction of urban knowledge in the stochastic
model we propose. These priors allow the consolidation
of the 3D-models by favoring regularized primitive
layouts according to shape parallelism/perpendicularity
and repetitiveness properties. In particular, some
structures which are partially occluded in the images
can be fully reconstructed by 3D-primitives.

Efficient global optimization - The sampling of
both 3D-primitives and meshes is performed by a
Jump-Diffusion based algorithm [41] which combines
probabilistic and variational mechanisms. Such an
algorithm is particularly interesting in our case because
it allows the escape from local minima thanks to the
stochastic relaxation, while guaranteeing fast local
explorations with gradient descent based dynamics.

1.4 Overview

Starting from multi-view stereo images and a rough ini-
tial surface, we aim to obtain a hybrid model with a very
good accuracy to compaction ratio. A two-step strategy
is adopted, consisting first in segmenting the initial
mesh-based surface and second in sampling primitive
and mesh components simultaneously on the obtained

partition. A preliminary segmentation is important be-
cause it allows us to significantly reduce the complexity
of the problem. These two stages are embedded into
a general iterative procedure which provides, at each
iteration, an increasingly more refined hybrid model:
the extracted 3D-primitives are collected along iterations
whereas the mesh patches are subdivided and used as
the initialization of the next iteration (See Fig. 2). The
procedure stops when the mesh subdivision generates
facets which are too small to be accurately matched with
the images.

Fig. 2. Overview of the proposed approach.

This paper extends the work presented in [42] by de-
tailing the hybrid reconstruction model and its imple-
mentation, by presenting new results and comparisons
as well as commenting the mesh segmentation impact
on the general procedure. The paper is organized as
follows. The segmentation method is briefly presented in
Section 2. Section 3 details the multi-object energy model
for sampling simultaneously mesh patches and 3D-
primitives. The general iterative refinement procedure is
proposed in Section 4. Finally, experimental results are
presented and commented in Section 5.

2 MESH-BASED SURFACE SEGMENTATION

The sparse initial mesh-based surface is first segmented
by using an algorithm proposed in former works [38]. A
Markov Random Field (MRF) whose sites are specified
by the vertex set of the mesh and whose neighborhood
relationship is given by the edge adjacency, is used
to formulate the segmentation problem. Each vertex is
labeled by a local curvature attribute, i.e. planar, devel-
opable convex, developable concave and non developable. The
quality of a label configuration over the surface is mea-
sured by an energy composed of both a data term based
on a combination of principal curvature distributions,
and some propagation constraints taking into account
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the label homogeneity and the edge preservation. These
two components are balanced by a parameter β. The
α-expansion algorithm [43] is used to quickly reach an
approximate solution close to the global optimum.
The segmentation process has several interesting prop-
erties. First, it allows the extraction of the scene compo-
nents with few errors even when the surface is strongly
corrupted by both noise and degenerated facets. Many
approaches have been proposed in the literature for
segmenting synthetic mesh-based surfaces, as detailed
in comparative studies [44], [45]. However, most of these
methods cannot be easily extended to the surfaces gener-
ated by multi-view stereo processes and fail to correctly
segment them. An efficient segmentation of such non-
synthetic surfaces cannot be restricted to the use of
local descriptors but must take into account propagation
constraints in order to both be robust to the noise and
meshing degeneracies, and introduce urban knowledge
on the desired partition. Also of interest, the algorithm
is adapted to different mesh densities. The energy takes
into account a scale factor which is fixed proportionately
to the mean edge length of the global surface. The
main structures of urban scenes are detected even from
sparse meshes whereas urban details can be located from
dense meshes, as shown in Fig. 3. This constitutes a
key point for performing our general iterative refinement
procedure detailed in Section 4.

Fig. 3. Mesh segmentation. From left to right: one of the
input images and results from approximated mesh-based
surfaces with increasing triangle densities. Each cluster is
drawn with some random color. (NB: on the right column,
triangles are so small that the mesh seems plain)

In the sequel, a cluster is defined as a connected region of
identical labels extracted by region growing. Note that
the partitioning errors/approximations do not have crit-
ical consequences on the final result due to the general
iterative refinement procedure. The irrelevant clusters,
e.g. clusters composed of several regular shapes, will not
be associated to 3D-primitives but will take advantage
of a more accurate re-meshing to be more correctly seg-
mented at the next iteration of the refinement procedure
(see Fig. 2).

3 STOCHASTIC HYBRID RECONSTRUCTION

In the second stage, 3D-primitives and mesh patches are
simultaneously sampled from the previously segmented
mesh-based surface.

3.1 Definitions

Let us first define some mathematical notations.

• x
(0) is the initial rough mesh-based surface seg-

mented in N clusters by using the algorithm pre-
sented in Section 2. Each cluster, denoted by Ci with
i ∈ [1, N ], is composed of a set of vertices and edges
defining triangular facets, as illustrated on Fig. 4, left
column. The bordering vertices of the cluster Ci are
denoted by ∂Ci, and the set of edges connecting two
clusters Ci and Cj by E∂Ci,∂Cj

.
• mi is a mesh patch associated with the cluster Ci.

mi has the same number of vertices and the same
edge adjacency than Ci, but with different vertex
positions.

• pi is a primitive associated with the cluster Ci,
and defined by the couple (ri, θi) where ri is the
primitive type chosen among a set of basic geo-
metric shapes (plane, cylinder, cone, sphere and torus)
and θi specifies its parameter set. The border of pi

corresponds to the projection of ∂Ci on the primitive
surface.

• x is a hybrid model defined as a set of Nm mesh
patches and Np primitives, each of them associated
with a cluster Ci such that we have

x = {xi}i∈[1,N ] = {mi}i∈[1,Nm] ∪ {pi}i∈[Nm+1,N ] (1)

with Nm + Np = N . Note that a hybrid model
x preserves the topology induced by the initial
surface x

(0), as illustrated in Fig. 4. In practice, each
bordering vertex of ∂Ci cannot be displaced by more
than half of the length of its shortest adjacent edge
in x

(0). This condition allows the preservation of
a non-degenerated cluster adjacency, and excludes
degenerated models from the possible solutions, in
particular the empty set.

• H is the configuration space of the hybrid models
given the segmented initial mesh-based surface x

(0),
and be defined as a union of 6N continuous sub-
spaces Hn, each subspace containing a predefined
object type per cluster (i.e. 5 primitive types and 1
mesh-based structure). Note that H is a variable di-
mension space because the object types are defined
by a different number of parameters.

• U(x) denotes an energy measuring the quality of a
hybrid model x ∈ H.

In the next two parts, we propose a formulation of U(x)
and a sampler allowing to find the optimal hybrid model
x̂ minimizing U :

x̂ = arg min
x∈H

U(x) (2)
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In the sequel, we call an object, an element xi of a hybrid
model x, which is associated with the cluster Ci and can
be either a primitive or a mesh patch.

Fig. 4. Hybrid models. From left to right: An initial rough
mesh x

(0) segmented into 2 clusters C1 and C2, and two
hybrid models. The first hybrid model (center) is more rel-
evant: the upper cluster is associated to a refined mesh-
patch whereas the lower cluster is described by a cylin-
drical primitive. On the contrary, the second hybrid model
(right) is associated to two mesh-patches of poor quality.
Note that the cluster adjacency E∂C1,∂C2

(red segments
on the crops) is preserved with respect to the bordering
edges of the clusters (yellow and blue segments) such
that the hybrid models maintain the topology of x

(0).

3.2 Multi-object energy model

Formulating an energy U from the configuration space
H is not a conventional problem because several kinds
of objects (i.e. mesh and 3D-primitives) must be simul-
taneously taken into account. In addition, U must verify
certain requirements. In particular, U must be differ-
entiable in order to perform efficient gradient descent
based optimization methods. The proposed energy is
expressed as an association of three terms by:

U(x) =

N∑

i=1

Upc(xi) + β1

Nm∑

i=1

Us(mi) + β2

∑

i⊲⊳i′

Ua(pi, pi′) (3)

where Upc measures the coherence of an object surface
with respect to the images, Us imposes some smoothness
constraints on the mesh-based objects, Ua introduces
semantic knowledge on urban scenes for positioning the
3D-primitives, i ⊲⊳ i′ represents the primitive pairwise
set and (β1, β2) are parameters balancing these three
terms.

3.2.1 Photo-consistency Upc

This term, based on the work of Pons et al. [10], computes
the image back-projection error with respect to the object
surface.

Upc(xi) = A(xi)
∑

τ,τ ′

∫

ΩS

ττ′

f(Iτ , ISττ ′)(s) ds , (4)

where S is the surface of the object xi, f(I, J)(s) a pos-
itive decreasing affine function of a photo-consistency
measure between images I and J at pixel s, ISττ ′ the
re-projection of image Iτ ′ into image Iτ induced by S,
ΩS

ττ ′ the domain of definition of the back-projection and
A(xi) a function tuning the occurrence of 3D-primitive-
based/mesh-based surfaces. A(xi) = 1 if the object xi is
a mesh patch and A(xi) = λ otherwise. The λ parameter
is typically set slightly inferior to 1 so that 3D-primitives
are favored relatively to the meshes. The lower the value
of λ, the higher the primitive to mesh ratio in the hybrid
representation. The photo-consistency measure used for
computing f(I, J)(s) corresponds to the zero-mean nor-
malized cross-correlation function between images I and
J at pixel s.
This term has several interesting properties. Such an
image back-projection with respect to the surface S
first does not use an approximated geometry of S.
Secondly, it is easily computed with graphics hardware.
And thirdly, it intrinsically takes into account visibility
information as occluded reprojected surface patches do
not contribute to the energy.

3.2.2 Mesh smoothness Us

This term allows the regularization of mesh patches
through the introduction of smoothness constraints. We
use the thin plate energy ETP proposed by Kobbelt et
al. [46] which penalizes strong bending. In particular,
this local bending energy is efficient for discouraging
degenerate triangles. Our term Us is then given by:

Us(mi) =
∑

v∈Vmi

ETP (v, {v}) (5)

where {v} represents the set of adjacent vertices to the
vertex v and Vmi

, the vertex set of the mesh patch mi.

3.2.3 Priors on shape layout Ua

This term allows us to both improve the visual rep-
resentation by realistic layouts of 3D-primitives, and
consolidate the 3D-model, i.e. compensate for the lack of
information contained in the images by urban assump-
tions. The term is inspired from the Manhattan-world
assumption [25], and is expressed through a pairwise
interaction potential which favors both perpendicular
and parallel primitive layouts and object repetition in
a scene. For instance, an urban environment composed
of perpendicular and parallel planar structures is more
probable than multiple randomly oriented structures. By
considering two primitives pi and pi′ , we introduce

Ua(pi, pi′) = wii′(1 − cos(2γii′)
2α) (6)

where γii′ is the angle between the direction of revo-
lution of the two primitives. In the case of a spherical
shape, we have infinitely many axes of revolution and
thus the angle is considered as null. In the case of a
plane, its normal is considered as direction of revolution.
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α is a coefficient fixed to 5 which allows a quasi-
constant penalization of non perpendicular and non-
parallel primitive layouts while keeping the existence of
the derivative of Ua. wii′ is a weight which tends to favor
the repetitiveness of similar primitive types in the scene.
The higher the number of primitive types ti and ti′ in
the scene in terms of surface, the lower the weight wii′ .

Fig. 5. Shape layout prior. The piecewise interaction Ua

compares the orientation of the normals between two
primitives in order to favor their mutual orthogonality (stair
case on the left) and parallelism (column case on the
right).

Fig. 5 illustrates the impact of this prior on the shape lay-
out. On the stair case for example, the photo-consistency
term usually does not provide a robust estimation on all
the components of the stairs due to visibility problems
in the images. Without this prior, some primitives are
detected with a wrong orientation and a wrong type.
The prior corrects this problem by favoring an ideal
perpendicular/parallel structure arrangement of similar
primitive types.

3.3 Jump-Diffusion based sampling

Finding the optimal hybrid model x̂ requires non con-
vex optimization techniques which are able to sample
two different types of 3D-structures (i.e. primitives and
meshes) in a high and variable dimension space H.
This complex optimization problem is addressed using
a Jump-Diffusion based algorithm [41]. This type of
sampler has shown potential in various applications
such as image segmentation [47], [48] and target tracking
[49]. In particular, it can escape local minima through
the use of a stochastic relaxation while gradient descent
based dynamics guarantee fast local explorations of the
configuration space.
This process combines the conventional Markov Chain
Monte Carlo (MCMC) algorithms [50], [51] and the
Langevin equations [52]. Both dynamic types play differ-
ent roles in the Jump-Diffusion process: the former per-
forms jumps between the subspaces of different dimen-

sions, whereas the latter realizes diffusions within each
continuous subspace. The global process is controlled by
a relaxation temperature T depending on time t and
approaching zero as t tends to infinity. The diffusions
are interrupted by jumps following a discrete time step
∆t.

Fig. 6. List of the possible moves for mesh-based and
primitive-based objects during the Jump-Diffusion.The
bordering vertices (respectively edges) of the object are
illustrated by black dots (resp. blue segments) whereas
the interior vertices and edges (respectively primitive
surfaces) are displayed in grey (respectively color gra-
dation). Note that the bordering vertices of the object
are displaced in the different moves without changing the
adjacency relation with the neighboring objects illustrated
by the red segments.

3.3.1 Jump dynamics

A jump consists in proposing a new object configuration
y from the current object configuration x according to
a dynamic Q(x → y). The proposition is then accepted
with probability

min

(
1,

Q(y → x)

Q(x → y)
e−

U(y)−U(x)
T

)
(7)
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Fig. 7. Jump-Diffusion sampling. Evolution of the object configuration as the temperature decreases (from left to
right, top to bottom). The following color code will be used in the sequel: purple=plane, pink=cylinder, blue=cone,
yellow=sphere, green=torus, gray=mesh. Note how primitives are finally detected while details are preserved.

A jump must be reversible (i.e. the inverse jump y → x

must be possible): it constitutes a necessary condition to
the convergence of the algorithm. One single type of dy-
namic is used to perform jumps between the subspaces:
switching the type of an object in the configuration x

(e.g. a mesh patch to a cylinder or a torus to a plane).
The new object type is proposed randomly. This dynamic
consists in creating bijections between the parameter sets
of the different object types [50]. Note that the switching
kernel also includes jumps toward the same object type
but with a different parameter set, as illustrated in Fig. 6
with the vertex perturbation and primitives perturbation
moves.
The switching kernel is sufficient to explore the all
configuration space of our problem. In particular, any
configuration in H can be reached from any initial
configuration in a finite number of iteration, which is
a necessary condition to guarantee the irreductibility
of the Markov chain. However, diffusion dynamics are
also introduced in order to speed-up the optimization
procedure during the subspace explorations.

3.3.2 Diffusion dynamics
The diffusion process controls the dynamics of the object
configuration in their respective subspaces. Stochastic
diffusion equations driven by Brownian motions de-
pending on the relaxation temperature T are used to
explore the subspaces Hn. If x(t) denotes the variables
at time t, then

dx(t) = −
dU(x)

dx
dt +

√
2T (t)dwt (8)

where dwt ∼ N(0, dt2). At high temperature (T ≫ 0),
the Brownian motion is effective in avoiding local pits.

At low temperature (T ≃ 0), the role of the Brownian
motion becomes negligible and the diffusion dynamics
act as a gradient descent.
Two diffusion dynamics are proposed to explore each
subspace Hn: a mesh adaptation dynamic and a primi-
tive parameter adaptation dynamic.

• Mesh adaptation - This dynamic allows the evolution
of mesh-based objects using variational considera-
tions. The energy gradient restricted to the mesh-
based object mi is given by

∇mi
U = ∇mi

Upc + β1∇mi
Us (9)

Brownian motion, which drives the diffusion equa-
tions, allows us to ensure the convergence towards
the global minimum but makes the process ex-
tremely slow. In practice we found that the Brow-
nian motion is not necessary to explore mesh-
based object configurations because the switching
dynamic, which proposes random mesh patches,
efficiently enables the escape from local minima.
Therefore we favor computing time with a solution
close to the optimal one.

• Primitive adaptation - This dynamic selects relevant
parameters θi of primitive-based objects pi without
changing their types. It is particularly efficient in
accelerating the shape layout while keeping the
object coherent to the images. The gradient related
to this dynamic is given by

∇θi
U = ∇θi

Upc + β2

∑

i′

∇θi
Ua (10)
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Fig. 8. Iterative refinement procedure. From left to right, top to bottom: initial sparse mesh-based surface and hybrid
models at different iterations. Two details are illustrated on the bottom part. Note how more primitives are detected
while details are refined during the iterations. See Fig. 7 for color code.

3.3.3 Stochastic relaxation
Simulated annealing theoretically ensures convergence
to the global optimum from any initial configuration
using a logarithmic decrease of the temperature. In
practice, we use a faster geometric decrease which gives
an approximate solution close to the optimum [53].
Fig. 7 shows the evolution of the object configuration
during the jump-diffusion sampling. At the beginning,
i.e., when the temperature is high, the process is not
especially selective: the density modes are explored by
perturbing mesh patches randomly and detecting the
many various primitives mainly by using the jump
dynamics. The two diffusion dynamics allow the fast
exploration of the modes. At low temperatures, the
process is stabilized in configurations close to the global
optimum solution. Regular structures are extracted while
being organized according to the shape prior. The parts
of the wall are correctly detected as planar primitives
whereas the curved ground is represented by a slightly
spherical object. The irregular components are described
by mesh patches which evolve towards the optimal
meshing representation.

4 ITERATIVE REFINEMENT

The segmentation and the multi-object sampling are
embedded into a general iterative refinement procedure
in order to provide a more and more accurate hybrid
model. At each iteration, the extracted 3D-primitives are
accumulated with the primitives detected at the previous
iterations whereas mesh patches are subdivided accord-
ing to image resolution and used as the initialization of
the next iteration.
The mesh subdivision is performed using a classical
one-to-four triangle scheme, which has the advantage of
preserving sharp edges. A triangular facet is subdivided
while it exists one camera pair from which the visible
facet projection exceeds a user-defined number of pix-
els in both images. In our experiments this number is
fixed to 16 pixels which constitutes a good compromise
between photo-consistency computation robustness and
mesh refinement. The general algorithm stops when the
triangular facets of the remaining mesh-based surfaces
cannot be subdivided anymore.

This procedure has several advantages. First, it allows
the extraction of the main regular structures of the scene
at low resolutions. Thus we save time in comparison
with multi-view based meshing algorithms where these
regular urban elements are iteratively refined as the rest
of the mesh. We then focus on irregular components rep-
resented by the remaining mesh-based surface in order
to find other smaller regular structures at higher reso-
lution levels. Secondly, the eventual irrelevant clusters
generated by the segmentation algorithm are corrected
at the next iterations as a result of a more accurate
re-meshing. In particular, the first iteration from the
initial surface, which usually does not provide relevant
clusters, mainly consists in making the mesh patches
evolve toward a better mesh-based representation which
is correctly segmented.
This iterative refinement procedure is illustrated on Fig.
8. The main regular components of the scene such as the
wall, the door and some toroidal ornaments are extracted
from the first iterations whereas the ambiguous elements
are refined in order to be either extracted as primitives
(for example, the vertical columns on each side of the
door), or re-meshed as scene details (e.g. the statue head).

5 EXPERIMENTS

Our method has been tested on various datasets com-
monly used in multi-view stereo. The input surface
is generated using a 3D Delaunay triangulation based
approach [12] from a cloud of 3D points which is ex-
tracted from the multi-view stereo images. The obtained
initial meshes are particularly rough, noisy, and spatially
heterogeneous, but they are topologically close to the
real surfaces.

5.1 Implementation details

The meshing operations have been implemented by
using the Computational Geometry Algorithms Library
[54]. Graphical processors (GPUs) have been used for the
photo-consistency based computations.
The parameter β introduced in Section 2 is constant
during the successive segmentations and fixed to 0.2.
The parameters β1 and β2 weighting the various terms
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of the energy in Eq. 3 are more sensitive. β1 is fixed
to 0.5, and is constant during the iterative procedure
because the term Us, which takes into account the vari-
ations of the adjacent edge length in the mesh-patches,
evolves proportionally to Upc when the mesh patches
are subdivided. β2 has to be updated at each iteration.
Indeed, the importance of the shape layout prior Ua is
progressively reduced because the number of primitives
increases among the iterations whereas their size and
semantic meaning decrease. In practice, β2 is reduced by
a factor 4 at each iteration. For Entry-P10 and Herz-Jesu-
P25 datasets, the value of β2 at the first iteration is 0.1. λ

has been fixed to 0.9 in the experiments presented in this

section. The weights wii′ in Eq. 6 are fixed to 1−
Ati

·At
i′

4A2

where Ati
(respectively Ati′

) is the cumulated area of the
primitives of type ti (resp. ti′), and A is the cumulated
area of all the primitives.
The simulated annealing is performed using a classical
geometric decrease scheme of the form

Tt = To.α
t (11)

where α and T0 are, respectively, the decrease coefficient
and the initial temperature. The decrease coefficient α

is fixed according to the number of clusters N in the
object configurations (in practice, α = 0.9995

1
N ). T0 is

estimated by using the variation of the energy U on
random configurations. More precisely, T0 is chosen as
twice the standard deviation of U at infinite temperature
[55]:

T0 = 2.σ(UT=∞) = 2.
√

〈U2
T=∞

〉 − 〈UT=∞〉2 (12)

where 〈U〉 is the means of the energy of the samples.
Additional information on relaxation parameter tuning
can be found in [53].
Details concerning the switching kernel computation can
be found in the works of Green [50]. In our case, the
completion parameters are randomly chosen. Thus the
computation of the kernel is made easier because the
bijection function can be taken as the identity function.
The mesh-based object type is chosen with a probability
1
3 whereas the primitive-based object types are chosen
with a probability 2

3 . Note that, in the case of a jump from
a primitive to a mesh-patch, the triangulation is created
by projecting a regular 2D-grid on the primitive surface,
and by then randomly displacing the grid vertices under
a tolerance distance which guaranties a non-degenerated
mesh-patch. The mesh adaptation dynamic, which con-
sists in computing the energy gradient restricted to
mesh-based objects (i.e. ∇mi

U = ∇mi
(Upc + β1Us)), is

estimated by using the discrete formulation proposed
by Pons et al. [10]. Finally, the primitive adaptation dy-
namics is performed by computing the gradient ∇θi

U =
∇θi

(Upc + β2

∑
i′

Ua). While ∇θi
Ua is trivial to compute,

the photo-consistency term ∇θi
Upc requires advanced

estimation methods for non planar primitives. ∇θi
Upc is

estimated by using the first order approximation of the
Euclidean distance from points to primitives proposed

by Marshall et al. [56].
In order to improve the visual rendering of an hybrid
model, note also that, in practice, the set of edges
E∂Ci,∂Cj

between two adjacent clusters Ci and Cj associ-
ated with primitives can be collapsed such that the exact
geometric intersection of the two primitives is imposed.
However, this operation is only allowed for small edge
lengths in order to avoid degenerated configurations.

5.2 Large scene reconstruction

Fig. 9 and 10 present some results on different types of
urban scenes including facades from terrestrial images,
roofs from aerial data and a rock sculpture.

Fig. 9. Rock sculture reconstruction. Left: the initial rough
surface and some input images of the Calvary dataset.
Middle: mesh segmentation at low (top) and high (bottom)
resolutions. Right: associated hybrid models. The low
resolution model is composed of both low density mesh-
based surfaces mainly representing the statues and large
primitives corresponding to rock facets and columns. The
refinement procedure allows the reconstruction of many
small primitives on the high resolution model, especially
some regular parts of statues, bricks and missing small
facets whereas remaining mesh patches are very accu-
rate.

The obtained hybrid models provide interesting repre-
sentations of the scenes. The main regular components
such as walls, columns, vaultings or roofs are largely
reconstructed with 3D-primitives during the first iter-
ations of the refinement procedure (i.e. on the models
at low resolution). As shown on the church model, the
shape layout prior is especially useful at low resolutions
in order to obtain coherent structures in spite of the lack
of information contained in the images. The church is
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Fig. 10. Facade and roof reconstruction. Top row: some input images. Middle and bottom rows: hybrid models at low
and high resolutions. From left to right: Entry-P10, Herz-Jesu-P25 and Church datasets. Color code: see Fig. 7.

then mainly reconstructed by plane arrangements rep-
resenting roofs and facades. The primitive-based objects
are completed by mesh patches which allow us to easily
localize the urban details such as superstructures (chim-
neys, dormer-windows...) and ornaments on the church
walls. The hybrid representations at high resolution are
more detailed and accurate. The irregular elements are
correctly modeled by mesh patches. Some statue or or-
nament elements are described by small primitives such
as those, for example, on Calvary model where dresses
are represented by cones, head backs by spheres and
legs by tori. Note that the large primitives are useful for
identifying semantics in the scene by a subsequent basic
analysis. Structural components such as walls, roofs,
windows and dormer windows can be located from the
hybrid models using primitive attributes such as the
type, the positioning, the orientation or the adjacency
with neighboring primitives.
The segmentation stage plays an important role in the
general algorithm by defining the partitions of the initial
surface to sample (see Fig. 9). However, this stage is
not crucial because the hybrid sampling automatically
corrects the eventual bad clusters by re-meshing the
patches which are not relevant enough to be turned into
primitive-based objects. For instance, the segmentation
of the bricks surrounding the Calvary is not relevant at
low resolution because one single cluster is associated to
severals bricks. At the next iterations of the refinement
procedure, the cluster is subdivided into more relevant
clusters, each representing one brick.
The area of the meshes is negligible in the case of facade
and roof based environments but remains high for less

TABLE 1
Additional information (number of primitives and mesh
size) on the hybrid models presented on Fig. 9 and 10.

initial LR hybrid HR hybrid
surface model model

Entry-P10 51 prim. 342 prim.
(10 images) 9K vert. 20K vert. 0.33M vert.

16K fac. 37K fac. 0.62M fac.
Calvary 37 prim. 426 prim.

(27 images) 23Kvert. 56K vert. 0.55M vert.
47K fac. 0.11M fac. 1.04M fac.

Herz-Jesu-P25 41 prim. 263 prim.
(25 images) 14K vert. 42K vert. 0.38M vert.

17K fac. 77K fac. 0.74M fac.
Church 143prim. 406 prim.

(37 images) 21K vert. 82K vert. 0.13M vert.
34K fac. 0.15M fac. 0.22M fac.

regular scenes as the rock sculpture (see Table 1). Note
that the number of 3D-primitives in the hybrid models
at high resolution can be reduced by merging the similar
neighboring primitives in post-processing.
Fig. 12 shows the impact of the coefficient λ from the
Temple dataset [18]. A low λ value (e.g. 0.8) favors the
primitive occurrence but tends to generalize the scene
as illustrated with the four columns. Note also that the
shape layout prior impacts on the regularization of the
scene: the four columns are extracted by the same type of
primitives (i.e. cylinders) and with the same orientation.
On the contrary, a high λ value (e.g. 0.99), provides a
representation mainly composed of mesh patches, with
a better accuracy (0.48 mm vs 1.03 mm), but with less
semantic meaning.
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Fig. 11. Accuracy evaluation on Entry-P10 (top) and Herz-Jesu-P25 (bottom). The cumulative error histograms are
measured with respect to the standard deviation Σ of the ground truth accuracy [19]. The error maps of the different
models are established with respect to the ground truth (white=low, black=high, red=off-the-scale). Our high resolution
hybrid models obtain the first and second best accuracies for Herz-Jesu-P25 and Entry-P10 respectively.

5.3 Accuracy and compaction

The method has been compared to the standard mesh-
based algorithms which are evaluated in the multi-view
stereo benchmark proposed by Strecha et al. [19]. The
cumulative error histograms presented in Fig. 11 show
that we obtain the first and second best accuracies for
Herz-Jesu-P25 and Entry-P10 respectively.
Our method has several interesting advantages illus-
trated in the cropped elements of Fig. 11. First, the
regular structures which are partially occluded in the
images are more accurately reconstructed by using 3D-
primitives than by standard mesh-based multi-view

stereo algorithms, as shown on the column crops. Second
the trompe l’oeil structures (see for example the textures
representing fake ornaments on the walls of Entry-P10)
are correctly reconstructed contrary to the mesh-only
models which are based on a local analysis of the scene.
Another advantage is the compaction of our hybrid
representation. The level of compaction depends on the
type of scenes: the more regular the scene structures,
the more compact the hybrid model. On the Entry P10
and Herz-Jesu P25 datasets, our models at high resolution
allow the reduction of the storage capacity by a factor
superior to 5 with respect to the mesh-based models
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Fig. 12. Impact of the λ coefficient from the Temple
dataset. Left: input images and a rough visual hull as
initial surface; center: result with a low λ value; right:
result with a high value. Color code: see Fig. 7. The lower
the value of the λ parameter, the higher the primitives to
mesh-patches ratio in the final result. The high λ version
has a 0.48 mm accuracy and a 99.7% completeness on
the Middlebury benchmark [18] whereas the low λ version
has a 1.03 mm accuracy and a 95.7% completeness. Note
that the reconstruction of columns and pieces of walls
by cylinders and planes engenders a loss of accuracy in
such a case, i.e. when the structures are not regular.

obtained by [11], for a similar accuracy as shown on
Fig. 11. Note that the compaction of our hybrid models
is not obtained at the expense of their visual quality
as shown in Fig. 14. The presence of large primitives
in our models even simplifies the texturing process
in comparison with the mesh-based representations. In
particular, these results offer interesting perspectives for
integrating both detailed and compact models in public
visualization softwares.
The approach has also been compared to a hybrid mesh
simplification method proposed in former works [38].
Our models have a better accuracy, as shown in Fig. 13.
In particular, the hybrid mesh simplification method [38]
cannot correct the errors of the input mesh surface (see
the red patch in the crops). Globally speaking, the mesh
simplification models contain more primitives than our
results. However a large amount of these primitives is
not relevantly located as illustrated on the crop of the
statue head where a spherical primitive corrupts the face.
Our approach has a better preservation of the details due
to the photo-consistency considerations, and also a better
restitution of the urban structures as shown on the crop

of the door.

Fig. 13. Comparison with a primitive-driven mesh sim-
plification algorithm [38].Our results (left) have a better
accuracy than the mesh simplification models (center)
performed from the mesh surface obtained by [11] (right).
Both rendering (first row) and accuracy map (second row)
are provided by the facade benchmark [19]. The various
cropped parts underlines the benefits of our approach
which takes into account both photo-consistency and
urban shape layout considerations.

5.4 Limitations

First, some details located inside the main structures
can be lost with low λ values due to the primitive
accumulation process (see, for example, the small or-
naments on the doors of the Herz-Jesu-P25 model on
Fig. 10 incorrectly modeled by a spherical shape). One
solution would be to use the full hybrid model as the
initialization of the next refinement iteration instead of
simply considering the mesh-based objects. However
this would considerably increase the computing time.
Secondly, the shape layout prior fails to extract repetitive
structures by fully identical shapes in some locations
(see, for example, the set of small windows on the back-
ground tower of the Entry-P10 which are not represented
by similar primitives). Even if this prior allows us to
reduce the uncertainty and to give more coherence to the
global primitive layout in the scene, it can be improved
by taking into account additional primitive attributes
such as those proposed by Pauly et al. [57].
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Fig. 14. Visualization of hybrid models. From top to
bottom: the initial rough surface, our hybrid model without
and with texture. The primitive-based objets inserted in
the hybrid models are valuable to reduce the texture
distortion problems.

Note also that the rough initial surface has to be topolog-
ically close to the real surface to guarantee good results.
Finally, a more complex approach would be possible
by embedding the segmentation stage into the sampling
procedure. New kernels dealing with partition changes,
e.g. object merging/splitting dynamics, could be intro-
duced in order to unify segmentation and object sam-
pling. However, such an algorithm would be performed
at the expense of robustness and computation times.

6 CONCLUSION

We propose an original multi-view reconstruction al-
gorithm based on the simultaneous sampling of 3D-
primitives for describing regular structures of the scene
and mesh patches for detailing the irregular compo-
nents. Our approach offers several interesting charac-
teristics compared to standard mesh-based multi-view
algorithms. First, it affords high storage savings while
having an accuracy similar to the best mesh-based al-
gorithms [19]. Secondly, our hybrid model takes into ac-
count semantic knowledge in the scene which allows the
reconstruction of partially occluded regular structures
and of surfaces with trompe l’oeil textures. Finally, an ef-
ficient Jump-Diffusion sampler combining two different
types of 3D representation tools has been developed to
explore complex configuration spaces while preserving
fast computing times.
In future work, it would be interesting to improve the
shape layout prior by imposing more constraints on
the structure repetition. It could allow the correction of
errors at some locations. Also of interest is the extension
of the current library of 3D-primitives in order to include

more complex shapes and even to automatically adapt
the library to a given scene with a learning proce-
dure. Finally, embedding the segmentation step into the
sampling procedure is probably the most motivating
challenge in our future works.
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