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Abstract

The estimation of 3D surface correspondence constitutes
a fundamental problem in shape matching and analysis ap-
plications. In the presence of non-rigid shape deformations,
the ambiguity of surface correspondence increases together
with the complexity of registration algorithms. In this pa-
per, we alleviate this problem by using One-Class Support
Vector Machines (OCSVM) in order to normalize the pose
of 3D objects. We show how OCSVM are employed in order
to increase the consistency of translation and scale normal-
ization under articulations, extrusions or the presence of
outliers. To estimate the relative translation and scale of
an object, we use the 3D distribution of points that is mod-
elled by employing OCSVM to estimate the decision surface
corresponding to the surface points of the object. To evalu-
ate the performance, we use a dataset of 3D objects where
we introduce various extrusions, articulations or outliers
and demonstrate the increased robustness of the proposed
methodology.

1. Introduction

The increasing availability of 3D content together with
the advent of affordable 3D acquisition technology has
stimulated research in methods that facilitate the subsequent
processing of 3D objects. Within the plurality of appli-
cations where 3D objects are used, one of the most com-
monly encountered problems is pose normalization which
decomposes into the normalization of the translation, scale
and rotation. Pose normalization is most often performed
in applications such as content-based retrieval, thumbnail
generation, visualization and modeling where 3D objects
need to be positioned in a canonical frame. Pairwise sur-
face registration provides the optimal solution for the shape
correspondence problem which is drawing an increasing re-
search interest and has recently been introduced in SHREC
[1]. Pose normalization is an alternative approach that pro-

vides a single, global solution for each 3D object instance
which results in significant efficiency gains at the cost of
suboptimal surface correspondence.

In this paper, we focus on the translation and scale nor-
malization components of the 3D pose normalization prob-
lem that have been relatively undervalued in comparison
to rotation normalization. However, all three components
are equally important to obtain consistent shape correspon-
dence. We demonstrate that the state-of-the-art approaches
for translation and scale normalization become insufficient
as class-variation increases due to non-rigid shape defor-
mations such as articulation, extrusion or the presence of
isolated-outlying parts. To alleviate this problem, we pro-
pose the usage of a novelty detection algorithm, namely, the
One-Class Support Vector Machines (OCSVM) [12, 14] as
a more robust approach. Using OCSVM we estimate the
support of the high-dimensional distribution corresponding
to a set of points sampled from the surface of a 3D ob-
ject and derive the underlying distribution corresponding to
the object as the 3D volume that is constrained within the
boundaries of the OCSVM decision surface in 3D space.
This distribution is then used to derive the relative transla-
tion and scale of the object in order to perform a more con-
sistent normalization. This is achieved by lowering the sen-
sitivity of normalization to relatively trivial parts of the ob-
ject through outlier identification and employing a volume-
based approach that is more descriptive compared to solely
considering the surface of the object.

The remainder of the paper is organized as follows: In
Section 2, we discuss related work in the area of transla-
tion and scale normalization and outline the limitations of
the state-of-the-art approaches in order to motivate the pro-
posed methodology. In Section 3, we formally describe
the context in which we employ OCSVM to estimate the
distribution of a 3D object that is used to derive the corre-
sponding normalizing translation and scale. And finally, in
Section 4, we provide a quantitative evaluation that demon-
strates the superiority of the proposed method.
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Initial pose Translation normalized pose

(a)

(b)
Figure 1. Translation normalization using the centroid of the sur-
face of the object; (a) Example in articulated and non-articulated
object and (b) in an object with and without extruding parts.

2. Related work
3D pose normalization accounts for the normalization of

the translation, scale and rotation of 3D objects. This step is
required in applications where 3D objects need to be posi-
tioned in a canonical coordinate frame as, in general, these
three characteristics are arbitrarily set. For example, it is
necessary in content-based retrieval, where shape match-
ing is based on the establishment of correspondences be-
tween the surfaces of objects. Among the three normaliza-
tion problems, it is generally admitted that rotation normal-
ization is the most challenging problem with a significant
amount of related work [19, 8, 10], where the spatial, ori-
entation or symmetry distribution of the surface has been
used to determine the rotation of the frame of the object.
However, since rotation normalization is performed on the
basis of an appropriately chosen center of an object, transla-
tion normalization determines the effectiveness of pose nor-
malization to a greater extent. Therefore, we focus on the
translation normalization of 3D objects as well as scale nor-
malization that has been relatively undervalued although it
is a difficult problem in a number of cases.

Translation Normalization This problem is most fre-
quently addressed by computing the center of mass of a 3D
object and by translating it to make its center coincide with
the coordinates origin. For 3D geometrical objects consist-
ing of polygons, the center of the object is computed as a
weighted average of the total set of the polygon vertices
[20], or centroids of the polygons [19], i.e. as the centroid
of its surface. For the majority of 3D objects, this method

(a) (b)
Figure 2. Scale normalization to the unit cube. The scale normal-
ized version of the 3D object shown in (a) is not consistent in terms
of shape correspondence with the scale normalized version of its
deformed version with elongated carriage axis in (b).

is effective and objects are well normalized with respect to
translation. However, there are cases where this method is
not appropriate such as articulated 3D objects or objects
with isolated-outlying or extruding parts. Such cases are
demonstrated in Fig. 1 (a) and (b) respectively. Intuitively,
we would agree that the centers of the two objects in either
case should coincide (in a semantic context). However, by
setting the centroid of the surface of an object as its center,
we obtain a result that does not agree with our perception.
As it is evident from the examples, a small change in the
shape of 3D objects can have significant impact on the re-
sulting translation normalization which may in turn nega-
tively affect scale and rotation normalization. Clearly, we
expect that the perturbation of the centroid of the surface
of an object becomes more pronounced as the amount of
articulation or extrusion increases.

In the work of Podolak et al [10], the authors propose
the center of symmetry computed by the Planar Reflective
Symmetry Transform as an alternative approach to compute
the center of an object. They show that this method is more
robust in consistently determining the center of 3D scans
of objects, however the performance of the method depends
on the symmetry properties of the objects that become less
descriptive in the presence of non-rigid transformations.

The smallest enclosing ball of an object [5] has also been
considered as a method to determine its center as well as
its scale [7]. However, this approach is directly dependent
to the outlying parts of an object which makes it the most
unstable method as will be demonstrated at Section 4.

Scale Normalization This problem is traditionally ad-
dressed by setting the scale of a 3D object to fit within a
bounding volume of fixed size (unit cube or unit sphere), or
to a size proportional to the average distance of the surface
of an object from its centroid [8, 19].

The performance of the first method is problematic in
the presence of outlying parts that will cause an undesired

25



shrinking of the entire object in order to make it fit within
the bounding volume. A characteristic example is shown in
Fig. 2 where the objects are scaled so as to fit within the unit
cube. The object in Fig. 2 (b) is the same in every aspect
as the object in Fig. 2 (a) not considering the elongated
carriage axis. However, the scale normalized versions of
the two objects are significantly different.

Although scaling to a size proportional to the average
distance of the surface of an object from its centroid al-
leviates this problem, it is more a heuristic than a sound
methodology. In fact, the consistency of the normalization
can only be evaluated by visually examining each 3D object
individually. Moreover, the computation of the average dis-
tance is still dependent on the entire surface which implies
that the effect of trivial outlying parts is not trivial if they
are distant from the main cluster of points (e.g. Fig. 2 (b)).

3. Pose Normalization using One-class Support
Vector Machines

One-class support vector machines (OCSVM) is a nov-
elty detection algorithm [12] that estimates the support of
a high-dimensional distribution characterised by a set of
points labeled as belonging to the distribution. It has been
employed for applications that range from classification
[3, 6, 9, 17] to medical imaging [21], outlier detection
[22, 16] and surface reconstruction [13], but this is the first
time that it is employed to address the translation and scale
normalization of 3D objects.

3.1. Distribution estimation of a 3D object

We use OCSVM to estimate a 3D distribution corre-
sponding to the surface of a 3D object that enables a more
consistent computation of its relative translation and scale.
In detail, we consider the surface of a 3D object as a col-
lection of 3D points that are sampled from the correspond-
ing 3D distribution and we use OCSVM [2] to compute
the decision surface that separates this distribution from the
residual Euclidean space. The distribution that corresponds
to the object is the volume that is constrained within the
boundaries of the decision surface.

Let X = {x1, x2, ..., xm} denote the set of points that
are densely sampled from the surface of a 3D object, where
m is the number of points, xi ∈ T and T ⊆ R3. Let Φ
be a feature mapping from space T to a dot product space
H and k(x, y) a kernel function such that 〈Φ(x),Φ(x′)〉 =
k(x, x′), where 〈., .〉 denotes the dot product in H . We want
to compute a hyper-sphere with center c and radius R that
contains the maximum number of points xi while having
the minimum possible radius. This enables identifying parts
that are comparatively small to the overall shape and distant
from the main cluster of points that could cause a drifting in
the computation of the relative translation and scale.

The computation of the hyper-sphere is formulated as an
optimization problem described as follows:

min
c∈H,R∈R

R2 +
1

vm

m∑
i=1

ξi,

subject to ‖Φ(xi)− c‖2 ≤ R2 + ξi (1)

Here ξi denote the ”slack” variables that permit the exclu-
sion of outliers from the interior of the hypersphere, i.e.
parts that are relatively trivial if they reside far from the
primary distribution of points. Slack variables enable deal-
ing with non-rigid shape deformations such as extrusions
and articulations or isolated parts of the object that ideally
should not affect the determination of the relative transla-
tion and scale. The parameter v ∈ (0, 1] is used to control
the amount of slack, in other words, the tolerance to out-
liers. By decreasing the value of v, we increase the toler-
ance of the algorithm to outliers, while increasing the value
of v we achieve the opposite effect.

To solve the problem, we convert the objective function
to its dual form and derive the Lagrangian, from which we
get the dual problem:

min
α

m∑
i,j=1

αiαjk(xi, xj)−
m∑
i=1

αik(xi, xi),

subject to 0 ≤ αi ≤
1

vm
and

m∑
i=1

αi = 1 (2)

We solve eq. (2) by employing Sequential Minimal Opti-
mization [11], from which we obtain the coefficients αi and
derive the center c of the hyper-sphere. The decision func-
tion that models the distribution of points is determined by
fs(x) = sgn(f(x)) where sgn is the sign operator, giving
+1 if the input is positive, −1 if it is negative and 0 other-
wise, and f(x) is given by:

f (x)= R2 − (c− Φ(x))2

=R2− [
∑m
i=1 αiΦ(xi)]

2
+ 2

∑m
i=1 αiΦ(xi)Φ(x)− [Φ(x)]

2

=R2 −
∑m
i,j=1 αiαjk(xi, xj) + 2

∑m
i=1 αik(xi, x) −

k(x, x) (3)

If fs(x) = +1 then Φ(x) lies inside the hypershere and x
is considered to belong to the estimated distribution, while
if fs(x) = −1, Φ(x) lies outside the hypersphere and x is
considered not to belong to it. If fs(x) = 0 then x lies on
the decision surface, as in the case of support vectors.

In general, OCSVM can be employed using different
kernels and settings of parameters that determine the fi-
nal shape of the decision surface in the observation space.
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In our work we use the Gaussian kernel kG(a,b) =

e−γ||a−b||2 , where a,b ∈ T , since it has the property that
any set of points sampled from the surface of a 3D object
will always be separable in the projection (feature) space,
i.e. there is always a solution. This is true since the dot
product of any two mapped points is always positive, which
implies that all mapped points lie on the same orphant of
the projection space. Furthermore, all mapped points have
unit length which ensures that they are separable from the
origin in the projection space [13].

Using the gaussian kernel the OCSVM algorithm is pa-
rameterized by the γ variable of the kernel and the variable
v that controls the slack. The γ variable controls the shape
of the decision surface in 3D space in terms of its similar-
ity with respect to the sphere and the underlying surface of
the object. In particular, as γ → 0 the decision surface ap-
proaches the shape of the sphere, while, as γ increases, the
decision surface fits better to the surface of the object. This
can be better understood by considering that γ is inversely
proportional to the σ2 of the gaussian kernel, thus, when
σ → 0 the uncertainty is decreased and the decision sur-
face tends to fit the surface of the object. The v variable
controls the amount of points from the surface of the object
that will reside within the decision surface and it can be used
to improve the robustness of the algorithm with respect to
articulated, extruding or outlying parts. As v → 0 outliers
are minimized while the opposite is true as v → 1. In Fig.
3 we demonstrate the effect of different γ and v settings in
estimating the distribution of 3D objects.

(a) (b) (c)

Figure 3. (a) Example 3D objects and their estimated distribution
(depicted in orange) using OCSVM for (b) γ = 15, v = 0.02 and
(c) γ = 45, v = 0.8.

3.2. Translation and Scale Normalization

OCSVM methodology applied to translation normaliza-
tion let us overcome the limitations of the state-of-the-art
approaches that cannot face increasing intra-class variation
of 3D objects. The insufficiency is due to the assumption
that the center of a 3D object is the center of mass of the
surface of the object. This approach is not robust when non-
rigid shape deformations are applied to 3D objects, such as
articulations, extrusions or the presence of outlying parts
(see Fig. 1) where the center of mass of the surface can be
considerably perturbed.

The solution that we propose provides an alternative
method for computing the center of an object that is less
sensitive to the aforementioned scenarios. More specifi-
cally, an object center is taken to be the centroid cm of the
distribution estimated according to the OCSVM method,
and whose volume V is within the boundaries of the de-
cision function fs(x) in the observation space. The centroid
of the distribution is computed as:

cm =
1

V

∫ ∫ ∫
fs(p)≥0

pdxdydz (4)

where p = (x, y, z) ∈ T and V =
∫ ∫ ∫

fs(p)≥0 dxdydz.
The motivation behind the proposed approach for com-

puting the object center is two-fold. First, by using OCSVM
we are able to decrease the sensitivity to extruding-outlying
parts by appropriately setting the slack, i.e. the v variable.
And second, we adopt a volume-based approach for com-
puting the centroid which is more stable than only consid-
ering the surface area of the object. This is achieved by con-
sidering not only the decision surface, i.e. where fs(x) = 0
but also the space where fs(x) = +1. Furthermore, this
enables the computation of a volumetric center even for ob-
jects that are not watertight.

After translation normalization, we can use the com-
puted distribution that corresponds to the 3D object to per-
form scale normalization. To normalize the scale we esti-
mate the average distance dm of the distribution of the ob-
ject from its center and scale the object so that this distance
is unit. The average distance dm is computed as:

dm =
1

V

∫ ∫ ∫
fs(p)≥0

‖ p− cm ‖ dxdydz (5)

where ‖ . ‖ denotes the L2 norm.
The resulting scale normalization will be more consistent

as by employing OCSVM with a preset tolerance to outliers
we succeed in lowering the sensitivity of the normalization
to trivial parts of the objects. Furthermore, we directly ben-
efit from the more consistent determination of the center of
an object using OCSVM since the average distance is com-
puted with respect to this point.
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Figure 4. The dataset of 3D objects used for evaluating the performance of translation and scale normalization. Each row corresponds to a
class of 3D objects created by generating articulations, extrusions or adding-removing outlying parts.

4. Results
In this Section we evaluate the performance of the pro-

posed methodology in terms of the consistency of pose nor-
malization in the presence of outliers or when non-rigid
transformations such as articulations and extrusions are ap-
plied to a variety of 3D objects.

4.1. Evaluation dataset

To evaluate the performance of pose normalization, we
have generated a set of categorized 3D objects (Fig. 4)
that contains 120 generic 3D objects in total, evenly dis-
tributed in 12 classes, namely, human, dolphin, chair, tree,
pot, desktop computer, hand, dog, guitar, piano, spider
and horse. Each class of the set was created using a ref-
erence 3D object. To build the dataset, we introduce vari-
ous non-rigid deformations to the reference object of each
class and generate various articulations, extrusions or add-
remove outlying parts. By applying such modifications to
the reference object, we create new instances of the same
object which altogether constitute a particular class. Since
the geometry of the generated objects is different than the

geometry of the respective reference object, we expect that
the geometric center of the objects should also be altered.
However, we do not apply any similarity transformation to
the generated 3D objects, therefore, the objects of the same
class are pose normalized with respect to their rigid part.
This is required in order to evaluate pose normalization and
to our knowledge there is no publicly available dataset that
satisfies this requirement, therefore standard databases such
as [15], [18] or [4] cannot be used for this evaluation.

4.2. Evaluation of translation and scale normaliza-
tion

By comparing the standard deviation for the centroid of
the surface of an object and the centroid of the distribution
of the object as computed by OCSVM, in each class of the
dataset, we can evaluate the performance of OCSVM under
different settings of the γ parameter of the gaussian kernel
and the slack v. With respect to the γ parameter, we have
evaluated the performance for γ ∈ (0, 50]. The value of the
upper limit was determined considering the effect of overfit-
ting the estimated distribution to the points of the 3D object.
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(a) (b)
Figure 5. Average standard deviation of the centroid of an object computed using OCSVM (blue curve) for (a) γ ∈ (0, 50] and v = 0 and
(b) v ∈ [0.1, 0.6] and γ = 47, compared to the standard deviation of the centroid of the complete surface of an object (red curve).

In Fig. 5 (a) we demonstrate how the standard deviation
of the center of the distribution computed using OCSVM
varies in relation to the γ parameter and compare it against
the standard deviation of the centroid of the surface of an
object. The performance is averaged over all classes. This
evaluation demonstrates the increased consistency of trans-
lation normalization achieved by OCSVM solely due to the
determination of the center by a volume-based approach
rather than a surface-based approach, thus the slack is set to
v = 0 and the complete 3D object surface is taken into ac-
count. The diagram shows that the perturbation of the center
of the OCSVM distribution initially decreases rapidly as γ
increases and finally converges to a global minimum. The
point where the curve corresponding to OCSVM is mini-
mized in Fig. 5 (a), i.e. the point where the average pertur-
bation of the center is minimum, is for γ = 47. We interpret
this point as the best trade-off between precisely character-
izing the surface of an object through the OCSVM distri-
bution and overfitting the distribution to the corresponding
surface. Indirectly, Fig. 5 (a) also provides an evaluation
for the consistency of translation normalization by translat-
ing an object to the center of its minimum enclosing sphere
(i.e. when γ → 0). It is evident that this method exhibits the
worst performance compared to the surface centroid-based
approach and the proposed approach using OCSVM.

After fixing γ = 47 we evaluate the performance of
OCSVM translation normalization under different settings
of the slack and in particular for v ∈ [0.1, 0.6], as shown in
Fig. 5 (b). The value of the upper limit implies that this is
the boundary that we are using to detect outlying parts that
should not be considered in the computation of the center.

This evaluation demonstrates the increased consistency
of translation normalization that is achieved by OCSVM
due to the determination of the center of an object by dis-
carding outlying parts rather than considering the complete
surface of an object. The point where the curve correspond-
ing to OCSVM is minimized in Fig. 5 (b), i.e. the point
where the average perturbation of the estimated center is
minimum, is for v = 0.5. We interpret this point as the
best trade-off between discarding outliers of a surface that
should not be considered in the computation of its center
and at the same time not discarding the important parts.

In Fig. 6, we evaluate the performance within each class
of the dataset. Within classes where objects have a well
defined core part (human, dolphin, chair, vase, computer,
hand, dog, guitar, piano, spider and horse) as well as rel-
atively smaller articulated-outlying parts, we observe that
it is meaningful to introduce the slack in the OCSVM dis-
tribution estimation and discard a certain proportion of the
surface of an object as being an outlier in order to deter-
mine its center. An exception is the tree class where the
determination of the core part is more ambiguous. Here
we observe the inverse behaviour since OCSVM may er-
roneously discard important parts of an object that are not
outliers. In this case, the perturbation of the center increases
as meaningful parts are not taken into account, however, the
performance gain that is attained due to the volume-based
approach for computing the center mostly compensates for
this insufficiency. Generally, the performance of the pro-
posed approach is stable for 3D objects where a core part
can be identified and the remaining parts of the objects can
be discarded up to a predefined ratio.
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Figure 6. Average standard deviation of the centroid of an object computed using OCSVM (blue curve) for v ∈ [0.1, 0.6] and fixed γ = 47,
compared to the standard deviation of the centroid of the complete surface of a 3D object (red line).

By setting γ = 47 and v = 0.5 the average standard
deviation of the OCSVM center of an object is equal to
σtr,OCSVM = 0.0361 while the average standard deviation
of the centroid of the surface of an object is σtr,centroid =
0.0475. In other words, we have lowered the average per-
turbation of the center for objects that belong to the same
class by 24%. This performance gain does not only im-
prove translation normalization, but also scale normaliza-
tion which is based on measuring distances from the center
of the object. Analogously, we expect that rotation normal-
ization methods that involve computations with respect to
the center of an object would benefit as well.

To compare the performance of OCSVM scale normal-
ization against the method that uses the average distance
of the surface from its centroid, we measure the standard
deviation of the distance for each class and the overall per-
formance is taken by averaging over all classes (Fig. 7).

The results demonstrate that the proposed method tends
to be more robust than the standard approach since on aver-

Figure 7. Evaluation of scale normalization by measuring the stan-
dard deviation (vertical axis) of the average distance from the cen-
troid of the distribution using OCSVM and the average distance
from the centroid of the surface of the objects (stan).

age σscale,OCSVM = 0.01425 and σscale,stan = 0.01699.
This means that we have achieved to lower the perturbation
of the average distance computation by about 16.1%. The
consistency of scale normalization when using OC-SVM is
higher in 8 out of the 12 classes. The inferior performance
in the other 4 classes can be partly attributed to the fact
that for scale normalization using OCSVM we set the pa-
rameters v and γ to those values that gave the best results
for translation normalization. Although this is not a strict
a requirement, we adopt this approach in order to reduce
the complexity of the total normalization process to a sin-
gle run of the OCSVM algorithm. Alternatively, we could
determine the values of v and γ based on the combined per-
formance of translation and scale normalization.

In Fig. 8 we show the result of both translation and scale
normalization for pairs of objects of the same class in or-
der to provide a qualitative evaluation of the proposed ap-
proach, in terms of shape correspondence.

The presented results show that the problem of transla-
tion and scale normalization of 3D objects under non-rigid
shape transformations such as articulations, extrusions or
the presence of outliers can be effectively addressed using
the proposed methodology that is based on One-Class Sup-
port Vector Machines. As part of our future work, we are
considering the application of OCSVM to improve rotation
normalization methods that are based on measuring 3D spa-
tial features as we believe that measuring distances with
respect to the more robustly defined center of 3D objects
would increase the consistency of rotation normalization.
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