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Abstract

Deciding whether a given pattern is overrepresented or under-represented according to a given background model is a key question in computational biology. Such a decision is usually made by computing some $p$-values reflecting the “exceptionality” of a pattern in a given sequence or set of sequences. In the simplest cases (short and simple patterns, simple background model, small number of sequences), an exact $p$-value can be computed with a tractable complexity. The realistic cases are in general too complicated to get such an exact $p$-value. Approximations are thus proposed (Gaussian, Poisson, Large deviation approximations). These approximations are applicable under some conditions: Gaussian approximations are valid in the central domain while Poisson and Large deviations approximations are valid for rare events. In the present paper, we prove a large deviation approximation to the double strands counting problem that refers to a counting of a given pattern in a set of sequences that arise from both strands of the genome. Here dependencies between a sequence and its complement plays a fundamental role. General combinatorial properties of the pattern allow to deal with such a dependency. A large deviation result is also provided for a set of small sequences.

Keywords: Pattern matching, statistics, Large deviation

1. Introduction

Counting random words [Szp01] and calculating probabilities is an old and extensively studied problem in theoretical computer science for various applications in bioinformatics including finding motifs [TLB'05, NBM'11] and calculating $p$-values [TV07]. Rare or overrepresented words are commonly assumed to be the hint in the genomes of some biological functions.

An exact derivation of the distribution of pattern occurrences is theoretically solved [Szp01] but its computation is expensive, not to mention accuracy and numerical issues. Classical approximations of the distribution (Gaussian, Poisson) are known not to be applicable [MRSKL04]. Indeed, distribution convergence are valid in the central domain, while rare events are studied in the tail domain. Simulations on biological data are presented in [MRSKL04]. This point is extensively discussed in [RV06].
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Large deviation properties are the properties in the tail domain. One typical result in this case lies in mathematically proving a so-called Large Deviation principle that consists in providing a big-O bound on the tail distribution. In this paper, we prove that combinatorial properties of words allow to go further by providing an explicit and tractable formula for the tail distribution. A survey can be found in [Szp01] in the context of word occurrences. Still, very few results are known. One may also cite [RD04] and [Nue05]. The latter compares several methods for proving the exceptionality of a single pattern including Gaussian approximation, compound Poisson approximation and large deviation approximation.

Recently, new sequencing methods appear requiring to push away our knowledge on pattern occurrences statistics in order to obtain more precise results while keeping the complexity of the computations under control. Our goal is to obtain some probabilistic results adapted to datasets containing a huge number of sequences (typically reads from a high throughput sequencing) possibly coming from a pair end sequencing. In this case, patterns and their complementaries have to be considered at the same time (in the sequel, this case is referred as the “double strands” counting problem). The main problem here is to take properly into account the dependencies between a DNA sequence and its complement.

We consider here two cases. Large sequences are addressed in Section 3 when one counts occurrences of words from a finite set $H$, under a Bernoulli model. Large deviation results were obtained for a single word in [RD04]. The case where $H$ admits two overlap classes [RKFR09] is solved here. This case is fundamental, as it allows to address double strand counting. Short sequences are addressed in Section 4. Large deviation results have been known for long for random independent trials in the case of identical distributions [DZ98] and [Wat95]. Non-identical distributions are considered here.

It is shown that these formula are quite effective. Not only computation is easy with a low complexity, but tightness is ensured. We discuss a possible extension to a larger number of overlap classes.

2. Preliminaries

In this section, we present the basic definitions and framework necessary to understand our work.

Given two words $w$ and $h$, we note $w \preceq h$ (resp. $w \subseteq h$) when $w$ is a prefix (resp. a suffix) of $h$. When $w \preceq h$, the word $e(w,h)$ that satisfies $h = w \cdot e(w,h)$ is called the extension of $w$ into $h$. Prefix and suffix relations are order relations. An equivalence relation on $H$ has been defined in [RKFR09] that is stable for prefix and suffix relations.

**Definition 1.** Given a set $H$, the overlap set is the set of words that are prefix and suffix of two (possibly equal) words in $H$. It is denoted $OV(H)$.

Two words $f$ and $g$ are said overlap equivalent iff

$$\max\{w \in OV(H) \mid w \preceq f\} = \max\{w \in OV(H) \mid w \preceq g\}$$

(1)

$$\max\{w \in OV(H) \mid w \subseteq f\} = \max\{w \in OV(H) \mid w \subseteq g\}$$

(2)
Definition 2. A set $H$ is called a $k$-set if the quotient set admits exactly $k$ classes.

Let $G$ denote an overlap class. Given a prefix $w$ of a member of $G$ that belongs to $OV(H)$, this word is a prefix of any word in $G$ and one notes
\[ e(w,G) = \cup_{g \in G} \{ e(w,g) \} . \]

A probability model on words steadily extends to overlap classes by a summation of members probabilities. This allows an extension to such patterns of classical generating functions for words [Szp01].

Definition 3. Given an overlap class $F$, one denotes $H_F(z)$ the probability generating series
\[ H_F(z) = \sum_{f \in F} \text{Prob}(f) z^{|f|} . \]

Given two overlap classes $F$ and $G$, the probability matrix $H(z)$ is defined as
\[ H(z) = \begin{pmatrix} H_F(z) & H_G(z) \\ H_F(z) & H_G(z) \end{pmatrix} . \]

Given two overlap classes $F$ and $G$, the correlation polynom $A_{F,G}(z)$ is defined as
\[ A_{F,G}(z) = \sum_{f \in F, g \in G} \sum_{w \subseteq f, w \preceq g} \text{Prob}(e(w,g)) z^{|e(w,g)|} , \]
and the correlation matrix $A(z)$ is defined as
\[ A(z) = \begin{pmatrix} A_{F,F}(z) & A_{F,G}(z) \\ A_{G,F}(z) & A_{G,G}(z) \end{pmatrix} . \]

Definition 4. Given an integer $n$, one denotes $X_n$ the random variable that counts the number of $H$-occurrences in a random text of size $n$. Given an integer $k$, the generating function for $k$-occurrences is defined as
\[ L_k(z) = \sum_{n \geq 0} \text{Prob}(X_n = k) z^n . \]

The computation of $L_k(z)$ for a finite set of words was addressed in [Rég00, RD04], and derived formula depend on matrices of dimensions $|H|$. Overlap classes allow for a reduction of these formula that makes use of 2-dimensional matrices.

Proposition 1. The generating function for $k$-occurrences is
\[ L_k(z) = (H_F(z), H_G(z)) \cdot D^{-1}(z) \cdot M(z)^{k-1} \cdot D^{-1}(z) \left( \begin{array}{c} 1 \\ 1 \end{array} \right) , \]
where
\[ D(z) = (1 - z)A(z) + H(z) \]
\[ M(z) = I + (z - 1)D^{-1}(z) . \]
Our proofs rely on the saddle point method and provide an approximate expression for probabilities \( \text{Prob}(X_n = k) \). Section 4 makes use of Large powers Theorem that is proved in [FS09] [chapter 8]. In Section 3, problem is reduced to a variant. This theorem rewrites, according to our notations

**Theorem 1. Large powers:** Let \( A(z) \) and \( B(z) \) be two analytic functions with non-negative coefficients. Let \( \rho_A \) and \( \rho_B \) denote their radius of convergence. Assume that \( B \) is \( a \)-periodic and that \( \rho_B < \rho_A \). For any real number \( a \), saddle point Equation \( \frac{B'(z_a)}{B(z_a)} = 1 \) has a unique positive root. Moreover

\[
[z^n] A(z) B(z)^n = e^{-nI(a)} \frac{A(z_a)}{\sqrt{2\pi n z_a}} (1 + o(1)) \tag{11}
\]

where \( I(a) = a \log B(z_a) - \log z_a \).

Detailed examples for Bernoulli, Poisson or normal distributions can be found in [Van04], where the classical Large Deviation results [DZ98] are derived by a generating function approach. The saddle point method was used in [RD04] for a single word and extended to deal with conditional probabilities. An extension to several words or overlap classes is addressed in the next section.

### 3. Large sequences

The main result of this section is Theorem 2 that addresses the case of 2-sets. It is presented in 3.1 and the proof is given in 3.2, 3.3 and Appendix.

**Example 1.** A typical example is the so-called RY-element

\[ H = \bigcup_{X \in \{AT,AG,TT,GT,TA\}} \{X \cdot GCATGCA\} . \]

It is a 2-set, where \( \text{OV}(H) \) reduces to \( \{A\} \). The two overlap equivalence classes are

\[ F = \bigcup_{X \in \{TT,GT,TA\}} \{X \cdot GCATGCA\} , \]
\[ G = \bigcup_{X \in \{AT,AG\}} \{X \cdot GCATGCA\} . \]

**Example 2.** Two strands counting provides an other important example. A Transcription Factor Binding Site, \( h \), is usually searched on two DNA strands, that are not independent. Nevertheless, this search is equivalent to the search of \( H = \{h, \overline{h}\} \), where \( \overline{h} \) is the complementary word of \( h \).

#### 3.1. Large deviation property for a 2-set

Results will be expressed as a function of the following parameters

**Notation:**

\[
K(z) = \det(A(z))(1 - z + \text{Trace}(HA^{-1}(z))) \tag{12}
\]
\[
\theta(z) = (1 - z)\text{Trace}(A(z)) + \text{Trace}(\overline{H}(z)) . \tag{13}
\]
Remark 1. Generating function $K$ occurs whenever a fixed finite number of occurrences $k$ is counted. When the set $\mathcal{H}$ reduces to one word $h$, $K(z)$ reduces to $(1-z)A(z) + P(h)z^{|h|}$ that can be found in numerous works [GO81, Szp01]. Generalization of function $K$ for a set of words was introduced in [BCRV05].

Definition 5. Given a real $a$, the fundamental equation is the equation:
\begin{equation}
K(z)\psi^2(z) + \theta(z)\psi(z,a)\phi(z,a) + (1-z)\phi^2(z) = 0 \tag{14}
\end{equation}
where
\begin{align*}
\psi(z,a) &= az[K(z) + K'(z)(1-z)] + K(z)[2(1-z) - \theta(z)] \\
\phi(z,a) &= az[K'(z)\theta(z) - K(z)\theta'(z)] - K(z)[2K(z) - \theta(z)]. \tag{15}
\end{align*}

Lemma 1. Fundamental equation admits a real positive root. The real positive root of smallest modulus is called the fundamental root and denoted $z_a$.

Theorem 2. Given a real number $a \neq \text{Prob}(\mathcal{H})$, let $z_a$ be the fundamental root of the fundamental equation. The number of occurrences of words from a given 2-set $\mathcal{H}$ satisfies a large deviation property
\begin{equation}
\lim_{n \to \infty} \text{Prob}(X_n \geq na) = I(a) \tag{17}
\end{equation}
where
\begin{equation}
I(a) = -a \log(1 - \frac{\psi(z_a,a)}{\phi(z_a,a)}) + \log z_a \tag{18}
\end{equation}
Function $I$ is called the rate function.

Remark 2. When $a = H_F(1) + H_G(1) = \text{Prob}(\mathcal{H})$, $z_a = 1$ is the fundamental root and $\lambda(1)$ is 1. Therefore, $I(a) = 0$. According to the central limit theorem [Szp01], this is the expected value in the central domain.

3.2. Algebraic properties and eigenvalues derivation

Equation (8) allows for a reduction of our problem to an application of Large Powers Theorem. Intuition is as follows. $M(z)$ is similar to matrix $\begin{pmatrix} \lambda(z) & 0 \\ 0 & \mu(z) \end{pmatrix}$ and $M^k(z)$ is similar to $\begin{pmatrix} \lambda(z)^k & 0 \\ 0 & \mu(z)^k \end{pmatrix}$. Therefore, $L_k(z)$ rewrites as $A_1(z)\lambda(z)^k + A_2(z)\mu(z)^k$. When $|\mu(z)| < a|\lambda(z)|$, with $a < 1$, the dominating part of the integrand reduces to $A_1(z)\lambda(z)^k$.

In a first step, $M$ is rewritten as a function of $K$ and $\theta$ in Proposition 2. The technical proof is deferred to the Appendix.

Proposition 2. Matrix $M(z)$ rewrites
\begin{equation}
M(z) = I - A^{-1}(z)(I - \frac{HA^{-1}(z)}{1 - z + \text{Trace}(HA^{-1}(z))}) \tag{19}
\end{equation}
When its dimension is 2, it satisfies
\begin{align*}
\text{Trace}(M(z)) &= 2 - \frac{\theta(z)}{K(z)} \tag{20} \\
\text{det}(M(z)) &= \frac{(1-z) + K(z) - \theta(z)}{K(z)}. \tag{21}
\end{align*}
In a second step, we proceed to the search of the eigenvalues of matrix $M(z)$. According to spectral Theorem, eigenvalues are the roots of the characteristic polynom

$$X^2 - \text{Trace}(M(z))X + \text{det}(M(z)).$$

Let $T(z)$ denote $K(z)\text{Trace}(M(z))$ and $D(z)$ denote $K(z)\text{det}(M(z))$. When $K(z) \neq 0$, eigenvalues are the roots of the polynom $P$ defined as

$$P(X) = K(z)X^2 - T(z)X + D(z).$$

(22)

Let $\lambda(z)$ and $\mu(z)$ denote the two eigenvalues. Deriving $P(\lambda(z))$ with respect to $z$ yields a functional equation to be satisfied by $\lambda(z)$ and $\lambda'(z)$,

$$K'(z)\lambda^2(z) + 2K(z)\lambda(z)\lambda'(z) - T(z)\lambda'(z) - T'(z)\lambda(z) + D'(z) = 0.$$  

(23)

The same equation is satisfied by $\mu(z)$ and $\mu'(z)$.

In a third step, we show that one of the two eigenvalues admits a saddle point that is given by the fundamental equation.

Saddle point equation rewrites $az\lambda'(z) - \lambda(z) = 0$. Plugging this equation into Equation 23 yields $Q(\lambda(z)) = 0$ where

$$Q(X) = (2K(z) + azK'(z))X^2 - (T(z) + azT'(z))X + azD'(z).$$

(24)

Eigenvalue $\lambda(z)$ being a common root of $P$ and $Q$, it is a root of $\text{GCD}(P,Q)$. Computing this $\text{GCD}$ and substituting $T(z)$ and $D(z)$ expressions yields:

$$\text{GCD}(P,Q) = -X\phi(z,a) - \psi(z,a) + \phi(z,a).$$

This GCD has a single root $1 - \frac{\psi(z,a)}{\phi(z,a)}$. It is a common root of (22) and (24) iff it is a root of either one. Substituting $1 - \frac{\psi(z,a)}{\phi(z,a)}$ to $X$ in $P$ leads to the fundamental equation (14).

3.3. Saddle point

Finally, we show that the saddle point provides the main contribution to the integrand. Property below is shown in Appendix 2. It generalizes a result established for a single word [Szp01]. Lemma 1 and 2 are shown in Appendix.

**Proposition 3.** Equation $K(z) = 0$ admits a root $\rho$ that is real positive. Moreover, $\rho > 1$ and $\rho$ is the root of smallest modulus.

Exists $h > 0$ such that any other root $\sigma$ satisfies $|\sigma| > |\rho| + h$.

**Lemma 2.** Fundamental root $z_\alpha$ satisfies

$$0 < z_\alpha < \rho.$$

Roots $\lambda$ and $\mu$ satisfy

$$\mu(z_\alpha) < \lambda(z_\alpha) < 1.$$
Proposition 3 and Lemma 2 allow for an application of Large Power Theorem. One computes \( z^n A_2(z) \mu^k(z) \) by integration on the contour \( z = z_a \). As \( |\mu(z)| < |\mu(|z|)| \), this is upper bounded by \( e^{-na\lambda(z_a)} \) that is exponentially smaller than \( e^{-na\lambda(z_a)} = e^{-nI(a)} \). This yields Equations 17 and 18.

**Remark 3.** This scheme should extend to several words. The degree of the characteristic polynomial, determinant\([\mathfrak{M}(z) - \lambda(z)]\) can be reduced to the number \( p \) of overlap classes [RKFR09]. The fundamental equation becomes \( \text{Resultant}(P, Q) = 0 \), that is a polynomial of degree \( p - 1 \). Although no close formula can be given here, a numerical approximation should be computable and \( I(a) \) follows whenever \( \text{GCD}(P, Q) \) can be efficiently computed.

4. Short sequences

Studying short sequences statistics is of great interest too. Here, “short” means that sequences do not contain enough symbols to enter in an asymptotic behavior (the sequence length is in the order of hundreds of symbols). In computational biology, this is the case when one searches for cis-acting elements in regulatory sequences [NBM+11] that may be known, for example from ChIP-chip or ChipSeq experiments, as being under a similar regulatory control. Formally, this can be viewed as the search of common similar motifs in short random sequences. The particularity of this case is that first, the probability that a sequence contains an occurrence can be precisely computed but second, the number of sequences is huge allowing asymptotic statistics to be derived.

Let \( \mathcal{H} \) denote the set of admissible motifs. In the sequence number model, a sequence is considered as positive if it contains at least one \( \mathcal{H} \)-occurrence. One assumes below that \( M \) random sequences are given. Their lengths may be different but are usually similar, due to experimental constraints. The probability to find one (or \( k \)) motifs from a set \( \mathcal{H} \) in sequence \( i \) actually depends on (the symbol composition of) sequence \( i \). Let us be more formal.

**Definition 6.** Given a set of \( M \) random sequences, let \( p_i \) be the probability to find one \( \mathcal{H} \)-occurrence in a sequence with number \( i \). One notes

\[
\mu(u) = \prod_{i=1}^{M} [p_i(u - 1) + 1].
\]

**Remark 4.** When all probabilities \( p_i \) are equal, say \( p_i = p \), and \( M \) is large, \( \phi(t) = \mu(e^t) = (p(e^t - 1) + 1)^M \) converges to the probability generating function of the Gaussian law, and large deviation results are known [DZ98] or, in the context of computational biology [Wat95, RV06]. It is worth noticing that Large Power Theorem steadily applies. Our goal is to focus on the case when the \( p_i \)'s are different, meaning, in a biological sense, that each sequence may comes from distinct region of the genome with different nucleotide compositions.

**Remark 5.** Equation (25) can easily be turned into a recurrence formula that permits to design a dynamical programming algorithm for computing \( \mu(u) \) in an efficient way (with a complexity of order \( O(M^2) \)). In fact, our goal is to obtain the \( k \)-th coefficient
of polynomial $\mu(u)$ that equals the probability that exactly $k$ sequences out of $M$ sequences contains one $H$-occurrence. Indeed, denoting $\mu_n(u) = \prod_{i=1}^{M}[p_i(u-1)+1]$, there exists a trivial recurrence relation relating the coefficients of $\mu_n(u)$, that is $[u^k]\mu_n(u) = (1-p_n)[u^k]\mu_{n-1}(u) + p_n[u^{k-1}]\mu_{n-1}(u)$ with $[u^0]\mu_1(u) = (1-p_1)$ and $[u^1]\mu_1(u) = p_1$. Its computation is then straightforward.

In the following section, we give a novel approximation formula for computing $[u^k]\mu_n(u)$ in a constant time.

4.1. Large deviations formulae

Our aim here is to provide an approximate computation that relies on large deviations [DZ98]. Our aim is the derivation of the probability to have at least $k$ positive sequences out of $M$, where $a = \frac{k}{M}$ is (significantly) greater, or smaller, than the expectation.

Notation: One denotes, for each integer $j$,

$$\sigma_j = \sum_{i=1}^{M} p_i^j, \quad \tau_j = \frac{\sigma_j}{M}.$$  \hspace{1cm} (26)

**Remark 6.** It follows from Equation (25) above, generating functions properties and general probability theory that the expected size of a positive cluster is $\sigma_1$ and its variance is $\sigma_1 - \sigma_2$.

**Theorem 3.** The distribution of the number of positive sequences in a set of sequences satisfies a large deviation property. Let $K$ be the number of positive sequences and some real number satisfying $Ma \neq \sigma_1$ and $0 < a < 1$.

$$\lim_{M \to \infty} \frac{1}{M} \log(\text{Prob}(K \geq Ma)) = -I(a)$$  \hspace{1cm} (27)

where

$$I(a) = at_a + \sum_{j=1}^{\infty} (-1)^j \tau_j (e^{t_a} - 1)^j.$$  \hspace{1cm} (28)

$I(a)$ can be approximated as

$$at_a - \tau_1 \frac{a - \tau_1}{\tau_1 - \tau_2}.$$  \hspace{1cm} (29)

**Proof.** Large Power Theorem extends for $\phi(t) = \mu(e^t)$. Let $h_a(t)$ be the function $\frac{1}{\mu} \log(\phi(t) - at)$. One searches for the roots of smallest modulus of Equation $h'_a(t) = 0$. They are described in Proposition 4.

**Proposition 4.** The root of smallest modulus of Equation $h'_a(t) = 0$ is real. It is called the fundamental root. It can be approximated by $\tilde{t}_a$ where

$$\tilde{t}_a = \log[1 + \frac{a - \tau_1}{\tau_1 - \tau_2} + \frac{(a - \tau_1)^2(\tau_2 - \tau_3)}{(\tau_1 - \tau_2)^3}].$$  \hspace{1cm} (30)
Proof.

\[ h_a(t) = \frac{1}{M} \log \phi(t) - at = \frac{1}{M} \sum_{i=1}^{M} \log[p_i(e^t - 1) + 1]. \quad (31) \]

and \( a, 0 < a < 1 \) is real. Namely, \( h'_a(t) = 0 \) leads to

\[ 1 - a = \frac{1}{M} \sum_{i=1}^{M} \frac{1 - p_i}{p_i(e^t - 1) + 1}. \quad (32) \]

A Taylor expansion of (32) yields

\[ M(a - 1) = - \sum_i (1 - p_i)[1 + \sum_{j \geq 1} (-1)^j p_i^j(e^t - 1)^j] \]

\[ = -M(1 - \tau_1) + M \sum_j (-1)^{j+1}(\tau_j - \tau_{j+1})(e^t - 1)^j, \]

Under the two conditions that \( p_i(e^t - 1) \) is small (\( p_i \) is small) and that \( |(\sigma_j - \sigma_{j+1})(e^t - 1)^j| \) are upper bounded by some number smaller than 1, - a condition to be checked in the computations -, we get to Equation below where \( X \) stands for \( e^t - 1 \).

\[ 0 = (\tau_1 - a) + (\tau_1 - \tau_2)X - (\tau_2 - \tau_3)X^2. \]

One choses among the smallest among the two solutions. This yields (30). It satisfies \( t_a = 0 \) when \( a = \tau_1 \).

Expanding \( \phi(t) \) as an analytic series steadily yields (28) for \( h_a(t) \). Substituting the approximate value \( \tilde{t}_a \) for \( t_a \) in (30) yields (29).

4.2. Experiments and computational precision

We provide here some evidences allowing to compare the results obtained by our large deviation approximation against an exact computation \(^1\) of the same quantity, and by the large deviation approximation. Our goal is to assess the tightness of our approximation, in the domain where an exact computation remains feasible in order to justify large deviation results in the domains that are beyond this scope. Indeed, the required numerical precision in order to obtain some rigorous and exact results is proportional to the number of sequences, making the computation tricky for huge sets of sequences.

We used a set of 3000 sequences, The probability (\( p\)-value \( p_i \)) to find the motifs in each sequence is reported. It ranges between between 0.0009 and 0.00000001027. The mean \( \sigma_1 \) was 0.0002262 and the variance 0.0002263. The corresponding values for \( \sigma_1 \), \( \sigma_2 \) and \( \sigma_3 \) are

\[ \sigma_1 = 0.679, \quad \sigma_2 = 3.5.10^{-4}, \quad \sigma_3 = 2.2.10^{-7}. \]

Table 1 synthesized the obtained results. It thus illustrates the tightness of the large deviation approximation.

\(^1\)the exact computations are performed by a companion software available on request.
Table 1: Large deviations (LD) versus exact computations: log. \( p \)-value for different number \( k \) of occurrences. The value \( MI(a) \) that is the logarithm of the \( p \)-value (multiplied by \(-1\)) is displayed. Relative error is also given showing an asymptotic convergence of the LD formula to the exact value.

For small values, a little difference arises. It is due to the fact that, using (only) \( I(a) \) we neglected a second order term in the development of the \( p \)-value. A drift occurs for \( k \) occurrences when \( k \) is larger than 100. This is due to the approximation done on \( \tilde{t}_a \) and \( I(a) \). Notice that pushing a little bit further the computations, tighter approximations for \( I(a) \) and \( \tilde{t}_a \) can be obtained (“pumping method”). For instance, a tighter approximation of \( I(a) \) is given as

\[
I(a) \sim a \tilde{t}_a - \frac{a - \tau_1}{\tau_1 - \tau_2} + \left( \frac{a - \tau_1}{\tau_1 - \tau_2} \right)^2 \left( \tau_1 \tau_3 - \tau_2^2 \right). \quad (33)
\]

5. Further work and conclusion

We have captured important properties and combinatorial constraints for multiple pattern statistics in this paper. Two different cases have been considered. First, asymptotic behaviors for the number of occurrences of patterns in a set containing a small number of very large sequences. We notably proved that several results holding in the case of single word counting extends to multiple patterns providing explicit relations that allow to get large deviation results and precise formulas for the tail distribution of the number of occurrences of multiple patterns. We applied the obtained properties to the double strands counting problem for huge sequences. This problem combines two major difficulties of the actual datasets at disposal. First, dealing with huge sets of sequences implies that exact and precise computations are unrealistic. Second, dependencies implied by a double strands counting cannot be neglected. Here, we solved the first issue by furnishing tractable formulas for computing the \( p \)-values in the large deviations domain. The second issue is solved by considering combinatorial properties of sets of patterns, including a correlation between sets of words property that is crucial in the study.

Second, we derive results for the asymptotic behavior of the number of pattern occurrences in a huge number of small sequences. This latter case is important in the context of biological sequence analysis since it corresponds to several realistic cases such as ChIP-chip or ChIP-seq experiments.

Notice that our framework should quite easily extend to multiple sets counting, the case of two sets having a particular interest in our opinion since it provides a solution to the double strands counting problem.
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6. Appendix 1

In this appendix, we prove that Proposition 1 can be established from equations (10) and (9) by using simple algebraic manipulations.

Matrix $A(z)$ is regular for $z$ around 0 [RD04]. Equation (9) leads to

$$D^{-1}(z) = A^{-1}(z) [I + HA^{-1}(z)]^{-1}$$

The rank of matrix $H$ being 1, the rank of matrix $B = HA^{-1}(z)$ is 1, too. For any integer $k$, equation $B^k = \text{Trace}(B)^{k-1}B$ holds and

$$\left(I + \frac{B}{1-z}\right)^{-1} = I + \sum_{k \geq 1} \frac{(-1)^k \text{Trace}(B)^{k-1}}{(1-z)^k} B = \frac{1}{1-z + \text{Trace}(B)}$$

Equation (10) steadily rewrites into (19).

This rewriting allows for a computation of the trace and the determinant of matrix $M(z)$. Trace computation makes use of technical property (34). Given two $2 \times 2$ matrices, $M$ and $N$, the rank of $N$ being 1, it is easy to establish that

$$\text{Trace}(MNM) = \text{Trace}(M)\text{Trace}(NM) - \text{Trace}(N)\text{determinant}(M) . \quad (34)$$

Using (34) for $A^{-1}(z)H \cdot A^{-1}(z)$ yields

$$\text{Trace}(A^{-1}(z))\text{Trace}(B) - \text{Trace}(H)\text{det}(A^{-1}(z)) .$$

As $\text{Trace}(A^{-1}(z)) = \text{Trace}(A(z)) \cdot \text{det}(A^{-1}(z))$, this yields

$$\text{Trace}(M - I) = -\frac{\text{Trace}(A(z))}{\text{det}(A(z))} + \frac{1}{\text{det}(A(z))} [\text{Trace}(A(z))\text{Trace}(B) - \text{Trace}(H)] \frac{1}{1-z + \text{Trace}(B)}$$

that simplifies into $-\frac{a(z)}{K(z)}$. Therefore, $\text{Trace}(M(z)) = 2 - \frac{a(z)}{K(z)}$. We now observe that $\text{det}(M) = \text{det}(M - I) - 1 + \text{Trace}(M)$. Using it for the singular matrix

$$\frac{B}{1-z + \text{Trace}(B)}$$

leads to

$$\text{det}(M(z) - I) = -\frac{1}{\text{det}(A)} \text{det}(\frac{B}{1-z + \text{Trace}(B)}) = \frac{1-z}{K(z)} ,$$

and (21) follows from (20).

7. Appendix 2

Here is a sketch of the proof of saddle point approach. The aim is to show that the contribution is given by the root $\lambda$ that traverses saddle point $(z_a, A(z_a))$.

We proceed to the proof of Lemma 1 and 2
Proof. Functions $\log(\lambda(z))$ and $\log(z)$ are defined and analytical in $[0,\rho]$. Therefore, the same property holds for function $h_a(z)$. As
\[
\lim_{z \to 0} h_a(z) = \lim_{z \to \rho} h_a(z) = +\infty,
\]
this function admits in this interval a root $z_a$. It follows from $P$ and $Q$ definitions that $\lambda(z_a)$ is a root of fundamental equation. This establishes Lemma 1.

Proof. $M(z)$ and $I - M(z) = A^{-1}(z)(I - B)$ represent the generating function of languages. Therefore, all coefficients are positive. Consequently, for $z$ real and positive in the disk of convergence, eigenvalues $\lambda(z)$ and $\mu(z)$ are real positive and their modulus is smaller than 1.

One now studies the difference $\lambda(z) - \mu(z)$.
\[
\lambda(z) - \mu(z) = 2\lambda(z) - \theta(z) = \frac{2\psi(z)K(z) + \theta(z)\phi(z)}{\phi(z)K(z)}.
\]  \hspace{1cm} (35)

Equation 14 at point $z_a$ yields
\[
\lambda(z_a) - \mu(z_a) = \frac{\psi^2(z_a)K(z_a) - (1 - z_a)\phi^2(z_a)}{\phi(z_a)\psi(z_a)K(z_a)}.
\]  \hspace{1cm} (36)

Clearly $\psi^2(z_a), \phi^2(z_a)$ and $(z_a - 1)$ are greater than 0. As $\lambda(z_a) < 1$, the same property holds for $\phi(z_a)\psi(z_a)$. As $z_a < \rho$, the same property holds for $K(z_a)$ and inequality $\mu(z_a) < \lambda(z_a)$ is established.