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Abstract In this work, we present an agent-based approach
to multi-criteria combinatorial optimization. It allows to flex-
ibly combine elementary heuristics that may be optimal for
corresponding single-criterion problems. In the multi-criteria
case a smart combination of such heuristics is supposed to
efficiently approximate the whole Pareto-front of non-do-
minated trade-off solutions. We optimize an instance of the
scheduling problem 1|d| Y. C}, Lyax and show that the mod-
ular building block architecture of our optimization model
and the distribution of acting entities enable beneficial inte-
gration of problem specific expert knowledge. We present a
universal mutation operator for combinatorial problem en-
codings that allows to construct certain solution strategies,
such as advantageous sorting or known optimal sequenc-
ing procedures. In this way, it becomes possible to derive
more complex heuristics from atomic local heuristics that
are known to tackle fractions of the complete problem. We
show that it is possible to approximate both single-criterion
problems such as B,|d;|Y.U; as well as more challenging
multi-criteria scheduling problems, like P,,||Cpax, Y. C; and
Pld}|Cnax, LCj, LU;.
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1 Introduction

Although theoreticians and practitioners agree on the fact
that real world scheduling optimization processes involve
more than one criterion, the research area of algorithmic
multi-criteria scheduling is a rather new topic posing many
challenging, important, and unsolved problems. This might
be due to the fact that optimization in the multi-criteria do-
main follows a fundamentally different paradigm of opti-
mality: while in the single-criterion case only one optimum
has to be found, in the multi-criteria case all optimal com-
promises or trade-offs have to be enumerated. For minimiza-
tion problems with M criteria, a so-called optimal compro-
mise is reached, if for a criterion g, the value f; can only be
decreased by increasing some other value f,, with g # p and
p,q € {l,...,M}. All criteria vectors F = (fi,..., fir) that
fulfill this property are called members of the Pareto-front.

Since only a fistful of multi-criteria scheduling problems
can be solved efficiently, many practitioners focus on the ap-
plication of heuristics in order to approximate solution sets.
Today, most problems can only be tackled in two ways: On
the one hand, problem specific approaches may be able to
solve very specific problem instances. On the other hand,
black-box optimizers like randomized search or evolution-
ary algorithms abstract from the specific problem and offer
a universal methodology.

In contrast to multi-criteria scheduling, single-criterion
scheduling problems have been extensively investigated over
the last 50 years. Besides a vast amount of complexity re-
sults, researchers provided numerous optimal algorithms and
approximative heuristics for many problems of that domain,



see e.g. Pinedo [19] or Dutot et al. [7] for introduction and
review. However, the most annoying fact is that it is so far
almost impossible to make use of the comprehensive single-
criterion knowledge base in a more generalized manner for
the multi-criteria domain. It is easy to see that on the one
hand a naive aggregation of single-criterion heuristics does
not necessarily yield feasible non-dominated trade-off solu-
tions. On the other hand, the monolithic architecture of pop-
ular multi-criteria evolutionary algorithms hardly allows to
bring in any problem specific knowledge let alone to com-
bine it in a flexible way. This drawback mainly results from
the dominant selection procedure applied in most multi-cri-
teria evolutionary algorithms which leaves almost no room
to plug in special adaptation mechanisms. For this purpose,
more advanced variation operators along with an alternative
and more dynamic selection scheme is required which re-
places the monolithic algorithmic architecture.

In this work, we propose an agent-based optimization
model that offers a new way to flexibly integrate partial know-
ledge on specific aspects of the full problem. This model is
basically inspired from the well known predation paradigm
from biology but reduced to a unidirectional interaction re-
lation between predators and preys: a population of prey is
distributed on a spatial structure which is represented by an
undirected graph. Predators pursue only one criterion each
and move randomly along the edges in order to chase prey
which are weak regarding that specific criterion. The pres-
ence of several predators—each representing only a single
criterion—is expected to force the prey to likewise adapt
to the threats from all predators and thus result in suitable
trade-off solutions for multi-criteria optimization problems.

The rest of this paper is organized as follows: in Sec-
tion 2, we describe the problem context of multi-criteria
scheduling problems, introduce the specific problems tack-
led in this paper, and point out common solution strategies
and complexity results. Then, in Section 3, we detail our al-
ternative agent-based approach to multi-criteria scheduling.
Next, in Section 4, we evaluate the performance of the afore
defined algorithmic framework on several problems. In Sec-
tion 5, we conclude this work and point to future directions.

2 Multi-criteria Scheduling Problems

In most practical scheduling scenarios and production plan-
ning tasks the consideration of only a single criterion is in-
sufficient to provide both quality assurance and customer
satisfaction. A production scheme is usually judged with re-
spect to several criteria considering, for instance, the overall
production time (Makespan), average job flow time, job de-
lay, or total number of delayed jobs.

However, for almost 30 years, scheduling theory and al-
gorithm design were dedicated to solve single-criterion prob-
lems. Hoogeveen [14] identifies the 1980s as a starting point

for the detailed investigation of multi-criteria scheduling prob-
lems and the emergence of a research area in its own rights.
Therein, a lot of energy has been put to the determination of
problem complexity, demonstrating the hardness of almost
all problems and taking the hope of solving those problems
optimally in polynomial time. As always, this situation is the
starting point for the development of heuristics which try to
approximate optimal solutions in reasonable time.

In this section, we will introduce the concepts of schedul-
ing in general, the specifics of multi-criteria problems, and
a basic classification of solution strategies for this kind of
problems. Then, we briefly review the theoretical and heuris-
tic research in single and parallel machine environments.
Eventually, we consider solution approaches from computa-
tional intelligence and introduce their algorithmic concepts.

2.1 Basic Notation and Concepts

A multi-criteria scheduling problem with m criteria is also
formulated using the ¢t|B|y three-field notation [11], where
the v field contains the list of criteria. In this paper, we ex-
clusively consider the enumeration problem of all Pareto-
optima which is usually noted as #(y1,...,Yu), see T kindt
and Billaut [24]. Thus, we associate to this problem an a
posteriori algorithm that does not use any aggregation meth-
ods but offers a set of solutions from which a decision maker
can choose. For the matter of simplicity and if no confusions
with other problem formulations is expected, we use the
o|B|7,- .-, Ym notation for the Pareto-enumeration problem
throughout this paper. Further, we use the pure summation
sign (Y) as abbreviation for a sum over all jobs X

2.2 Single Machine Problems

The single machine scenario is obviously the simplest of
all machine environments. As such, it can serve as a good
starting point for providing problems that have known op-
timal solutions. Such are required to serve as a benchmark
for the quality of heuristic solutions, both in terms of con-
vergence to and diversity of the Pareto-front. Still, among
the plethora of multi-criteria scheduling problems only very
few are known to be solvable within polynomial time com-
plexity. For a general discussion on complexity of multi-
criteria single machine scheduling problems, see Chen and
Bulfin [2].

An example of such a polynomially solvable problem
is 1]d;| ¥.C},Lmax, Which exposes Pareto-optimal solutions
regarding total completion time of all jobs and maximum
lateness. We further consider this problem due to two differ-
ent reasons: On the one hand, the simple dispatching used
for either criterion allows for the easy determination of ex-
tremal solutions in the multi-criteria search space. On the



other hand, in 1980 van Wassenhoven and Gelder [26] pro-
posed an efficient algorithm for this problem, which is ide-
ally suited for the matter of comparison. This algorithm bases
on the aforementioned feature that both extremal points can
be determined separately: One can be computed by the well
known SPT/EDD rule, i.e. minimizing }.C; by a shortest
processing time first (SPT) ordering [21] with ties broken
according to a downstream earliest due dates first (EDD) or-
dering [15]. The resulting maximum lateness of this sched-
ule is denoted by Ly« (SPT/EDD) and can be computed eas-
ily. The other extremal solution is determined using EDD as
dominant approach, which yields Ly.x (EDD) and is obvi-
ously smaller or equal to Ly,ax (SPT/EDD) for the resulting
schedules.

The algorithm now takes advantage of this by starting
with an Ly,x (EDD) schedule that generates the first Pareto-
optimal point minimizing Y’ C; as secondary criterion. From
there, it determines the minimum increment in L,,x needed
to achieve a further reduction in Y C;. Then, the original and
optimal L,,,,(EDD) condition is relaxed by the determined
value and the subroutine that further minimizes the sched-
ule for }°C; is called. This procedure is then repeated until
the algorithm finally reaches Ly,x(SPT/EDD) which marks
the alternative extremal point in the front. This way, it gen-
erates all Pareto-optimal trade off solutions in between. For
a detailed description along with examples refer to T kindt
and Billaut [24]. It has been shown that the maximum num-
ber of Pareto-optimal solutions is n(n — 1)/2 which results
in a complexity of &(n?). As the generation of one Pareto-
optimal schedule can be performed within &'(nlogn) the
overall complexity is determined by &'(n’logn).

2.3 Parallel Identical Machine Problems

Among the multi-criteria problems on parallel machines, we
first consider By, ||Cnax, L. Cj, often abbreviated as MAX AND-
SUM, see Dutot et al. [7], where n independent jobs have to
be scheduled on m identical machines while the Makespan
(Chnax = maxj—1. ,{C;}) and the total completion time }.C;
have to be minimized simultaneously. Although P, ||Y.C; is
easy, the problem P ||Cpyyy is already NP-hard in the ordi-
nary sense as it is equivalent to the PARTITION problem.
According to Garey and Johnson [9], Py||Cax is strongly
NP-hard for m > 3. Consequently, the multi-criteria problem
consisting of NP-hard sub-problems is also NP-hard: Apply-
ing the general proof concept from Chen and Bulfin [2] for
the single machine case, we can certainly argue that an poly-
nomial algorithm for a multi-criteria problem can also solve
each sub-problem efficiently. As long as we cannot find an
efficient approach for all NP-hard problems, there will be
no algorithm for the multi-criteria problem that comprises
some of those sub-problems.

However, Stein and Wein [22] propose a general algo-
rithmic framework that allows the approximation of a sin-
gle schedule that minimizes two criteria at the same time.
Assuming approximated schedules for both sub-problems,
truncation and composition steps are executed on the respec-
tive schedules. It is supposed that the combined new sched-
ule is still satisfactory for both criteria. In this way, it is pos-
sible to find a solution closest to the Utopia point! which
could be interpreted as perfect compromise [7].

At least to the authors’ knowledge there exists no algo-
rithmic approach to the three-criteria parallel machine prob-
lem P,,|d;|Ciax, X.Cj, Y. U;. Nevertheless, the problem is in
that sense interesting as it really combines three fundamen-
tally conflicting criteria: while G, strongly focuses on uti-
lization and favors the load-balancing among the parallel
machines, }C; favors a higher throughput for single jobs.
Additionally, } U; as due date related criteria brings a new
focus into the problem which is fundamentally different to
the processing time related criteria. Thus, it can be assumed
that this problem is rather challenging and that the expected
Pareto-front may have a large diversity.

Following Stein and Wein’s framework idea of trunca-
tion and composition of schedules for sub-problems, we may
be able to combine knowledge and solutions from sub-pro-
blems to clever compositions for the multi-criteria case. For
all three considered sub-problems we have approximation
algorithms or even optimal solution strategies ready to hand:
Pu||LC; can be solved optimally using SPT while longest
processing time first (LPT) guarantees a approximation qual-
ity of at least % — ﬁ The first rule can be proved with a sim-
ple interchange argument while the second can be estimated
via the smallest possible counter example, see Pinedo [19].
Finally, Siier et al. [23] proposed SBC3 as an approach for
Py|d;| X U; which is based on Moore’s [18] optimal single
machine algorithm 1|d;| Y U;.

The current selection of heuristic approaches points again
to conflicts that arise when sub-problems must be combined
and solved in the multi-criteria domain. The construction of
a common heuristic from SPT and LPT is obviously not easy
at all. In the remainder of this paper we will guide towards a
way that seems to be a promising approach.

2.4 Heuristic Approaches from Computational Intelligence

A general scheme for optimization problems with multiple
criteria is provided from the area of computational intelli-
gence. There, various heuristics have been proposed which
apply evolutionary and natural principles to multi-criteria
optimization problems, see Deb or Coello et al. [4,3] for

! The Utopia point represents a usually infeasible solution obtained
by minimizing all criteria separately, see Vincent and Grantham [25].
It may serve as reference point for measuring the quality of potential
compromise solutions.



a detailed review. The basic idea of most approaches roots
from a simplified view on Darwinian evolution theory, where
a population of individuals is exposed to (environmental) se-
lection pressure. Under this selection only the best adapted
individuals survive and are thus able to reproduce. During
reproduction variation and recombination of parental genes
lead to slight deviations of the gene structure and conse-
quently to slightly different solutions. If offspring exceed
the parental qualities, new individuals will survive the next
selection step as better adapted solutions [20] and become
able to reproduce.

Most successful algorithmic approaches use the Pareto-
dominance relation to select efficient solutions during evo-
lution: They apply non-dominated ranking and sorting to
determine the reproduction candidates. As in multi-criteria
optimization the Pareto-front approximation is the primary
goal, algorithms must have the simultaneous ability of di-
versity preservation and good convergence to the optimum.
Advanced algorithms like SPEA?2 [28] and PAES [16] uti-
lize an archive as a central component for solution conserva-
tion and offspring generation. Both rely on crowding-based
measures [5] as a global component for diversity preserva-
tion: the former applies this mechanism on the population
itself, while the latter uses it for archive reorganization. In
contrast, indicator-based methods aggregate solution quality
in a single value to enable comparison. Simple approaches
perform this aggregation via weighting; however, choosing
adequate weights is an intricate process and requires ade-
quate problem knowledge and at least a basic idea of the
solution characteristics. This often leads to non-satisfactory
results. More sophisticated approaches use elaborate aggre-
gation methods, for example the .%-Metric Selection Algo-
rithm (SMS-EMOA) to evaluate the whole Pareto-front with
respect to a single value. Based on the hypervolume mea-
sure of Zitzler [27], the algorithm selects solutions which
contribute most to the overall hypervolume. Although this
approach outperforms the dominance-based approaches for
more than four criteria, the indicator calculation is rather ex-
pensive [8].

Among all these algorithm the Non-dominated Sorting
Genetic Algorithm (NSGA-2) of Deb [5] can be regarded
as the most commonly used multi-criteria evolutionary al-
gorithm and is thus also used as reference algorithm in this
work. Following the traditional process of evaluation, selec-
tion, and variation the main modifications affect the selec-
tion process itself. There, the whole population is assessed
regarding Pareto-dominance first: All non-dominated indi-
viduals of the entire population are assigned to a category
classified at rank 1 and removed from the population. From
the remaining individuals the non-dominated ones are clas-
sified in another category with rank 2. This procedure is per-
formed until all individuals are categorized. Due to a rank
proportional fitness assignment, it is guaranteed that individ-

uals in a category of rank 1 are breeding more offspring than
the rest of the population. Additionally, NSGA-2 also takes
the density of solutions surrounding a particular solution
into account, because the average distance of two neighbor-
ing solutions for each criterion is determined. This is called
crowding distance and used as an additional comparison op-
erator during the selection.

It it obvious from the description above that selection
constitutes the primary mechanism in NSGA-2 and varia-
tions like mutation and recombination play only a minor
role. This is especially true for combinatorial problems where
variation reduces to a perturbation mechanism that is sup-
posed to generate as diverse solutions as possible in order
to cover most parts of the search space. In such a selection-
focused algorithm it is almost impossible to support the evo-
lutionary search by special problem knowledge. In the con-
text of multi-criteria evolutionary algorithms, this can only
be expressed by special tailored variation operators. In order
to come up with those weaknesses, we propose a lightweight
algorithmic framework that allows to plug in arbitrary oper-
ators in order to favor mainly variation influence over selec-
tion.

3 The Agent-based Approach for Multi-criteria
Optimization

In contrast to the monolithic structure of the previously dis-
cussed approaches, Schwefel et al. [17] proposed an agent-
based approach motivated from natural interaction of preda-
tors and prey to specifically solve multi-criteria optimization
problems. We adapt this algorithmic idea and transfer its
application with several modifications to scheduling prob-
lems. After describing the basic principles of our algorith-
mic scheme, we specify all components that are needed to
address scheduling problems and integrate problem knowl-
edge via variation operators.

3.1 The Basic Algorithm Structure

The natural principle of predators and prey interaction is
considered by Schwefel et al. [17] as abstract model for
solving multi-criteria optimization problems. In that scheme,
predators represent environmental influences, which follow
a single criterion each. Inside the algorithm, this component
is represented by an agent that brings its influence to a spa-
tially distributed population of solutions for the complete
multi-criteria problem. The solution members are called prey
individuals and reside in a graph structure. While the agents
are allowed to randomly move about the population, preys
are—quite different from nature—immobile.

More detailed, the interaction environment of the model
is usually represented by a toroidal grid to ensure a virtu-



ally unrestricted motion of agents. According to Schwefel
et al. [17], this guarantees that each prey is visited equally
often by a predator on the long run. The grid is populated
by both species, predator and prey. The latter represent pos-
sible solutions of a multi-criteria optimization problem and
are immobile (each individual inhabits a single, fixed ver-
tex). As such, there exist as many prey individuals as graph
nodes, representing the population. Furthermore, all prey
are of equal kind and therefore can be classified as single
species. On the contrary, predator individuals represent a
single criterion of the multi-criteria optimization problem
and randomly roam throughout the graph structure, see Fig-
ure 1(a). After each movement step, a predator spans a se-
lection neighborhood containing surrounding prey and eval-
uates those individuals regarding its respective criterion, see
Figure 1(b). The worst prey is marked as candidate for re-
placement. Then, the remaining prey in the selection neigh-
borhood are considered to reproduce a substitute prey for
the worst one. Although the reproduction mechanism is not
restricted in the general model, we will apply mutation only.
That is, the best local individual is randomly varied by a spe-
cific mutation rule. Finally, the worst prey is replaced by the
generated offspring, if its objective value is exceeded by the
offspring’s, see Figure 1(c). As such, the replacement—in
our specific implementation—will only accept superior so-
lutions in a strictly elitist way. While predators roam through-
out the population, their interaction with prey is locally re-
stricted to the selection and reproduction neighborhood. As
such, it can be continuously repeated for every predator in
parallel.

(a) random walk (b) neigborhood selection

(c) prey replacement

Fig. 1: Schematic depiction of the basic predator-prey al-
gorithmic procedure. The instance exemplarily shows a cut-
out of the toroidal population structure that hosts prey indi-
viduals along with a single predator. The displayed move-
ment involves two distinct walks (from positions 2,3 to 4,2
and from positions 4,2 to 5,3), each obeying the graph’s
vertices. Additionally, a neighborhood with a radius of 1 is
shown, as well as one free vertex from which the prey has
been removed. During the last step, the empty place is re-
filled with a new individual which is a variation of the neigh-
boring prey.

Further, we base our approach on the generalized predator-
prey model defined by Grimme et al. [13] where predator

configurations comprise not only a specific criterion but also
a set of variation operators for reproduction. Further, it al-
lows to define a neighborhood function for determining the
individuals that are exposed to selection or reproduction, and
a walking function for the movement pattern on the spatial
structure, see also Figure 1. This modular approach allows
us to attach various influences in a building block fashion to
predators. In this work, we focus on the variation operators
as they are the critical building block for expert knowledge
integration.

In the following, we instantiate the model by discussing
the problem encoding, introducing the applied operators, and
detailing the remaining predator building blocks.

3.1.1 Defining Structural Building Blocks and Parameters

Initially, we need to instantiate four fundamental building
blocks in order to define the algorithms runtime environ-
ment.

The spatial population structure is represented by a two-

dimensional toroidal grid with a size of 10 x 10 nodes

initialized with 100 random individuals.

— The movement of a predator follows a random walk pat-
tern, ensuring that each position is visited equally often.

— The number of evaluations for each model run is re-
stricted to 6,000.

— The selection and reproduction neighborhood of a preda-

tor is fixed to a radius of 1, resulting in a selection set of

five prey individuals.

With this fixed setting at hand we can concentrate on the ad-
justments for scheduling specific problems into the general
algorithmic scheme.

3.1.2 Encoding of Scheduling Problems

Since we solve scheduling problems with n jobs, we use
a standard permutation encoding of length n to represent
the genotype of the problem. As we consider only offline
scheduling problems, an algorithm has to find the set of op-
timal job permutations. The schedule construction from our
chosen permutation representation is quite simple for single
machine and identical parallel machine environments: the
jobs are dispatched in permutation order to the machines.
Subsequently, each criterion value can be calculated based
on the resulting machine occupations.

3.1.3 Structure of the Applied Variation Operators

Initial investigations by Grimme and Lepping [12] that spe-
cial variation operators triggered by autonomously acting
predators yield good approximation results especially for



multi-criteria problems. For well examined scheduling sub-
problems, different variation operators can be designed based
on local search heuristics that assess a certain aspect of the
considered multi-criteria problem. Thus, we aim to achieve
an accelerated convergence towards the dedicated fractions
of the overall Pareto-front.

The methodology of constructing predators from simple
building blocks is founded on analysis of variation opera-
tor influences on the population. In former work [13], un-
derstanding of building block behavior and the subsequent
adroit combination realized by autonomous acting predators
was beneficial for improving approximation results. In the
context of a practical problem, the variation operators can
be regarded as local search heuristics that asses a part of the
considered multi-criteria problem in order to accelerate con-
vergence to a fraction of the Pareto-front. They collectively
and simultaneously effect the population due to their tight
coupling to the parallel acting predators.

We adapt this methodology by integrating problem spe-
cific expert knowledge into the operator design: The varia-
tion operators used for the reproduction of prey apply those
strategies for single-criterion scheduling which are described
in Sections 2.2 and 2.3. The following paragraphs describe
these operators in detail.

3.2 Integration of Expert Knowledge on Scheduling
Problems

For a large set of single-criterion scheduling problems, ex-
pertise on solution strategies can be expressed by optimal
sorting rules. Some of them have already been briefly dis-
cussed in Sections 2.2 and 2.3. For another set of single-
criterion scheduling problems there exist either polynomial
time algorithms or basic sorting rules that guarantee a cer-
tain solution quality which is expressed through an approx-
imation factor. In the latter case, these orderings can serve
as educated guess for a good solution to the problem and as
a good starting point to bound the set of multi-criteria solu-
tions.

3.2.1 Ordering as Reasonable Approximation for Various
Single-criterion Problems

Consider the ascending order according to the known exe-
cution times of all jobs: The SPT ordering optimally solves
the problems 1||Y.C; and P,|| ¥ C; both on a single and on
parallel identical machines, see Pinedo [19]. Similarly, the
single machine maximum lateness problem 1|d;|Lyqx is the
best known special case of the more general cost function
problem 1|prec|hyqy. Here, the cost function is defined as
hj(C;) = Cj —d; and the general backward algorithm, see

also Pinedo [19], yields a schedule that orders jobs in in-
creasing order of their due dates for 1|d;|Ly, i.e., Earliest
Due Date first (EDD).

Another due date related criterion which is also consid-
ered in this paper is Y U;, the number of late jobs. In the
single machine case, the problem 1|d;| Y. U; can be solved
easily by applying Moore’s algorithm [18] that separates all
jobs into a set of on-time and a set of late jobs. The first
set has to be scheduled according to EDD to guarantee that
L4y remains less or equal zero while the second set can be
scheduled arbitrarily. The more detailed review of this ap-
proach by van den Akker and Hoogeven [1] reveals that in
fact Moore’s algorithm is a dynamic algorithm with a special
structure and that the EDD ordering is in any case crucial in
the design of the algorithm.

For the parallel machine setting P,|d;| Y. U;, Siier et al.
[23] developed the so called SBC3 heuristic that intuitively
extends Moore’s approach to the parallel machine environ-
ment. Also in their approach, jobs are sorted according to
EDD first and then iteratively tested whether they become
late when assigned to the machine with minimum load. When
a late job occurs, the machine with minimum completion
time is determined and the job is assigned to that machine.
At the same time, the job with maximum processing time
on that machine is removed from the schedule and marked
late. This behavior is much more complex than other simple
sorting rules, but EDD still serves as basic ordering. In Sec-
tion 4.2.2 we therefore give a detailed analysis of this single
criterion subproblem and explain how the solution strategy
is modeled in the PPM as specific mutation operator combi-
nation.

Finally, we mention that ordering jobs in increasing or-
der of their processing time yields a reasonable schedule
for P,||Cpax- The Longest Processing Time first (LPT) rule
leads to the well known upper bound of % — ﬁ as an indica-
tion of how well the heuristic is guaranteed to perform, see
Graham [10].

3.2.2 Concept of a Problem Specific Mutation Operator

Based on the discussion above, a general variation operator
is designed which allows the integration of order-based ex-
pert knowledge. With this operator, the impact of SPT, LPT,
EDD, or any other sorting schemes can be brought randomly
and well-dosed into the population. Figure 2 exemplary de-
picts the application of this operator to a given sequence
with due dates d; or processing times p; respectively: a po-
sition is selected randomly in the permutation representa-
tion of the genotype. Then, a subsequence of 26 + 1 genes
is sorted according to EDD, SPT, LPT, or any other rule.
The size of this §-neighborhood is determined by a normal
distribution with an externally adjustable step size of 6. Ob-
viously, & = 0 has no effect as only the initial gene at the
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Fig. 2: Schematic depiction of the general working principle of a mutation operator with § = 2.

current position is selected. On the other hand, a larger &

leads to a higher probability of a completely ordered genome

which limits the Pareto-front regarding the respective crite-
)

rion.

3.2.3 Coupling of Predators and Variation Operators

Due to the modular character of the considered agent-based
optimization framework, predator agents and variation op-
erators can be coupled in various ways. Two main classes
of coupling can be identified: either a predator is coupled
with its corresponding knowledge-based variation operator
or coupled with an operator that supports another criterion’s
direction. For the latter one can consider a predator which
selects regarding }.C; either applying an SPT mutation or
an LPT mutation respectively. For both cases of coupling,
however, we expect a specific behavior which can be bene-
ficially integrated into the final algorithm setting.

In the first case, an operator that supports the predators
criterion can be expected to favor convergence towards ex-
tremal solutions. That is, solutions rapidly converge to the
criterion’s optimal solution and fully neglect other criteria.
A similar behavior was also observed by Grimme et al. [13]
and beneficially used to reach the outer perimeter of the de-
sired Pareto-front.

In the second case, the selection/mutation coupling fa-
vors an implicit lexicographical ordering which conserves
good solutions with respect to the predator’s criterion. Ad-
ditionally, this configuration favors a subsequent optimiza-
tion with respect to the other criteria because the sorting is
different from the actual selection. This approach can pro-
vide means to maintain good solutions while simultaneously
exploring the search space regarding another criterion. For
the evaluation, we consequently configure the PPM with all
possible mutation/selection combinations, see e.g. Table 1,
in order to take advantage of both described effects.

A fine grained analysis of these effects and a proof of
concept will be given during the following evaluation.

4 Evaluation

We consider two synthetically generated job sets _¢; and
_#> with n =50 jobs each. The processing times of ¢ were

2 Since it represents the optimal solution for L,y and ¥C 'j respec-
tively, they are obviously extremal solution on the Pareto-front.

sampled using a uniform distribution as p; = |%(1,10)],
Vj=1...n. In order to guarantee that all due dates can be
met, we determine correspondingly d; = p;+ | % (1,990) |,
Vj=1...n. This ensures that many Pareto-optimal solutions
exist as the widely distributed due dates allow for a larger va-
riety of L,,4, values. That property was verified by the appli-
cation of the polynomial algorithm, see Section 2.2, which
results in 34 Pareto-optimal solutions that form a well dis-
tributed front, see Table 7.

Respectively, we sampled _#; as p; = |% (1,50)], Vj=
l...nanddj=pj+|%(1,100)], ¥j=1...n. For the eval-
uation we apply _#7 to single machine scheduling prob-
lems and _# to the remaining parallel machine problem
instances. For the parallel setup, we consider 8§ identical ma-
chines, i. e. in all P, problems we set m = 8. The accompa-
nying tables in Appendix A contain the used instances and
the Pareto-optimal solutions.

4.1 Evaluation of the Bi-criteria Single Machine Problem

For the problem 1|d;|Y.C}, Liax, e first investigate the in-
fluence of pure EDD and SPT mutation. Thus, we focus
on the exclusive influence of EDD mutation and the corre-
sponding single-criterion selection. As mutation width, see
Section 3.2.2, we set ¢ = 5. The outcome is shown in Fig-
ure 3, separated by criteria.

As expected from the theoretical analysis, the EDD mu-
tation solves the problem for the first criteria (Lyqy) op-
timally. Therefore, when the predator selects according to
Lyyqx, many solutions are found that reach the minimum pos-
sible criterion value of 0, see Figure 3(a). As no subsequent
SPT optimization (in a lexicographic fashion) is performed,
solutions have only comparably bad }_C; values. The situ-
ation is different for pure SPT mutation, where we are able
to find one optimal solution on the bottom right edge of the
front (Y,C; = 3858). The effect of SPT mutation seems to
be stronger than the one of EDD mutation in terms of con-
vergence, see Figure 3(b) and it is also more robust with
respect to the selection criterion. The conclusion that can be
drawn from this is ambivalent: While SPT mutation is able
to favor convergence to the actual front, the population col-
lapses into one optimal solution when the influence of the
operator becomes too strong for the total completion time
criterion. In order to realize an implicit lexicographic or-
dering of the criteria—which is especially advantageous to
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Fig. 3: Evaluation of the EDD mutation operator with cor-
responding selection. Additionally, the real Pareto-front is
depicted as reference.

successfully solve this specific multi-criteria problem—we
additionally apply both mutations together with the respec-
tive contrary criterion, see Section 3.2.3. The effects that
could be perceived during the isolated application of each
of the operators indicate that their combination could lead
to a good approximation of the problem’s Pareto-front. The
final parametrization of each predator is shown in Table 1.

Predator Criterion Mutation Parameter
P1 Lyax EDD c=4
P2 YC; EDD c=4
P3 Lyax SPT o=4
P4 YC; SPT o=4

Table 1 Parameterization of the predators for the combined problem
solving scenario.

The evaluation of the combined run results in the Pareto-
front approximation depicted in Figure 4. It turns out that
it is possible to combine the beneficial effects to achieve a
well overall approximation. It is remarkable that all identi-
fied characteristics are preserved in their combined applica-
tion, resulting in a front that is almost covered as a whole.
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Fig. 4: Parallel application of all mutation operators in com-
bination with the two different selections and the real Pareto-
front.

4.2 Evaluation of Multi-criteria Parallel Machine Problems

In order to evaluate our algorithmic framework on more chal-
lenging problems, we apply the agent-based approach to sev-
eral parallel machine problems with two and three criteria.
Additionally, we clarify how B,|d;|YU; can be approxi-
mated by the interplay of several agent. The above men-
tioned SBC3 behavior can be modeled by the interaction of
atomic sorting rules. This setup is then applied to approxi-
mate one criterion in a multi-criteria problem environment.

4.2.1 Solving the P, ||Cyax, L.Cj Problem

As explained in Section 2.3, there exists no specific solu-
tion algorithm to the bi-criteria problem By, ||Cynax, .Cj. We
are therefore forced to apply the NSGA-2 heuristic in or-
der to generate reference results. Here, we are faced with
the general problem that NSGA-2 must be fine-tuned in or-
der to achieve the best results for comparison. To this end,
we performed several simulation studies and used the rec-
ommended NSGA-2 standard configuration, see Deb [4], as
well as the same special variation operators applied in the
PPM. However, as we expected, special operators applied in
NSGA-2 did not lead to any better solutions than standard
operators. Even all attempts with recombination schemes
did not yield better results. Thus, we consider for compari-
son the best solutions achieved by NSGA-2 using a popula-
tion size of 100 with exclusive swap mutation. The mutation
randomly swaps 8 jobs in the sequence and is applied to each
individual (variation probability of 1.0).

The PPM, however, uses two special tailored operators
derived from the general mutation operator scheme, see Sec-
tion 3.2.2: SPT mutation derived from the SPT rule, which
solves P,||Y.C; optimally as well as LPT mutation that ap-
proximates Py||Cnqy and takes its cue from the earlier dis-
cussed LPT rule. Consequently, we created a predator species
for each criterion and connected them to both operators re-



spectively. We discovered that LPT mutation should be em-
phasized over the quite efficient SPT mutation and choose
therefore o = 10 while SPT is applied with ¢ = 5. Overall
we run the PPM for 6,000 function evaluations per experi-
ment and performed 50 runs of each setup; the figures show
a one solution out of all runs. The whole configuration of
these experiments is given in Table 2.

Predator Criterion Mutation Parameter
P1 Chnax SPT o=5

P2 YC; SPT o=5

P3 Chnax LPT oc=10
P4 YC; LPT c=10

Table 2 Parameterization of the predators for the combined problem
solving scenario.

Both obtained Paretofronts are depicted in Figure 2 and
single-criteria SPT as well as LPT solutions are additionally
shown in the criteria space. Obviously, PPM outperforms
NSGA-2 in both convergence and diversity although, on the
first sight, one can get the impression that PPM generates a
less divers front than NSGA-2. However, note that the gray
shaded "overall area of non-domination" is larger for PPM.
As PPM converges even to }.C;j(OPT) value, only the min-
imum C,,,, value is at that point considered for the Pareto-
front.
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Fig. 5: Results for m = 8. Circles: NSGA-2; crosses: PPM

Before we present the PPM application to a three-criteria
problem, we explain how the single-criterion total number
of tardy jobs problem is approximated.

4.2.2 A Preliminary Study on B, |d;| L. U;

While the approximation of the total completion time },C;
and Makespan C,,,, is comparatively easy, the total number
of late jobs }U; is more challenging, as no atomic sort-
ing heuristic is immediately applicable. As mentioned in

Section 3.2.1, the SBC3 heuristic of Siier et al. transfers
Moore’s algorithm to the parallel machine environment. In
general, we assume that EDD serves as basic principal while
more detailed insights are actually required. Thus, we per-
formed several experiments with different combinations of
random swap mutation, EDD-mutation, and SPT-mutation.
In Figure 6, we depict the best results for an instance of
R|d;| Y. U; and several operator combinations. The Random
Swap Mutation (RD) uniformly swaps two genes in the in-
dividual encoding and serves as adaptation of the standard
mutation to a permutation encoding. The performance with
pure RD-mutation is relatively poor as no problem specific
knowledge is provided and the algorithm has to rely on sim-
ple random search.

30

......... RD
——— EDD+SPT
—  EDD+SPT+RD

0 200 400 600 800 1000
function evaluations

Fig. 6: Exemplary best results for Ps|d;|Y.U; and several
operator combinations and the result of the SBC3 heuristic
(LU, =8). First, only a random mutation operator is applied
to the population (RD). Second, EDD and SPT inspired op-
erators are applied (EDD+SPT). Finally, all operators are
combined (EDD+SPT+RD).

Please remember the procedure of the SBC3 heuristics:
Whenever a job misses its due date, the largest currently
scheduled job is shifted towards the end of the sequence and
marked late. Thus, the SBC3 behavior can be modeled by
a combination of multiple atomic sorting rules, e.g. EDD
and SPT while EDD is the general sorting rule and SPT
heuristically produced subsequences where larger jobs are
scheduled more to the end. Thus, we apply a combination of
EDD + SPT and obtain much faster and better convergence
than with exclusive RD-mutation. Further, we discover that
the performance of the PPM can be even more improved
if some random influence is added. In this way, the PPM
yields almost as good results as the SBC3 heuristic and we
assume that the EDD + SPT combination is reasonable to
approximate the ) U; part of a corresponding multi-criteria
problem.



10

4.2.3 Solving the Py|dj|Cpax,Y.Cj,Y.U;j Problem

With these findings at hand, we are now able to tackle the
multi-criteria problem Py, |d|Cinax, Y. Cj, ¥ U; with three con-
tradictory criteria. We apply the same configuration con-
cept as in the previous test but use—as described above—
additionally EDD and SPT mutations (with o = 5) as they
are supposed to lead solutions to the }_ U; criterion.

Predator Criterion Mutation Parameter
P1 Chax SPT oc=5

P2 YC; SPT o=5

P3 YU; SPT o=5

P4 Chnax LPT o=10
P5 YC; LPT oc=10
P6 YU, LPT c=10
P7 Crnax EDD oc=5

P8 YC; EDD oc=5

P9 YU; EDD o=5

Table 3 Parameterization of the predators for the combined problem
solving scenario.

In contrast to the test with two criteria described above,
problems (and corresponding solutions) with three or more
criteria are hard to visualize. Thus, we follow an alterna-
tive quality assessment and compute the .’-Metric values
for the obtained Paretofronts. This metric evaluates a set of
non-dominated solutions in the criteria space by calculat-
ing the hypervolume which is dominated by the solution set.
The dominated hypervolume corresponds to the size of the
region of the criteria space—bounded by a reference point—
which contains solutions that are weakly dominated by at
least one of the members of the set; consequently, a larger
.-Metric value indicates a better Pareto-front approxima-
tion. In Table 4 we show the results for the three-criteria
problem.

Algorithm - < HElitte -

Mean / Median Std. Dev Variance
NSGA-2 0.16496/0.16499 | 4.3178-1073 | 1.8643-107°
PPM 0.19220/0.19220 | 3.8321-107° | 1.4685-107°

Table 4 Normalized .#-Metric value for both approaches averaged
over 50 runs. Reference point: [4000,4000,4000].

The PPM shows not only a better approximation of the
front but also a grater reliability as both standard deviation
and variance are significantly smaller than for the NSGA-2
results. Additionally, we show in Figure 7 the different pro-
jections of the Pareto-front approximation and correspond-
ing heuristic results.

In these projection it becomes obvious that PPM out-
performs NSGA-2 in terms of convergence and diversity.
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Fig. 7: Results for m = 8 with 3 Criteria. Circles: NSGA-2;
crosses: PPM

Figures 7(b) and 7(c) prove that even for this problem the
optimal SPT solution is found by PPM while NSGA-2 fails.
Further, PPM can find even better solutions than those of
SBC3 and LPT heuristic, see Figure 7(a). Considering both
-Metric and the figures, we draw the conclusion that PPM
is a powerful concept for solving scheduling problems with
even more than two criteria.
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5 Conclusion

In this work, we presented an agent-based framework for
solving multi-criteria scheduling problems. The lightweight
design of the approach features the flexible combination of
single-criterion solution heuristics to tackle complex multi-
criteria problems. It provides a decoupled and easy-to-realize
randomized strategy which allows to seamlessly integrate
theoretically founded results and rules from single objective
scheduling. In this way it becomes possible to use problem
specific expert knowledge to cope with hard-to-solve prob-
lems. More specific, we are able to express problem specific
single-criterion knowledge by corresponding variation oper-
ators. The isolated analysis of those operators shows that it is
possible to reliably cover certain regions of the Pareto-front.
In this way, it is even possible to integrate both extremal
convergence behavior and lexicographic optimization. The
simultaneous and parallel realization of those discovered ef-
fects on the population yields a good set of trade-off solu-
tions.

In this work we exemplary studied the behavior of our

agent-based framework on three test problems. For the easy
single machine problem 1|d;| Y, C}, Linqy the algorithm proves
to be principally able to reach the optimal Pareto-front. Here,
the successful combination of well known solution strate-
gies like SPT and EDD via specially designed operators is
demonstrated. Further, the approach also proves to be able to
handle hard problems with multiple criteria. For both schedul-
ing problems P,,||Cpax, LC;j and Py|d|Cinax, Y.Cj, XU, the
combination of SPT, LPT, and EDD is shown to be benefi-
cial in the randomized scheme, outperforming modern multi-
criteria evolutionary search algorithms like NSGA-2.
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A Job Sets 7, #>, and Solutions for 1|d;|Y.Cj,Lyax

1 0 4024 10 9 3948 19 25
2 1 4015 11 10 3940 20 28
3 2 4007 12 12 3934 21 31
4 3 3999 13 14 3927 22 34
5 4 3990 14 16 3921 23 37
6 5 3982 15 18 3915 24 40
7 6 3974 16 19 3914 25 43
8 7 3965 17 20 3908 26 47
9 8 3957 18 22 3902 27 52

Table 7 Maximum lateness (L) and total completion time (Y. C;) of

all 34 Pareto-optimal solutions for job set _#;.

J pj dj J Pj dj J pj dj J Pj dj
1 10 793 14 5 170 27 3 526 40 7 100
2 1 827 15 1 158 28 7 859 41 10 645
3 1 50 16 4 522 29 2 571 42 10 776
4 1 484 17 9 533 30 8 393 43 5 190
5 3 513 18 3 829 31 2 610 44 7 10
6 6 69 19 1 167 32 2 156 45 9 530
7 3 824 20 3 928 33 3 632 46 10 362
8 1 951 21 5 292 34 1 357 47 7 487
9 7 537 22 8 391 35 2 849 48 1 800
10 1 90 23 2 151 36 3 785 49 8 466
11 1 968 24 9 302 37 6 192 50 5 749
12 6 702 25 5 279 38 2 678
13 3 4 26 10 375 39 8 260

Table 5 Properties of _#; as problem instance for 1|d}| Ly, Y.Cj .
J pj dj J pj dj J pj dj J pj dj
1 6 75 14 22 57 27 35 50 40 22 96
2 12 50 15 18 100 28 6 26 41 8 22
3 50 118 16 12 70 29 26 31 42 18 106
4 11 39 17 28 49 30 38 127 43 26 108
5 33 34 18 18 57 31 34 60 44 33 39
6 5 54 19 36 69 32 36 57 45 29 70
7 44 129 20 17 67 33 24 73 46 8 84
8 47 147 21 21 112 34 5 94 47 28 32
9 45 138 22 50 127 35 43 60 48 40 100
10 19 41 23 5 8 36 8 34 49 12 48
11 23 77 24 29 53 37 12 82 50 11 97
12 42 126 25 18 88 38 10 74
13 27 28 26 15 73 39 33 55

Table 6 Properties of _#5 as problem instance for P, |d;|1 ... Jk.



