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Abstract

Mixability of a loss characterizes fast rates in the online learning setting of prediction with ex-
pert advice. The determination of the mixability constant for binary losses is straightforward but
opaque. In the binary case we make this transparent and simpler by characterising mixability in
terms of the second derivative of the Bayes risk of proper losses. We then extend this result to
multiclass proper losses where there are few existing results. We show that mixability is governed
by the maximum eigenvalue of the Hessian of the Bayes risk, relative to the Hessian of the Bayes
risk for log loss. We conclude by comparing our result to other work that bounds prediction perfor-
mance in terms of the geometry of the Bayes risk. Although allcalculations are for proper losses,
we also show how to carry the results across to improper losses.

Keywords: mixability, multiclass, prediction with expert advice, proper loss, learning rates

1. Introduction

In prediction with expert advice(Vovk, 1990, 1995, 2001; Cesa-Bianchi and Lugosi, 2006) a learner
has to predict a sequence of outcomes, which might be chosen adversarially. The setting is online,
meaning that learning proceeds in rounds; and the learner is aided by a finitenumber of experts. At
the start of each round, all experts first announce their predictions for that round, then the learner has
to make a prediction, and finally the real outcome is revealed. The discrepancy between a prediction
and an outcome is measured by aloss function, and losses add up between rounds. Finally, the goal
for the learner is to minimize theirregret, which is the difference between their cumulative loss and
the cumulative loss of the best expert afterT rounds.

Strategies for the learner usually come with guaranteed bounds on the regret in the worst case
over all possible outcomes and expert predictions, which ensures goodlearning performance under
all circumstances. How strong these guaranteed bounds can be depends on the loss function. Some
losses are easy in the sense that the worst-case regret can be bounded by a constant, which isO(1)
in T. For other losses only a rate ofO(

√
T) or worse can be guaranteed (Kalnishkan and Vyugin,
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2008). Our results provide new insight and new technical tools for the class of losses for which fast,
O(1) rates are possible.

1.1 Fast Rates and Mixability

It is known that, under very general conditions,O(1) rates are possible if and only if the loss isη-
mixable(defined below) for someη > 0, which means that mixability characterizes fast rates. More
specifically, if a loss isη-mixable and there areN experts, then using the so-calledaggregating
algorithm(Vovk, 2001) the learner is guaranteed to have regret bounded by

lnN
η

, (1)

which does not grow withT. Conversely, if the loss is notη-mixable for anyη > 0 and satisfies
very mild regularity conditions, then it is not possible to bound the worst-caseregret by an additive
constant for any strategy (Kalnishkan and Vyugin, 2008; Vovk, 1995). Examples of mixable losses
include the logarithmic loss, the relative entropy loss, the square loss on binary outcomes (Haussler
et al., 1998) and the Brier score (Vovk and Zhdanov, 2009), which are all 1-mixable except for the
square loss, which is 2-mixable.

A related condition requires the loss to beexp-concave(Cesa-Bianchi and Lugosi, 2006). Al-
though exp-concavity implies mixability, the converse is not true, and therefore exp-concavity does
not characterize fast rates.

Although mixability is associated with fast rates, it also appears in the analysis of losses with
O(

√
T) rates. For example, the analysis of Kalnishkan and Vyugin (2008) may be interpreted as ap-

proximating non-mixable losses by a sequence ofη-mixable losses withη going to zero (Kalnishkan
and Vyugin, 2008, Remark 19). Thus mixability appears to be one of the mostfundamental proper-
ties to study in the prediction with expert advice setting.

1.2 Main Results

The aggregating algorithm depends onη, and its regret bound (1) is optimized whenη is as large as
possible. For any loss of interestℓ, it is thus desirable to know the largestη for whichℓ is η-mixable.
We call this themixability constantfor ℓ.

For outcomes with two possible values, determining the mixability constant is straight-forward
using a formula due to Haussler et al. (1998), but their expression has no clear interpretation. In
Section 4.1 we show how, for the important class ofproper losses, the result by Haussler et al.
simplifies considerably, and may be expressed in terms of the curvature of theBayes riskof the loss
relative to the Bayes risk for the logarithmic loss. The relevant notions of properness and Bayes risk
will first be reviewed in Section 3.

We refer to the case where outcomes have more than two possible values as the multiclass
setting. Here no general result has previously been available, and the mixability constant has only
been determined for a limited number of cases (mainly logarithmic loss and the Brierscore). Our
main contribution is a simple explicit formula for the mixability constant in the multiclass setting
(Theorem 13 and Corollary 14), which generalises our result for binary-valued outcomes. Along
the way we develop other useful characterizations of mixability in Theorem 10. We illustrate the
usefulness of our results by giving a short proof for 1-mixability of the multiclass Brier score in
Section 5, which is simpler than the previously known proof (Vovk and Zhdanov, 2009).
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Although our results are stated for proper losses, in Section 6 we show how they carry across to
losses that are not proper.

1.3 Outline

The paper is structured as follows. In the next section we introduce general notation. Then Sec-
tion 3 reviews the class of proper losses and the definition of Bayes risk, along with some of their
properties that are required later. It also states Condition A, which lists several continuity conditions
on the loss that are required for our main results.

In Section 4 we come to the main part of the paper. There mixability is formally defined, and in
Section 4.1 we state our results for binary-valued outcomes. The remainderof Section 4 is devoted
to generalising this result to the multiclass setting (Theorem 13 and Corollary 14). An important
intermediate result is stated in Theorem 10, and we discuss some of its direct consequences in
Corollaries 11 and 12. These show that the sum of twoη-mixable losses isη-mixable and that the
logarithmic loss is the “most mixable” in a sense.

Section 5 contains a simplified proof for 1-mixability of the Brier score. And in Section 6 we
show how our results carry across to losses that are not proper. In Section 7 we also relate our
results to recent work by Abernethy et al. (2009) in a related online learning setting. Our proofs in
Section 4 require some results from matrix calculus, which we review briefly inAppendix A.

2. Setting

We consider a game ofprediction with expert advice, which goes on for roundst = 1, . . . ,T. At
the start of each roundt, N experts choose their predictionsv1

t , . . . ,v
N
t from a setV; then the learner

chooses their predictionvt ∈ V; and finally the true outcomeyt ∈ Y= {1, . . . ,n} is revealed. When
the outcomes are binary-valued,n = 2, but in the multiclass settingn can be any positive integer.
Losses are measured by a functionℓ : Y×V → [0,∞] and over the course of the game add up to
Loss(T) := ∑T

t=1ℓ(yt ,vt) for the learner and to Lossj(T) = ∑T
t=1ℓ(yt ,v

j
t ) for the j-th expert. The

goal for the learner is to predict nearly as well as the best expert, as measured by theregret

R(T) = Loss(T)−min
j

Lossj(T).

Typical strategies in the literature come with bounds on the regret that hold in the worst case, for
any possible expert predictions and any possible sequence of outcomes. In particular, if the lossℓ is
η-mixable for someη > 0 and the learner predicts according to the aggregating algorithm, then the
regret is bounded by

R(T)≤ lnN
η

, (2)

no matter what the expert predictions or the outcomes are.

2.1 Notation

We use the following notation throughout. Let[n] := {1, . . . ,n} and denote byR+ the non-negative
reals. The transpose of a vectorx is x′. If x is a n-vector,A = diag(x) is then× n matrix with
entriesAi,i = xi , i ∈ [n] andAi, j = 0 for i 6= j. We also write diag(xi)

n
i=1 := diag(x1, . . . ,xn) :=

diag((x1, . . . ,xn)
′). The inner product of twon-vectorsx andy is denoted by matrix productx′y. We
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sometimes writeA·B for the matrix productABfor clarity when required. IfA−B is positive definite
(resp. semi-definite), then we writeA ≻ B (resp. A < B). The n-simplex ∆n :=
{(x1, . . . ,xn)

′ ∈ R
n : xi ≥ 0, i ∈ [n], ∑n

i=1xi = 1}. Other notation (the Kronecker product⊗, the
derivativeD, and the HessianH) is defined in Appendix A, which also includes several matrix
calculus results we use.

3. Proper Multiclass Losses

We consider multiclass losses for class probability estimation, in which predictions are probability
distributions:V= ∆n. As we will often consider how the loss changes as a function of the predicted
distributionq∈ ∆n, it is convenient to define apartial loss functionℓi(q) = ℓ(i,q) for any outcome
i ∈ [n]. Together these partial loss functions make up the fullloss functionℓ : ∆n → [0,∞]n, which
assigns a loss vectorℓ(q) = (ℓ1(q), . . . , ℓn(q))′ to each distributionq ∈ ∆n. If the outcomes are
distributed with probabilityp∈ ∆n then therisk for predictingq is just the expected loss

L(p,q) := p′ℓ(q) =
n

∑
i=1

piℓi(q).

TheBayes riskfor p is the minimal achievable risk for that outcome distribution,

L(p) := inf
q∈∆n

L(p,q).

A loss is calledproperwhenever the minimal risk is always achieved by predicting the true outcome
distribution, that is,L(p) = L(p, p) for all p∈ ∆n. A proper loss isstrictly properif there exists no
q 6= p such thatL(p,q) = L(p). For example, thelog lossℓlog(p) := (− ln(p1), . . . ,− ln(pn))

′ is
strictly proper, and its corresponding Bayes risk is the entropyLlog(p) =−∑n

i=1 pi ln(pi).
We call a proper lossℓ strongly invertibleif for all distributionsp 6= q∈ ∆n there exists at least

one outcomei ∈ [n] such thatℓi(p) 6= ℓi(q) and pi > 0. Note that without the requirement that
pi > 0 this would be ordinary invertibility. One might also understand strong invertibility as saying
that the loss should be invertible, and if we restrict the game to a face of the simplex (effectively
removing one possible outcome), then the loss function for the resulting game should again be
strongly invertible.

Since it is central to our results, we will assume all losses are strictly properfor the remainder
of the paper (except Section 6 where we show how the assumption may be relaxed). Lemma 2 in
the next section shows that strictness is not such a strong requirement.

3.1 Projecting Down to n−1 Dimensions

Because probabilities sum up to one, anyp∈ ∆n is fully determined by its firstn−1 components
p̃= (p1, . . . , pn−1). It follows that any function ofp can also be expressed as a function of ˜p, which
is convenient in order to use the standard rules when taking derivativeson ∆n. To go back and forth
betweenp and p̃, we definepn(p̃) := 1−∑n−1

i=1 p̃i and the projection

Π∆(p) := (p1, . . . , pn−1)
′,

which is a continuous and invertible function from∆n to ∆̃n := {(p1, . . . , pn−1)
′ : p ∈ ∆n}, with

continuous inverseΠ−1
∆ (p̃) = (p̃1, . . . , p̃n−1, pn(p̃)). For similar reasons, we sometimes project loss
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∆n Λ Φη
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Figure 1: Mappings and spaces.

vectorsℓ(p) onto their firstn−1 components(ℓ1(p), . . . , ℓn−1(p))′, using the projection

ΠΛ(λ) := (λ1, . . . ,λn−1)
′.

We writeΛ := ℓ(∆n) for the domain ofΠΛ andΛ̃ for its range.
For loss functionsℓ(p), we will overload notation and abbreviateℓ(p̃) := ℓ(Π−1

∆ (p̃)). In addi-
tion, we write

ℓ̃(p̃) := ΠΛ(ℓ(p̃)) = (ℓ1(p̃), . . . , ℓn−1(p̃))
′

for the firstn− 1 components of the loss (see Figure 1). By contrast, forL(p) we will be more
careful about its domain, and use the separate notationL̃(p̃) := L(Π−1

∆ (p̃)) when we consider it as
a function ofp̃.

It may well be that one can avoid the explicit projection down ton− 1 dimensions using the
intrinsic methods of differential geometry (Thorpe, 1979), but we have been unable to prove our
results using that machinery. In any case, in order to do calculations, onewill need some coordinate
system. Our projection simply defines the natural(n−1)-dimensional coordinate system on∆n.

3.2 First Properties

Our final result requires the following conditions on the loss:

Condition A The lossℓ(p) is strictly proper, continuous on∆n, and continuously differentiable on
the relative interiorrel int(∆n) of its domain.

As the projectionΠ∆ is a linear function, differentiability ofℓ(p) is equivalent to differentiability of
ℓ(p̃), which will usually be easier to verify. Note that it follows from (15) below that existence of
Dℓ̃ guarantees the existence ofHL̃.

Lemma 1 Let ℓ(p) be a strictly proper loss. Then the corresponding Bayes risk L(p) is strictly
concave, and ifℓ(p) is differentiable on the relative interiorrel int(∆n) of ∆n then it satisfies the
stationarity condition

p′Dℓ(p̃) = 0n−1 for p∈ rel int(∆n). (3)

If ℓ(p) is also continuous on the whole simplex∆n, thenΠΛ, ℓ(p) and ℓ̃(p̃) are all continuous and
invertible, with continuous inverses.

Proof Let p0, p1 ∈ ∆n and letpλ = (1−λ)p0+λp1. Then for anyλ ∈ (0,1)

L(pλ) = p′λℓ(pλ) = (1−λ)L(p0, pλ)+λL(p1, pλ)> (1−λ)L(p0)+λL(p1),
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Figure 2: Left: the (boundary of the) superprediction set on two outcomes for the Brier score and
the boundary of the superprediction set for log loss. Right: the same boundaries after
applying theη-exponential operator forη ∈ {3/4,1,5/4}. The dark curves correspond
to η = 1.

soL(p) is strictly concave. Properness guarantees that the functionLp(q̃) := L(p,q(q̃)) has a mini-
mum atq̃= p̃. HenceDLp(q̃) = p′Dℓ(q̃) = 0n−1 at q̃= p̃, giving the stationarity condition.

Now supposeℓ is continuous on∆n, and observe thatΠΛ is also continuous. Then by tracing
the relations in Figure 1, one sees that all remaining claims follow if we can establish invertibility
of ℓ̃ and continuity of its inverse. (Recall thatΠ∆ is invertible with continuous inverse.)

To establish invertibility, suppose there exist ˜p 6= q̃ in ∆̃n such thatℓ̃(p̃) = ℓ̃(q̃) and assume
without loss of generality thatℓn(p) ≤ ℓn(q) (otherwise, just swap them). ThenL(q) = q̃′ℓ̃(q̃)+
qnℓn(q)≥ q̃′ℓ̃(p̃)+qnℓn(p) = L(q, p), which contradicts strict properness. Henceℓ̃ must be invert-
ible.

To establish continuity of̃ℓ−1, we need to show that̃ℓ(p̃m) → ℓ̃(p̃) implies p̃m → p̃ for any
sequence(p̃m)m=1,2,... of elements from̃∆n. To this end, letε > 0 be arbitrary. Then it is sufficient
to show that there exist only a finite number of elements in(p̃m) such that‖p̃m− p̃‖ > ε. Towards
a contradiction, suppose that(q̃k)k=1,2,... is a subsequence of(p̃m) such that‖q̃k− p̃‖ ≥ ε for all q̃k.
Then the fact that̃∆n is a compact subset ofRn−1 implies (by the Bolzano-Weierstrass theorem) that
(q̃k) contains a converging subsequence ˜rv → r̃. Since continuity ofℓ andΠ−1

∆ imply continuity of
ℓ̃, we haveℓ̃(r̃v)→ ℓ̃(r̃). But since ˜rv is a subsequence of(p̃m), we also have that̃ℓ(r̃v)→ ℓ̃(p̃) and
henceℓ̃(r̃) = ℓ̃(p̃). But then strict properness implies that ˜r = p̃, which contradicts the assumption
that‖r̃v− p̃‖ ≥ ε for all v.

4. Mixability

We use the following characterisation of mixability (as discussed by Vovk andZhdanov, 2009) and
motivate our main result by looking at the binary case. To define mixability we need the notions
of a superprediction set and a parametrised exponential operator. Thesuperprediction set Sℓ for a
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lossℓ : ∆n → [0,∞]n is the set of points in[0,∞]n that point-wise dominate some point on the loss
surface. That is,

Sℓ := {λ ∈ [0,∞]n : ∃q∈ ∆n, ∀i ∈ [n], ℓi(q)≤ λi}. (4)

For any dimensionmandη ≥ 0, theη-exponential operator Eη : [0,∞]m → [0,1]m is defined by

Eη(λ) := (e−ηλ1, . . . ,e−ηλm).

For η > 0 it is clearly invertible, with inverseE−1
η (φ) =−η−1(lnφ1, . . . , lnφm). We will both apply

it for m= n and form= n−1. The dimension will always be clear from the context.
A lossℓ is η-mixablewhen the setEη(Sℓ) is convex. The largestη such that a loss isη-mixable

is of special interest, because it determines the best possible bound in (2). We call this themixability
constantand denote it byηℓ:

ηℓ := max{η ≥ 0: ℓ is η-mixable}.

A loss is always 0-mixable, soηℓ ≥ 0, but note that forηℓ = 0 the bound in (2) is vacuous. A loss
is therefore calledmixableonly if its mixability constant is positive, that is,ηℓ > 0.

One may rewrite the definition ofEη(Sℓ) as follows:

Eη(Sℓ) = {Eη(λ) : λ ∈ [0,∞]n, ∃q∈ ∆n, ∀i ∈ [n], ℓi(q)≤ λi}
= {z∈ [0,1]n : ∃q∈ ∆n, ∀i ∈ [n], e−ηℓi(q) ≥ zi},

sincex 7→ e−ηx is nonincreasing (in fact, decreasing forη > 0). Hence in order forEη(Sℓ) to be
convex graph( fη) = Φη := {(e−ηℓ1(q), . . . ,e−ηℓn(q)) : q ∈ ∆n} needs to beconcave. Here fη is the
function whose graph is given by the set above. An explicit definition offη is given in (11) after
we have introduced some more notation. Observe thatΦη is the (upper) boundary ofEη(Sℓ); that is
why concavity offη corresponds toconvexityof Eη(Sℓ).

Lemma 2 If a proper, strongly invertible lossℓ is mixable, then it is strictly proper.

An example of a mixable proper loss that is not strictly proper, is whenℓ(p) does not depend onp.
In this case the loss is not invertible.
Proof Supposeℓ is not strictly proper. Then there existp 6= q such thatL(p) = L(p,q). In addition,
mixability implies that for anyλ ∈ (0,1) there exists a distributionrλ such that for alli ∈ [n]

ℓi(rλ)≤− 1
ηℓ

log
(

(1−λ)e−ηℓℓi(p)+λe−ηℓℓi(q)
)

≤ (1−λ)ℓi(p)+λℓi(q),

where the second inequality follows from (strict) convexity ofx 7→ e−x and is strict whenℓi(p) 6=
ℓi(q). Sinceℓi(p) 6= ℓi(q) for at least onei with pi > 0, it follows that

L(p, rλ) = p′ℓ(rλ)< p′
(

(1−λ)ℓ(p)+λℓ(q)
)

= L(p),

which contradicts the definition ofL(p). Thus mixability implies thatℓ must be strictly proper.
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4.1 The Binary Case

A loss is called binary if there are only two outcomes:n= 2. For twice differentiable binary losses
ℓ it is known (Haussler et al., 1998) that

ηℓ = inf
p̃∈(0,1)

ℓ′1(p̃)ℓ
′′
2(p̃)− ℓ′′1(p̃)ℓ

′
2(p̃)

ℓ′1(p̃)ℓ
′
2(p̃)(ℓ

′
2(p̃)− ℓ′1(p̃))

. (5)

When a proper binary lossℓ is differentiable, the stationarity condition (3) implies

p̃ℓ′1(p̃)+(1− p̃)ℓ′2(p̃) = 0

⇒ p̃ℓ′1(p̃) = (p̃−1)ℓ′2(p̃) (6)

⇒ ℓ′1(p̃)
p̃−1

=
ℓ′2(p̃)

p̃
=: w(p̃) =: wℓ(p̃). (7)

We haveL̃(p̃) = p̃ℓ1(p̃)+ (1− p̃)ℓ2(p̃). Thus by differentiating both sides of (6) and substituting

into L̃′′
(p̃) one obtainsL̃′′

(p̃) = ℓ′1(p̃)
1−p̃ = −w(p̃). (See Reid and Williamson, 2011). Equation 7

impliesℓ′1(p̃) = (p̃−1)w(p̃), ℓ′2(p̃) = p̃w(p̃) and henceℓ′′1(p̃) = w(p̃)+ (p̃−1)w′(p̃) andℓ′′2(p̃) =
w(p̃)+ p̃w′(p̃). Substituting these expressions into (5) gives

ηℓ = inf
p̃∈(0,1)

(p̃−1)w(p̃)[w(p̃)+ p̃w′(p̃)]− [w(p̃)+(p̃−1)w′(p̃)]p̃w(p̃)
(p̃−1)w(p̃)p̃w(p̃)[p̃w(p̃)− (p̃−1)w(p̃)]

= inf
p̃∈(0,1)

1
p̃(1− p̃)w(p̃)

.

Observing thatLlog(p) =−p1 ln p1− p2 ln p2 we haveL̃log(p̃) =−p̃ln p̃−(1− p̃) ln(1− p̃) and thus

L̃′′
log(p̃) =

−1
p̃(1−p̃) and sowlog(p̃) = 1

p̃(1−p̃) . Thus

ηℓ = inf
p̃∈(0,1)

wlog(p̃)

wℓ(p̃)
= inf

p̃∈(0,1)

L̃′′
log(p̃)

L̃′′
(p̃)

. (8)

That is, the mixability constant of binary proper losses is the minimal ratio of the second derivatives
of the Bayes risks for log loss and the loss in question. The rest of this paper is devoted to the
generalisation of (8) to the multiclass case. That there is a relationship between Bayes risk and
mixability was also pointed out (in a less explicit form) by Kalnishkan et al. (2004).

By substitutingwℓ(p̃) =
ℓ′1(p̃)
p̃−1 andwlog(p̃) = 1

p̃(1−p̃) into (8), one obtains an expression to com-
puteηℓ that is simpler than (5):

−1
ηℓ

= inf
p̃∈(0,1)

p̃ℓ′1(p̃). (9)

This result also generalizes to the multiclass case; see Corollary 14.

4.2 Mixability and the Concavity of the Function fη

Our aim is to relate mixability of a loss to the curvature of its Bayes risk surface.Since mixability is
equivalent to concavity of the functionfη, which maps the firstn−1 coordinates ofΦη to then-th
coordinate, we will start by giving an explicit expression forfη. We will assume throughout that the
lossℓ is strictly proper and continuous on∆n.
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It is convenient to introduce an auxiliary functionτη : ∆̃n → [0,1]n−1 as

τη(p̃) := Eη(ℓ̃(p̃)) =
(

e−ηℓ1(p̃), . . . ,e−ηℓn−1(p̃)
)

, (10)

which maps a distribution ˜p to the firstn−1 coordinates of an element inΦη. The range ofτη will
be denotedΦ̃η (see Figure 1). In addition, let the projectionΠΦ : Φη → Φ̃η map any element of
φ ∈ Φη to its first n−1 coordinates(φ1, . . . ,φn−1). Then under our assumptions, all the maps we
have defined are well-behaved:

Lemma 3 Let ℓ be a continuous, strictly proper loss. Then forη > 0 all functions in Figure 1 are
continuous and invertible with continuous inverse.

Proof Lemma 1 already covers most of the functions. Given thatEη satisfies the required properties,
they can be derived for the remaining functions by writing them as a composition of functions for
which the properties are known. For example,τη = Eη ◦ ℓ̃ is a composition of two continuous and
invertible functions, which each have a continuous inverse.

It follows that, under the conditions of the lemma, the functionfη : Φ̃η → [0,1] may be defined as

fη(φ̃) = e−ηℓn(τ−1
η (φ̃)) (11)

and is continuous. Moreover, asΦ̃η (the domain offη) is the preimage underτ−1 of the closed set
∆̃n, continuity ofτ−1 implies thatΦ̃η is closed as well. However, continuity implies that we may
restrict attention to the interiors of̃Φη and of the probability simplex:

Lemma 4 Let ℓ be a continuous, strictly proper loss. Then, forη > 0, fη is concave if and only if
it is concave on the interiorint(Φ̃η) of its domain. Furthermore this set corresponds to a subset of
the interior of the simplex:τ−1

η (int(Φ̃η))⊆ int(∆̃n) = Π∆(rel int(∆n)).

Proof The restriction to int(Φ̃η) follows trivially from continuity of fη. The setτ−1
η (int(Φ̃η)) is the

preimage underτη of the open set int(Φ̃η). Sinceτη is continuous, it follows that this set must also
be open and hence be a subset of the interior of∆̃n.

4.3 Relating Concavity of fη to the Hessian of L

The aim of this subsection is to express the Hessian offη in terms of the Bayes risk of the loss
function definingfη. We first note that a twice differentiable functionf : X → R defined onX ⊆
R

n−1 is concave if and only if its Hessian atx, H f (x), is negative semi-definite for allx∈ X (Hiriart-
Urruty and Lemaŕechal, 1993). The argument that follows consists of repeated applications of the
chain and inverse rules for Hessians to computeH fη.

We start the analysis by considering theη-exponential operator, used in the definition ofτ (10):

Lemma 5 Supposeη > 0. Then the derivatives of Eη and E−1
η are

DEη(λ) =−ηdiag(Eη(λ)) and DE−1
η (φ) =−η−1 [diag(φ)]−1 .
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And the Hessian of E−1
η is

HE−1
η (φ) =

1
η







diag(φ−2
1 ,0, . . . ,0)

...
diag(0, . . . ,0,φ−2

n )






. (12)

If η = 1 andℓ = ℓlog = p 7→ −(ln p1, . . . , ln pn)
′ is the log loss, then the mapτ1 is the identity map

(i.e., φ̃ = τ1(p̃) = p̃) and E−1
1 (p̃) = ℓ̃log(p̃) is the (projected) log loss.

Proof The derivatives follow immediately from the definitions. By (24) the HessianHE−1
η (φ) =

D
(

DE−1
η (φ)

)

and so

HE−1
η (φ) = D

((

−1
η
[diag(φ)]−1

)′)

=−1
η
Ddiag(φ−1

i )n
i=1.

Let h(φ) = diag(φ−1
i )n

i=1. We have

Dh(φ) = Dvech(φ) =







diag(−φ−2
1 ,0, . . . ,0)
...

diag(0, . . . ,0,−φ−2
n )






.

The result forη = 1 andℓlog follows from τ1(p̃) = E1(ℓ̃(p̃)) = (e−1·− ln p̃1, . . . ,e−1·− ln p̃n−1)′.

Next we turn our attention to other components offη. Using the stationarity condition and
invertibility of ℓ from Lemma 1, simple expressions can be derived for the Jacobian and Hessian of
the projected Bayes risk̃L(p̃) := L(Π−1

∆ (p̃)):

Lemma 6 Suppose the lossℓ satisfied Condition A. Takẽp∈ int(∆̃n), and let y(p̃) := −p̃/pn(p̃).
Then

Y(p̃) :=−pn(p̃)Dy(p̃) =

(

In−1+
1
pn

p̃1′n−1

)

is invertible for all p̃, and
Dℓn(p̃) = y(p̃)′ ·Dℓ̃(p̃). (13)

The projected Bayes risk functionL̃(p̃) satisfies

DL̃(p̃) = ℓ̃(p̃)′− ℓn(p̃)1
′
n−1 (14)

and HL̃(p̃) =Y(p̃)′ ·Dℓ̃(p̃). (15)

Furthermore, the matrixHL̃(p̃) is negative definite and invertible for allp̃, and whenℓ= ℓlog is the
log loss

HL̃log(p̃) =−Y(p̃)′ · [diag(p̃)]−1 . (16)

Proof The stationarity condition (Lemma 1) guarantees thatp′Dℓ(p̃) = 0n−1 for all p∈ rel int(∆n).
This is equivalent to ˜p′Dℓ̃(p̃)+ pn(p̃)Dℓn(p̃) = 0n−1, which can be rearranged to obtain (13).
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By the product ruleDa′b= (Da′)b+a′(Db), we obtain

Dy(p̃) =−p̃D[pn(p̃)
−1]− [pn(p̃)

−1]Dp̃

= p̃[pn(p̃)
−2]Dpn(p̃)− [pn(p̃)

−1]In−1

=−p̃[pn(p̃)
−2]1′n−1− [pn(p̃)

−1]In−1

=− 1
pn(p̃)

[

In−1+
1

pn(p̃)
p̃1′n−1

]

,

sincepn(p̃)= 1−∑i∈[n−1] p̃i impliesDpn(p̃)=−1′n−1. This establishes thatY(p̃)= In−1+
1

pn(p̃)
p̃1′n−1.

That this matrix is invertible can be easily checked since

(In−1− p̃1′n−1)(In−1+
1

pn(p̃)
p̃1′n−1) = In−1

by expanding and noting ˜p1′n−1p̃1′n−1 = (1− pn)p̃1′n−1.
The Bayes risk is̃L(p̃) = p̃′ℓ̃(p̃)+ pn(p̃)ℓn(p̃). Taking the derivative and using the product rule

gives

DL̃(p̃) = D
[

p̃′ℓ̃(p̃)
]

+D [pn(p̃)ℓn(p̃)]

= ℓ̃(p̃)+ p̃′Dℓ̃(p̃)+ [Dpn(p̃)]ℓn(p̃)+ pn(p̃)Dℓn(p̃)

= ℓ̃(p̃)− pn(p̃)Dℓn(p̃)− ℓn(p̃)1
′
n−1+ pn(p̃)Dℓn(p̃)

by (13). Thus,DL̃(p̃) = ℓ̃(p̃)′− ℓn(p̃)1′n−1, establishing (14).
Equation 15 is obtained by taking derivatives once more and using (13) again, yielding

HL̃(p̃) = D

(

(

DL̃(p̃)
)′)

= Dℓ̃(p̃)−1n−1 ·Dℓn(p̃) =

(

In−1+
1
pn
1n−1p̃′

)

Dℓ̃(p̃)

as required. Now̃L(p̃) = L(p1, . . . , pn−1, pn(p̃)) = L(p1, . . . , pn−1,1−∑n−1
i=1 pi) = L(C(p̃)) whereC

is affine. Sincep 7→ L(p) is strictly concave (Lemma 1) it follows (Hiriart-Urruty and Lemaréchal,
1993) that ˜p 7→ L̃(p̃) is also strictly concave and thusHL̃(p̃) is negative definite. It is invertible
since we have shownY(p̃) is invertible andDℓ̃ is invertible by the inverse function theorem and the
invertibility of ℓ̃ (Lemma 1).

Finally, Equation 16 holds since Lemma 5 gives usE−1
1 = ℓ̃log so (15) specialises toHL̃log(p̃) =

Y(p̃)′ ·Dℓ̃log(p̃) =Y(p̃)′ ·DE−1
1 (p̃) =−Y(p̃)′ · [diag(p̃)]−1 , also by Lemma 5.

4.4 Completion of the Argument

Recall that our aim is to compute the Hessian of the function describing the boundary of theη-
exponentiated superprediction set and determine when it is negative semi-definite. The boundary is
described by the functionfη which can be written as the compositionhη ◦gη wherehη(z) := e−ηz

andgη(φ̃) := ℓn
(

τ−1
η (φ̃)

)

. The Hessian offη can be expanded in terms ofgη using the chain rule
for the Hessian (Theorem 21) as follows.
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Lemma 7 Suppose the lossℓ satisfies Condition A andη > 0. Then for allφ̃ ∈ int(Φ̃), the Hessian
of fη at φ̃ is

H fη(φ̃) = ηe−ηgη(φ̃)Γη(φ̃),

whereΓη(φ̃) := ηDgη(φ̃)′ ·Dgη(φ̃)−Hgη(φ̃). Furthermore, forη > 0 the negative semi-definiteness
ofH fη(φ̃) (and thus the concavity of fη) is equivalent to the negative semi-definiteness ofΓη(φ̃).

Proof Using f := fη andg := gη temporarily and lettingz= g(φ̃), the chain rule forH gives

H f (φ̃) =
(

I1⊗Dg(φ̃)′
)

· (Hhη(z)) ·Dg(φ̃)+(Dhη(z)⊗ In−1) ·Hg(φ̃)

= η2e−ηz
Dg(φ̃)′ ·Dg(φ̃)−ηe−ηz

Hg(φ̃)

= ηe−ηg(φ̃) [ηDg(φ̃)′ ·Dg(φ̃)−Hg(φ̃)
]

,

sinceα⊗A = αA for scalarα and matrixA andDhη(z) = D[exp(−ηz)] = −ηe−ηz so Hh(z) =

η2e−ηz. WhetherH f 4 0 depends only onΓη sinceηe−ηg(φ̃) is positive for allη > 0 andφ̃.

We proceed to compute the derivative and Hessian ofgη:

Lemma 8 Supposeℓ satisfies Condition A. Forη > 0 and φ̃ ∈ int(Φ̃η), let λ := E−1
η (φ̃) and p̃ :=

ℓ̃−1(λ). Then

Dgη(φ̃) = y(p̃)′Aη(φ̃) (17)

and Hgη(φ̃) =− 1
pn(p̃)

Aη(φ̃)′ ·
[

ηdiag(p̃)+Y(p̃) ·
[

HL̃(p̃)
]−1 ·Y(p̃)′

]

·Aη(φ̃),

where Aη(φ̃) := DE−1
η (φ̃).

Proof By definition, gη(φ̃) := ℓn(τ−1
η (φ̃)). Sinceτ−1

η = ℓ̃−1 ◦E−1
η we havegη = ℓn ◦ ℓ̃−1 ◦E−1

η .
Thus, by the chain rule, Equation 13 from Lemma 6, and the inverse functiontheorem, we obtain

Dgη(φ̃) = Dℓn(p̃) ·Dℓ̃−1(λ) ·DE−1
η (φ̃) = y(p̃)′Dℓ̃(p̃) ·

[

Dℓ̃(p̃)
]−1 ·

[

DE−1
η (φ̃)

]

= y(p̃)′Aη(φ̃)

yielding (17). Since ˜p= τ−1
η (φ̃) andHgη = D((Dgη)

′) (see (24)), the chain and product rules give

Hgη(φ̃) = D

[

(

DE−1
η (φ̃)

)′ ·y
(

τ−1
η (φ̃)

)

]

=
(

y(τ−1
η (φ̃))′⊗ In−1

)

·D
(

DE−1
η (φ̃)′

)

+
(

I1⊗ (DE−1
η (φ̃))′

)

·D
(

y
(

τ−1
η (φ̃)

))

=
(

y(p̃)′⊗ In−1
)

·HE−1
η (φ̃)+

(

DE−1
η (φ̃)

)′ ·Dy(p̃) ·Dτ−1
η (φ̃)

=− η
pn(p̃)

Aη(φ̃) ·diag(p̃) ·Aη(φ̃)+Aη(φ̃)′ ·Dy(p̃) ·Dτ−1
η (φ̃). (18)
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The first summand in (18) is due to (12) and the fact that

(y⊗ In−1) ·HE−1
η (φ̃) =

1
η
[y1In−1, . . . ,yn−1In−1] ·







diag(φ−2
1 ,0, . . . ,0)

...
diag(0, . . . ,0,φ−2

n−1)







=
1
η

n−1

∑
i=1

yi · In−1 ·diag(0, . . . ,0,φ−2
i ,0, . . . ,0)

=
1
η

diag(yiφ−2
i )n−1

i=1

=
−η

pn(p̃)
Aη(φ̃)′ ·diag(p̃) ·Aη(φ̃).

The last equality holds becauseAη(φ̃)′ ·Aη(φ̃) = η−2diag(φ̃−2
i )n−1

i=1 by Lemma 5, the definition of
y(p̃) =−[pn(p̃)]−1p̃, and because all the matrices are diagonal and thus commute.

The second summand in (18) reduces byDy(p̃) =− 1
pn(p̃)

Y(p̃) from Lemma 6 andτη = Eη ◦ ℓ̃:

Dτ−1
η (φ̃) =

[

DEη(λ) ·Dℓ̃(p̃)
]−1

=
[

DEη(λ) · (Y(p̃)′)−1 ·HL̃(p̃)
]−1

=
[

HL̃(p̃)
]−1·Y(p̃)′ ·DE−1

η (λ).

Substituting these into (18) gives

Hgη(φ̃) =− η
pn(p̃)

Aη(φ̃) ·diag(p̃) ·Aη(φ̃)−
1

pn(p̃)
Aη(φ̃)′ ·Y(p̃) ·

[

HL̃(p̃)
]−1 ·Y(p̃)′ ·Aη(φ̃),

which can be factored into the required result.

We can now use the last two lemmata to express the functionΓη in terms of the Hessian of the
Bayes risk functions for the specified lossℓ and the log loss.

Lemma 9 Suppose a lossℓ satisfies Condition A. Then forη > 0 the matrix-valued functionΓη
satisfies the following: for all̃φ ∈ int(Φ̃η) and p̃= τ−1

η (φ̃),

Γη(φ̃) =
1
pn

Aη(φ̃)′ ·Y(p̃) ·
[

[

HL̃(p̃)
]−1−η

[

HL̃log(p̃)
]−1

]

·Y(p̃)′ ·Aη(φ̃), (19)

and is negative semi-definite if and only if R(η, ℓ, p̃) :=
[

HL̃(p̃)
]−1 −η

[

HL̃log(p̃)
]−1

is negative
semi-definite.

Proof Substituting the values ofDgη andHgη from Lemma 8 into the definition ofΓη from
Lemma 7 and then using Lemma 5 and the definition ofy(p̃), we obtain

Γη(φ̃) = ηAη(φ̃)′ ·y(p̃) ·y(p̃)′ ·Aη(φ̃)

+
1

pn(p̃)
Aη(φ̃)′ ·

[

ηdiag(p̃)+Y(p̃) ·
[

HL̃(p̃)
]−1 ·Y(p̃)′

]

·Aη(φ̃)

=
1
pn

Aη(φ̃)′ ·
[

η
1
pn

p̃· p̃′+ηdiag(p̃)+Y(p̃) ·
[

HL̃(p̃)
]−1 ·Y(p̃)′

]

·Aη(φ̃). (20)
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Using Lemma 6 we then see that

−Y(p̃) ·
[

HL̃log(p̃)
]−1 ·Y(p̃)′ =−Y(p̃) ·

[

−Y(p̃)′diag(p̃)−1]−1 ·Y(p̃)′

=Y(p̃) ·diag(p̃) · (Y(p̃)′)−1 ·Y(p̃)′

= (In−1+
1
pn
1n−1p̃′) ·diag(p̃)

= diag(p̃)+
1
pn

p̃· p̃′.

Substituting this for the appropriate terms in (20) gives

Γη(φ̃) =
1
pn

Aη(φ̃)′ ·
[

Y(p̃) ·
[

HL̃(p̃)
]−1 ·Y(p̃)′−ηY(p̃) ·

[

HL̃log(p̃)
]−1 ·Y(p̃)′

]

·Aη(φ̃),

which equals (19).
SinceΓη = [pn]

−1BRB′ whereB = Aη(φ̃)′Y(p̃) and R= R(η, ℓ, p̃) the definition of negative
semi-definiteness and the positivity ofpn means we need to show that∀x : x′Γηx ≤ 0 ⇐⇒ ∀y :
y′Ry≤ 0. It suffices to show thatB is invertible, since we can lety = Bx to establish the equiva-
lence. The matrixAη(φ̃) is invertible since, by definition,Aη(φ̃) =DE−1

η (φ̃) =−η−1[diag(φ̃)]−1 by
Lemma 5 and so has matrix inverse−ηdiag(φ̃). The matrixY(p̃) is invertible by Lemma 8. Thus,
B is invertible because it is the product of two invertible matrices.

The above arguments result in a characterisation of the concavity of the function fη (via its
Hessian)—and hence the convexity of theη-exponentiated superprediction set—in terms of the
Hessian of the Bayes risk function of the lossℓ and the log lossℓlog. As in the binary case (cf. (8)),
this means we are now able to specify the mixability constantηℓ in terms of the curvatureHL̃ of the
Bayes risk forℓ relative to the curvatureHL̃log of the Bayes risk for log loss.

Theorem 10 Suppose a lossℓ satisfies Condition A. Let̃L(p̃) be the Bayes risk forℓ andL̃log(p̃) be
the Bayes risk for the log loss. Then the following statements are equivalent:

(i.) ℓ is η-mixable;

(ii.) ηHL̃(p̃)< HL̃log(p̃) for all p̃∈ int(∆̃n);

(iii.) ηL(p)−Llog(p) is convex onrel int(∆n);

(iv.) ηL̃(p̃)− L̃log(p̃) is convex onint(∆̃n).

Note that the largestη that satisfies any one of (i)–(iv) is the mixability constant for the loss. For
example,

ηℓ = max{η ≥ 0: ∀p̃∈ int(∆̃n) , ηHL̃(p̃)< HL̃log(p̃)}.
Proof The caseη = 0 is trivial, so supposeη > 0. Then by Lemmas 7 and 9 we knowH fη(p̃) 4
0 ⇐⇒ R(η, ℓ, p̃)4 0. By Lemma 6,HL̃(p̃)≺ 0 andHL̃log(p̃)≺ 0 for all p̃ and so we can use the fact
that for positive definite matricesA andB we haveA<B ⇐⇒ B−1 <A−1 (Horn and Johnson, 1985,
Corollary 7.7.4). This meansR(η, ℓ, p̃) 4 0 ⇐⇒ HL̃(p̃)−1 4 ηHL̃log(p̃)

−1 ⇐⇒ η−1
HL̃log(p̃) 4
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HL̃(p̃) ⇐⇒ ηHL̃(p̃)< HL̃log(p̃). Thereforefη is concave at ˜p if and only if ηHL̃(p̃) < HL̃log(p̃).
Since concavity offη was equivalent toη-mixability, this establishes equivalence of (i) and (ii).

SinceηHL̃(p̃) < HL̃log(p̃) ⇐⇒ H
(

ηL̃(p̃)− L̃log(p̃)
)

< 0, equivalence of (ii) and (iv) follows
from the fact that positive semi-definiteness of the Hessian of a function on an open set is equivalent
to convexity of the function (Hiriart-Urruty and Lemaréchal, 1993). Finally, equivalence of (iv) and
(iii) follows by linearity of the mappn(p̃) = 1−∑n−1

i=1 p̃i .

The lemma allows one to deriveη-mixability of an average of twoη-mixable proper losses that
satisfy its conditions:

Corollary 11 SupposeℓA andℓB are twoη-mixable losses that satisfy Condition A. Then, for any
λ ∈ (0,1), the lossℓ= (1−λ)ℓA+λℓB is alsoη-mixable.

Proof Clearlyℓ is continuous and continuously differentiable. And because properness of ℓA and
ℓB implies thatLℓ(p) = (1−λ)LℓA

(p)+λLℓB
(p), it is also strictly proper. Thus Theorem 10 applies

to ℓ, and we just need to verify thatηLℓ(p)−Llog(p) is convex. Noting that

ηLℓ(p)−Llog(p) = (1−λ)
(

ηLℓA
(p)−Llog(p)

)

+λ
(

ηLℓB
(p)−Llog(p)

)

is a convex combination of two convex functions, the result follows.

One may wonder which loss is the most mixable. In the following we derive a straight-forward
result that shows the (perhaps unsurprising) answer is log loss. Letei ∈ ∆n denote the point-mass
on the i-th outcome. Then we call a proper lossfair if L(ei ,ei) = L(ei) = 0 for all i (Reid and
Williamson, 2011). That is, if one is certain that outcomei will occur and this is correct, then it is
only fair if one incurs no loss. Any loss can be made fair by subtracting the unique affine function
that interpolates{L(ei) : i ∈ [n]} from its Bayes risk. This does not change the curvature ofL and
thus by Theorem 10 it has the same mixability constant (provided the conditionsof the theorem are
satisfied). We will call a proper lossnormalisedif it is fair and maxp∈∆n L(p) = 1. If a fair proper
loss is not normalised, one may normalise it by dividing the loss on all outcomes by maxp∈∆n L(p).
This scales up the mixability constant by maxp∈∆n L(p). For example, log loss is fair, but in order
to normalise it, one needs to divide by maxp∈∆n Llog(p) = log(n), and the mixability constantηℓ for
the resulting loss is log(n).

Corollary 12 Suppose a lossℓ satisfies Condition A. Then, ifℓ is normalised and L(p) is contin-
uous, it can only beη-mixable forη ≤ log(n). This bound is achieved ifℓ is the normalised log
loss.

Proof SinceL(p) is continuous and has a compact domain, there exists ap∗ = argmaxp∈∆n L(p)
that achieves its maximum, which is 1 by assumption. Now by Theorem 10,η-mixability implies
convexity ofηL(p)−Llog(p) on int(∆n), which extends to convexity on∆n by continuity ofL(p)
andLlog(p), and hence

0= Ei∼p∗

[

ηL(ei)−Llog(ei)
]

≥ ηL(p∗)−Llog(p
∗) = η−Llog(p

∗)

⇒η ≤ Llog(p
∗)≤ Llog

(

1
n, . . . ,

1
n

)

= log(n),
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where the first equality follows from fairness ofℓ and log loss, and the first inequality follows from
Jensen’s inequality.

The mixability constant can also be expressed in terms of the maximal eigenvalueof the “ratio”
of the Hessian matrices for the Bayes risk for log loss and the loss in question. In the following,
λi(A) will denote theith largest (possibly repeated) eigenvalue of then×n symmetric matrixA. That
is, λmin(A) := λ1(A)≤ λ2(A)≤ ·· · ≤ λn =: λmax(A) where eachλi(A) satisfies|A−λi(A)I |= 0.

Theorem 13 Suppose a lossℓ satisfies Condition A. Then its mixability constant is

ηℓ = inf
p̃∈int(∆̃n)

λmax
(

(HL̃(p̃))−1 ·HL̃log(p̃)
)

. (21)

Equation 21 reduces to (8) whenn= 2 since the maximum eigenvalue of a 1×1 matrix is simply
its single entry. Since the maximum eigenvalue of the Hessian of a function can be thought of as
the “curvature”, the above result justifies the title of the paper.

Proof For p̃ ∈ int(∆̃n), we defineCη(p̃) := ηHL̃(p̃)−HL̃log(p̃) andρ(p̃) := HL̃(p̃)−1 ·HL̃log(p̃)
and first show that zero is an eigenvalue ofCη(p̃) if and only if η is an eigenvalue ofρ(p̃). This can
be seen sinceHL̃(p̃) is invertible (Lemma 6) so

|Cη(p̃)−0I |= 0 ⇐⇒ |ηHL̃(p̃)−HL̃log(p̃)|= 0 ⇐⇒ |HL̃(p̃)−1||ηHL̃(p̃)−HL̃log(p̃)|= 0

⇐⇒
∣

∣HL̃(p̃)−1 ·
[

ηHL̃(p̃)−HL̃log(p̃)
]∣

∣= 0 ⇐⇒ |ηI −HL̃(p̃)−1 ·HL̃log(p̃)|= 0.

Since a symmetric matrix is positive semidefinite if and only if all its eigenvalues are non-negative it
must be the case that ifλmin(Cη(p̃))≥ 0 thenCη(p̃)< 0 since every other eigenvalue is bigger than
the minimum one. Conversely, ifCη(p̃) 6< 0 then at least one eigenvalue must be negative, thus the
smallest eigenvalue must be negative. Thus,λmin(Cη(p̃))≥ 0 ⇐⇒ Cη(p̃)< 0. Now defineη(p̃) :=
sup{η > 0 :Cη(p̃)< 0}= sup{η > 0 : λmin(Cη(p̃))≥ 0}. We show that for each ˜p the functionη 7→
λmin(Cη(p̃)) is continuous and only has a single root. First, continuity follows because theentries
of Cη(p̃) are continuous inη for each ˜p and eigenvalues are continuous functions of their matrix’s
entries (Horn and Johnson, 1985, Appendix D). Second, as a function of its matrix arguments, the
minimum eigenvalueλmin is known to be concave (Magnus and Neudecker, 1999, §11.6). Thus,
for any fixed p̃, its restriction to the convex set of matrices{Cη(p̃) : η > 0} is also concave in its
entries and so inη. SinceC0(p̃) = −HL̃log(p̃) is positive definite for every ˜p (Lemma 6) we have
λmin(C0(p̃))> 0 and so, by the concavity of the mapη 7→ λmin(Cη(p̃)), there can be only oneη > 0
for which λmin(Cη(p̃)) = 0 and by continuity it must be largest non-negative one, that is,η(p̃).

Thus

η(p̃) = sup{η > 0 : λmin(Cη(p̃)) = 0}= sup{η > 0 : η is an eigenvalue ofρ(p̃)}= λmax(ρ(p̃)).

Now let η∗ := inf p̃∈int(∆̃n) η(p̃) = inf p̃∈int(∆̃n) λmax(ρ(p̃)). We now claim thatCη∗(p̃) < 0 for all p̃

since if there was some ˜q∈ ∆̃n such thatCη∗(q̃) 6< 0 we would haveη(q̃)<η∗ sinceη 7→ λmin(Cη(q̃))
only has a single root—a contradiction. Thus, since we have shownη∗ is the largestη such that
Cη∗(p̃)< 0 it must beηℓ, by Theorem 10, as required.
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The following Corollary gives an expression forηℓ that is simpler than (21), generalising (9)
from the binary case.

Corollary 14 Supposeℓ satisfies Condition A. Then its mixability constant satisfies

−1
ηℓ

= inf
p̃∈int(∆̃n)

λmax
(

diag(p̃) ·Dℓ̃(p̃)
)

. (22)

Proof Theorem 13 combined with Lemma 6 allows us to write

ηℓ = inf
p̃∈int ∆̃n

λmax

(

(

Y(p̃)′ ·Dℓ̃(p̃)
)−1 ·

(

Y(p̃)′ ·Dℓ̃log(p̃)
)

)

= inf
p̃∈int ∆̃n

λmax
(

(Dℓ̃(p̃))−1 ·Dℓ̃log(p̃)
)

= inf
p̃∈int ∆̃n

λmax
(

(Dℓ̃(p̃))−1 ·diag(−1/pi)
n−1
i=1

)

.

=− sup
p̃∈int ∆̃n

λmin
(

(Dℓ̃(p̃))−1 ·diag(1/pi)
n−1
i=1

)

and thus (22) follows sinceλmax(A) = 1/λmin(A−1).

5. Mixability of the Brier Score

We will now apply the results from the previous section to show that the multiclassBrier score is
mixable with mixability constant 1, as first proved by Vovk and Zhdanov (2009). Then-class Brier
score is1

ℓBrier(y, p̂) =
n

∑
i=1

(Jyi = 1K− p̂i)
2,

wherey∈ {0,1}n and p̂∈ ∆n. Thus

LBrier(p, p̂) =
n

∑
i=1

EY∼p(JYi = 1K− p̂i)
2 =

n

∑
i=1

(pi −2pi p̂i + p̂2
i ).

HenceLBrier(p)= LBrier(p, p)=∑n
i=1(pi−2pi pi+p2

i )= 1−∑n
i=1 p2

i since∑n
i=1 pi = 1, andL̃Brier(p̃)=

1−∑n−1
i=1 p2

i −
(

1−∑n−1
i=1 pi

)2
.

Theorem 15 The Brier score is mixable, with mixability constantηBrier = 1.

Proof It can be verified by basic calculus thatℓBrier is continuous and continuously differentiable
on int(∆̃n). To see that it is strictly proper, note that for ˆp 6= p the inequalityLBrier(p, p̂)> LBrier(p)
is equivalent to

n

∑
i=1

(p2
i −2pi p̂i + p̂2

i )> 0 or
n

∑
i=1

(pi − p̂i)
2 > 0,

1. This is the definition used by Vovk and Zhdanov (2009). Cesa-Bianchi and Lugosi (2006) use a different definition
(for the binary case) which differs by a constant. Their definition resultsin L̃(p̃) = p̃(1− p̃) and thus̃L′′

(p̃) =−2. If
n= 2, thenL̃Brier as defined above leads toL̃′′

Brier(p̃) = HL̃Brier(p̃) =−2(1+1) =−4.
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and the latter inequality is true becausepi 6= p̂i for at least onei by assumption. Hence the conditions
of Theorem 10 are satisfied.

We will first prove thatηBrier ≤ 1 by showing that convexity ofηL̃Brier(p̃)− L̃log(p̃) on int(∆̃n)
implies η ≤ 1. If ηL̃Brier(p̃)− L̃log(p̃) is convex, then it is convex as a function ofp1 when all
other elements of ˜p are kept fixed. Consequently, the second derivative with respect top1 must be
nonnegative:

0≤ ∂2

∂p2
1

(

ηL̃Brier(p̃)− L̃log(p̃)
)

=
1
p1

+
1
pn

−4η.

By letting p1 andpn both tend to 1/2, it follows thatη ≤ 1.
It remains to show thatηBrier ≥ 1. By Theorem 10 it is sufficient to show that, forη ≤ 1,

ηLBrier(p)− Llog(p) is convex on rel int(∆n). We proceed by induction. Forn = 1, the required
convexity holds trivially. Suppose the lemma holds forn−1, and letfn(p1, . . . , pn) = ηLBrier(p)−
Llog(p) for all n. Then forn≥ 2

fn(p1, . . . , pn) = fn−1(p1+ p2, p3, . . . , pn)+g(p1, p2),

whereg(p1, p2) = −ηp2
1−ηp2

2+η(p1+ p2)
2+ p1 ln p1+ p2 ln p2− (p1+ p2) ln(p1+ p2). Since

fn−1 is convex by inductive assumption and the sum of two convex functions is convex, it is therefore
sufficient to show thatg(p1, p2) is convex or, equivalently, that its Hessian is positive semi-definite.
Abbreviatingq= p1+ p2, we have that

Hg(p1, p2) =

(

1/p1−1/q 2η−1/q
2η−1/q 1/p2−1/q

)

.

A 2× 2 matrix is positive semi-definite if its trace and determinant are both non-negative, which
is easily verified in the present case:Tr(Hg(p1, p2)) = 1/p1+1/p2−2/q≥ 0 and|Hg(p1, p2)| =
(1/p1−1/q)(1/p2−1/q)− (2η−1/q)2, which is non-negative if

1
p1p2

− 1
p1q

− 1
p2q

≥ 4η2− 4η
q

0≥ 4η2q−4η
ηq≤ 1.

Sinceq = p1+ p2 ≤ 1, this inequality holds forη ≤ 1, which shows thatg(p1, p2) is convex and
thereby completes the proof.

6. Extension to Improper Losses

Our results are stated for proper losses. However, they also extend to alarge class ofimproper(i.e.,
not proper) loss functionsℓimp : V→ [0,∞], which may be related to a proper lossℓ with the same
mixability constant using the following construction.

For any distributionp∈ ∆n and actionv∈ V, let Limp(p,v) = p′ℓimp(v) denote the risk and let
Limp(p) = infv∈VLimp(p,v) denote the Bayes risk forℓimp. If the infimum in the definition of the
Bayes risk is achieved for allp, there exists a (possibly non-unique)reference linkψimp : ∆n → V

(Reid and Williamson, 2010), which is a function satisfying

Limp(p,ψimp(p)) = Limp(p).
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This function can be seen as one which “calibrates”ℓimp by returningψimp(p), the best possible
prediction under outcomes distributed byp. The loss function defined by

ℓ(q) := ℓimp(ψimp(q)) (q∈ ∆n)

is proper by definition of the reference link.
If for every actionv ∈ V there exists a distributionp ∈ ∆n such thatψimp(p) = v (i.e., the

reference link is surjective), thenℓ is just a reparametrization ofℓimp and their superprediction sets
Sℓ andSℓimp, as defined in (4), are the same. It then follows thatEη(Sℓ) = Eη(Sℓimp) for all η, such
thatℓ andℓimp must have the same mixability constants.

It turns out that the superprediction sets ofℓ andℓimp are often the same even ifψimp is not
surjective. This follows from Theorem 20 of Chernov et al. (2010) and its proof,2 which may be
reformulated as follows.

Theorem 16 (Chernov et al., 2010) Let Λimp = ℓimp(V) be the set of achievable loss vectors. Sup-
poseℓimp is mixable and satisfies the following conditions:

(i.) Λimp is a compact subset of[0,∞]n (in the extended topology);

(ii.) There exists an action v∈ V such that all components ofℓimp(v) are finite;

(iii.) For every distribution p∈ ∆n such that pi = p j = 0 for some i6= j, the minimum of Limp(p, ·)
is unique.

Then a unique reference linkψimp exists and Sℓ = Sℓimp, so ℓ and ℓimp have the same mixability
constants. Moreover,ℓ is continuous and strictly proper.

Remark 17 To see the equivalence between our version and Theorem 20 of Chernov et al. (2010),
note that mixability ofℓimp implies thatΣη

Λ = ΣΛ in their notation, for anyη > 0 such thatℓimp is
η-mixable.

It seems likely that the mixability constants forℓimp andℓ will be the same even under weaker
conditions than those of Theorem 16. In particular, we suspect that mixabilityof ℓimp is not always
necessary, and Chernov and Vovk (2010) suggest that Condition iii may be removed. See also the
discussion on mixability of composite losses by Vernet et al. (2012).

In the absence of such strengthenings of Theorem 16, it may be usefulto recall that exp-
concavity ofℓimp implies mixability (Cesa-Bianchi and Lugosi, 2006). An easy test to determine
the mixability constant forℓimp in some cases where it is 0, is given by the following observation
(Kalnishkan and Vyugin, 2008):

Lemma 18 If Sℓimp is not convex, thenℓimp is not mixable.

Proof Supposeℓimp is η-mixable for someη > 0. Then, for anyx,y ∈ Sℓimp and anyλ ∈ [0,1],
the setEη(Sℓimp) contains the pointz= (1−λ)Eη(x)+λEη(y). Consequently,Sℓimp itself contains
z′ = E−1

η (z), and by construction each component ofz′ satisfies

z′i =−1
η

ln
(

(1−λ)e−ηxi +λe−ηyi

)

≤ (1−λ)xi +λyi (i = 1, . . . ,n)

2. We thank a COLT2011 referee for referring us to this result.
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by convexity of the exponential function. It follows that the point(1−λ)x+λy dominatesz′ and
hence is also contained inSℓimp. ThusSℓimp is convex, and we have shown that mixability implies
convexity ofSℓimp, from which the result follows.

7. Connection to α-Flatness and Strong Convexity

We now briefly relate our result to recent work by Abernethy et al. (2009). They formulate the
learning problem slightly differently. They do not restrict themselves to proper losses and so the
predictions are not restricted to the simplex. This means it is not necessary togo to the submanifold
∆̃n in order for derivatives to be well defined.

Abernethy et al. (2009) have developed their own bounds on cumulativeloss in terms of the
α-flatness (defined below) ofL(p). They show thatα-flatness is implied by strong convexity of the
lossℓ. The duality between the loss surface and Bayes risk that they establishedthrough the use of
support functions can also be seen in Lemma 6 in the relationship between the Hessian of̃L and the
derivative ofℓ̃. Although it is obscured somewhat due to our use of functions of ˜p, this relationship
is due to the properness ofℓ guaranteeing thatℓ−1 is the (homogeneously extended) Gauss map for
the surfacẽL. Below we point out the relationship betweenα-flatness and the positive definiteness
of HL(p) (we stress that in our work we usedHL̃(p̃)). Whilst the two results are not precisely
comparable, the comparison below seems to suggest that the condition of Abernethy et al. (2009) is
stronger than necessary.

SupposeX is a Banach space with norm‖ · ‖. Given a real numberα > 0 and a function
σ : R+ → [0,∞] such thatσ(0) = 0, a convex functionf : X → R is said to be(α,σ,‖ · ‖)-flat (or
(α,σ,‖ · ‖)-smooth)3 if for all x,x0 ∈ X,

f (x)− f (x0)≤ D f (x0) · (x−x0)+ασ(‖x−x0‖).

A concave functiong is flat if the convex function−g is flat. When‖ · ‖ = ‖ · ‖2, andσ(x) = x2,
it is known (Hiriart-Urruty and Lemaréchal, 1993) that forα > 0, f is (α,x 7→ x2,‖ · ‖2)-flat if and
only if f −α‖ ·‖2 is concave. Thusf is α-flat if and only ifH( f −α‖ ·‖2) is negative semi-definite,
which is equivalent toH f −2αI 4 0 ⇐⇒ H f 4 2αI .

Abernethy et al. (2009) show that ifL is (α,x 7→ x2,‖ · ‖1)-flat, then the minimax regret for a
prediction game withT rounds is bounded above by 4α logT. It is thus of interest to relate their
assumption onL to the mixability condition (which guarantees constant regret, in the prediction
with experts setting).

In contrast to the above quoted result for‖ · ‖2, we only get a one-way implication for‖ · ‖1.

Lemma 19 If f −α‖ · ‖2
1 is concave onRn

+ then f is(α,x 7→ x2,‖ · ‖1)-flat.

Proof It is known (Hiriart-Urruty and Lemaréchal, 1993, page 183) that a functionh is concave if
and only ifh(x)≤ h(x0)+Dh(x0) · (x−x0) for all x,x0. Hencef −α‖ · ‖2

1 is concave onRn
+ if and

3. This definition is redundantly parametrised:(α,σ,‖·‖)-flatness is equivalent to(1,ασ,‖·‖)-flatness. We have defined
the notion as above in order to relate to existing definitions and because in fact one sometimes fixesσ and then is
interested in the effect of varyingα. Whenσ(x) = x2, Abernethy et al. (2009) and Kakade et al. (2010) call thisα-flat
with respect to‖ · ‖. Azé and Penot (1995) and Zǎlinescu (1983) would sayf is σ-flat with respect to an implicitly
given norm if f is (in our definition)(α,σ,‖ · ‖)-flat for someα > 0 (which in their setup is effectively bundled into
σ). These differences do not matter (unless one wishes to use results from the earlier literature, which we do not).
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only if for all x,x0 ∈ R
n
+,

f (x)−α‖x‖2
1 ≤ f (x0)−α‖x0‖2

1+D( f (x0)−α‖x0‖2
1) · (x−x0)

⇔ f (x)− f (x0) ≤ α‖x‖2
1−α‖x0‖2

1+D f (x0) · (x−x0)−αD(‖x0‖2
1) · (x−x0). (23)

SinceD(‖x0‖2
1)= 2‖x0‖11 and 2‖x0‖1(1 ·(x−x0))= 2‖x0‖1(‖x‖1−‖x0‖1)= 2‖x0‖1‖x‖1−2‖x0‖2

1,

(23)⇔ f (x)− f (x0) ≤ α
(

‖x‖2
1+‖x0‖2−2‖x0‖1‖x‖1

)

+D f (x0) · (x−x0)

⇔ f (x)− f (x0) ≤ D f (x0) · (x−x0)+α(‖x‖1−‖x0‖1)
2 .

By the reverse triangle inequality‖x−x0‖1 ≥ |‖x‖1−‖x0‖1| ≥ ‖x‖1−‖x0‖1 and thus‖x−x0‖2
1 ≥

(‖x‖1−‖x0‖1)
2, which gives

⇒ f (x)− f (x0) ≤ D f (x0) · (x−x0)+α‖x−x0‖2
1.

Now f −α‖ · ‖2
1 is concave if and only ifH( f −α‖ · ‖2

1) 4 0. We have (again forx ∈ R
n
+)

H( f −α‖ ·‖2
1) =H f −αH(‖ ·‖2

1). Let φ(x) = ‖x‖2
1. ThenDφ(x) = 2‖x‖1D(‖x‖1) = 2‖x‖11. Hence

Hφ(x) = D(Dφ(x))′) = D(2‖x‖11
′) = 21 ·1′. Thus(α,x 7→ x2,‖ · ‖1)-flatness ofL is implied by

negative semi-definiteness of the Hessian ofL relative to 2α1 ·1′, instead ofLlog (see Theorem 10,
part ii). The comparison with log loss is not that surprising in light of the observations regarding
mixability by Grünwald (2007, §17.9).

The above analysis is not entirely satisfactory for three reasons: 1) Lemma 19 does not char-
acterise the flatness condition (it is only a sufficient condition); 2) we haveglossed over the fact
that in order to compute derivatives one needs to work in∆̃n; and 3) the learning protocols for the
two situations are not identical. These last two points can be potentially addressed in future work.
However the first seems impossible since there can not exist a characterisation of(α,x 7→ x2,‖ ·‖1)-
flatness in terms of concavity of some function. To see this, consider the onedimensional case and
suppose there was some functiong such thatf was flat ifg was concave. Then we would require
Dg(x) · (x− x0) = α‖x− x0‖2

1 ⇒ Dg(x)(x− x0) = α|x− x0|2 = α(x− x0)
2 ⇒ Dg(x) = α(x− x0)

which is impossible because the left hand sideDg(x) does not depend uponx0. On the other hand,
perhaps it is not worth further investigation since the result due to Abernethy et al. (2009) is only a
sufficientcondition for logarithmic regret.

8. Conclusion

Mixability characterizes fast rates in the prediction with expert advice settingin terms of the mix-
ability constant. An explicit formula to determine the mixability constant was previously available
only for binary-valued outcomes, and the formula did not have a clear interpretation.

For strictly proper losses, Theorem 13 simplifies this formula and generalises it to outcomes
with any finite number of possible values. The new formula has a clear interpretation as the minimal
curvature of the Bayes risk for the loss relative to log loss. This shows in aprecise and intuitive
way the effect of the choice of loss function on the worst-case regret of the learner, and the special
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role played by log loss in such settings. Closely related characterizations ofmixability are given in
Theorem 10 and Corollary 14.

Although our main results are stated only for proper losses, Section 6 shows that many losses
that are not proper can be related to a proper loss with the same mixability constant, which implies
that our results cover these improper losses as well.
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Appendix A. Matrix Calculus

We adopt the notation of Magnus and Neudecker (1999):In is then×n identity matrix,A′ is the
transpose ofA, then-vector1n := (1, . . . ,1)′, and 0n×m denotes the zero matrix withn rows and
m columns. The unitn-vectoren

i := (0, . . . ,0,1,0, . . . ,0)′ has a 1 in theith coordinate and zeroes
elsewhere. IfA= [ai j ] is ann×mmatrix, vecA is the vector of columns ofA stacked on top of each
other. TheKronecker productof anm×n matrixA with a p×q matrixB is themp×nqmatrix

A⊗B :=







A1,1B · · · A1,nB
...

. . .
...

Am,1B · · · Am,nB






.

We use the following properties of Kronecker products (See Magnus and Neudecker, 1999, Chapter
2): (A⊗B)(C⊗D) = (AC⊗BD) for all appropriately sizedA,B,C,D and(A⊗B)−1 = (A−1⊗B−1)
for invertibleA andB.

If f : Rn → R
m is differentiable atc then thepartial derivativeof fi with respect to thejth

coordinate atc is denotedD j fi(c) and is often4 also written as[∂ fi/∂x j ]x=c. Them×n matrix of
partial derivatives off is theJacobianof f and denoted

(D f (c))i, j := D j fi(c) for i ∈ [m], j ∈ [n].

The inverse function theoremrelates the Jacobians of a function and its inverse (cf. Fleming, 1977,
§4.5):

4. See Chapter 9 of Magnus and Neudecker (1999) for why the∂/∂x notation is a poor one for multivariate differential
calculus despite its popularity.
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Theorem 20 Let S⊂R
n be an open set and g: S→R

n be a Cq function with q≥ 1 (i.e., continuous
with at least one continuous derivative). IfDg(s) 6= 0 then: there exists an open set S0 such that
s∈ S0 and the restriction of g to S0 is invertible; g(S0) is open; f , the inverse of the restriction of g
to S0, is Cq; andD f (t) = [Dg(s)]−1 for t = g(s) and s∈ S0.

If F is a matrix valued functionDF(X) := D f (vecX) where f (X) = vecF(X).
We will require the product rule for matrix valued functions (Fackler, 2005): Supposef : Rn →

R
m×p, g: Rn → R

p×q so that( f ×g) : Rn → R
m×q. Then

D( f ×g)(x) = (g(x)′⊗ Im) ·D f (x)+(Iq⊗ f (x)) ·Dg(x).

The Hessianat x ∈ X ⊆ R
n of a real-valued functionf : Rn → R is then×n real, symmetric

matrix of second derivatives atx

(H f (x)) j,k := Dk, j f (x) =
∂2 f

∂xk∂x j
.

Note that the derivativeDk, j is in row j, columnk. It is easy to establish that the Jacobian of the
transpose of the Jacobian off is the Hessian off . That is,

H f (x) = D
(

(D f (x))′
)

(24)

(Magnus and Neudecker, 1999, Chapter 10). Iff : X → R
m for X ⊆ R

n is a vector valued function
then the Hessian off at x∈ X is themn×n matrix that consists of the Hessians of the functionsfi
stacked vertically:

H f (x) :=







H f1(x)
...

H fm(x)






.

The following theorem regarding the chain rule for Hessian matrices can befound in the book
of Magnus and Neudecker (1999, pg. 110).

Theorem 21 Let S be a subset ofRn, and f : S→ R
m be twice differentiable at a point c in the

interior of S. Let T be a subset ofRm containing f(S), and g: T →R
p be twice differentiable at the

interior point b= f (c). Then the function h(x) := g( f (x)) is twice differentiable at c and

Hh(c) = (Ip⊗D f (c))′ · (Hg(b)) ·D f (c)+(Dg(b)⊗ In) ·H f (c).

Applying the chain rule to functions that are inverses of each other givesthe following corollary.

Corollary 22 Suppose f: Rn → R
n is invertible with inverse g:= f−1. If b= f (c) then

H f−1(b) =−
(

G⊗G′)
H f (c)G,

where G:= [D f (c)]−1 = Dg(b).

Proof Since f ◦g= id andH[id] = 0n2×n Theorem 21 implies that forc in the interior of the domain
of f andb= f (c)

H(g◦ f )(c) = (In⊗D f (c))′ ·Hg(b) ·D f (c)+(Dg(b)⊗ In) ·H f (c) = 0n2×n.
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Solving this forHg(b) gives

Hg(b) =−
[

(In⊗D f (c))′
]−1 · (Dg(b))⊗ In) ·H f (c) · [D f (c)]−1.

Since(A⊗B)−1 = (A−1⊗B−1) and(A′)−1 = (A−1)′ we have[(I ⊗B)′]−1 = [(I ⊗B)−1]′ = (I−1⊗
B−1)′ = (I ⊗B−1)′ so the first term in the above product simplifies to−

[

(In⊗D f (c)−1)
]′

. The
inverse function theorem impliesDg(b) = [D f (c)]−1 =: G and so

Hg(b) =−(In⊗G)′ · (G⊗ In) ·H f (c) ·G
=−(G⊗G′) ·H f (c) ·G

as required, since(A⊗B)(C⊗D) = (AC⊗BD).
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Dominique Aźe and Jean-Paul Penot. Uniformly convex and uniformly smooth convex functions.
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Nicolò Cesa-Bianchi and Gabor Lugosi.Prediction, Learning, and Games. Cambridge University
Press, 2006.

Alexey Chernov and Vladimir Vovk. Prediction with advice of unknown number of experts. In
Proceedings of the 26th Conference on Uncertainty in Artificial Intelligence(UAI 2010), 2010.

Alexey Chernov, Yuri Kalnishkan, Fedor Zhdanov, and Vladimir Vovk.Supermartingales in predic-
tion with expert advice.Theoretical Computer Science, 411:2647–2669, 2010.

Paul K. Fackler. Notes on matrix calculus. North Carolina State University,2005.

Wendell H. Fleming.Functions of Several Variables. Springer, 1977.

Peter D. Gr̈unwald. The Minimum Description Length Principle. MIT Press, Cambridge, MA,
2007.

David Haussler, Jyrki Kivinen, and Manfred K. Warmuth. Sequential prediction of individual se-
quences under general loss functions.IEEE Transactions on Information Theory, 44(5):1906–
1925, 1998.

Jean-Baptiste Hiriart-Urruty and Claude Lemaréchal. Convex Analysis and Minimization Algo-
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Constantin Žalinescu. On uniformly convex functions.Journal of Mathematical Analysis and
Applications, 95:344–374, 1983.

1663


