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Nonlinear Feedback Design for Fixed-Time

Stabilization of Linear Control Systems

Andrey Polyakov

Abstract

Nonlinear control algorithms of two types are presented for uncertain linear plants. Controllers
of the first type are stabilizing polynomial feedbacks that allow to adjust a guaranteed convergence
time of system trajectories into selected neighborhood of the origin independently on initial conditions.
The control design procedure uses block control principles and finite-time attractivity properties of
polynomial feedbacks. Controllers of the second type are modifications of the second order sliding
mode control algorithms. They provide global finite-time stability of the closed-loop system and allow
to adjust a guaranteed settling time independently on initial conditions. Control algorithms are presented

for both single-input and multi-input systems. Theoretical results are supported by numerical simulations.

Index Terms

finite-time stability, polynomial feedback, second order sliding mode control

. INTRODUCTION

Finite-time stability and stabilization problems have often been a subject of research [13],
[4], [19], [21]. The control theory provides many systems that exhibit finite-time convergence
to the equilibrium. Frequently such systems appear in observation problems when finite-time
convergence of the observed states to the real ones is required [3]. The high order sliding
mode control algorithms also provide finite-time convergence to the origin [16], [20], [17], [22].

Typically such controllers have mechanical and electromechanical applications [2], [11], [5].
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The paper deals with an extensiglobal finite-time stabilit)concept that is related to possible
predefining of guaranteed convergence(settling) tindependently on initial conditionsThe
corresponding property is called in this paper figed-time stability Such phenomenon was
discovered in [18],[10],[23],[6], where observers with predetermined finite convergence time
have been developed. The present paper mostly addresses the control design problem for linear
plants providingixed-time convergence to the given Jéte developed design procedure requires
only controllability of the system, i.eank[B,AB,...,A" ! B]=n. Some controllers are presented
for fixed-time stabilization of the originThese results are restricted by the case|[B,AB|=n.

The controls considered in this paper basically have polynomial forms. Polynomial state
feedback control systems have considerable attention in nonlinear control [8]. This class of
control systems appears in models of a wide range of applications such as chemical processes,
electronic circuits and mechatronics, biological systems etc. This paper studies a special property
of polynomial feedbacks, which is expressed in fixed-time attraction of solutions of the closed-
loop system into any selected neighborhood of the origin.

Usually finite-time stability is closely related with homogeneity property of the system. While
being asymptotically stable and homogeneous of negative degree, the system is shown to ap-
proach the equilibrium point in finite time [16], [20]. The concepthafmogeneity in bi-limit
introduced in [1] generalizes this property providing that an asymptotically stable systieetis
time stablaf it is homogeneous of negative degreéuiimit and homogeneous of positive degree
in co-limit. Unfortunately, homogeneous approach does not allow to adjust or even estimate the
settling time. To overcome this problem the paper introduces a special modification of the so-
called "nested” (terminal) second order sliding mode control algorithm [17] that provides fixed-
time stability of the origin and allows to adjust the global settling time of the closed-loop system.

All control algorithms presented in the paper are robust with respect to system disturbances
and plant parameters variations in the case when the, so-calktdhing conditiori24] holds,
that is, to guarantee successful elimination of system uncertainties or external disturbances they
should act in the same subspace as an admissible control.

The paper is organized as follows. The next section discuses finite-time and fixed-time stability
concepts. It also extends Lyapunov Function Method to fixed-time stability case. Section 3 states
the main problem. Sections 4 and 5 consider control design algorithms for single-input and multi-

input systems. Finally, numerical simulations examples and conclusions are presented.
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[1. FINITE-TIME STABILITY AND SOME FURTHER EXTENSIONS

Consider the following system

wherex € R is the vector of system stateg,: R, x R" — R"™ is a nonlinear function. The
case of discontinuous right-hand sides of the system (1) is not excluded, so solutions of (1) are

understood in the sense of Filippov [12]. Assume that the system (1) has zero equilibrium point.

Definition 1 ([4], [20]). The equilibrium pointr = 0 of the systen{l) is said to be globally
finite-time stable if it is globally asymptotically stable and any solutionz,) of (1) reaches the
equilibria at some finite time moment, i@, zy) = 0, ¥Vt > T'(xg), whereT : R* — R, U {0}

is the so-called settling-time function.

The finite-time stability property may demonstrate homogeneous systems with negative degree
[4], [20] or the so-called sliding homogeneous systems [16]. For example, any solution of the

systemi = —z~'/3, 2 € R converges to zero equilibrium point in finite tif& ) := 2 {/|zo[2.

Definition 2. The equilibrium pointr = 0 of the systen{l) is said to be globally fixed-time
stable if it is globally finite-time stable and the settling-time funcfitn) is bounded by some

positive numbefl ., > 0, i.e. T(xg) < Thax for Vo, € R™.

For example, the system = —2'/3 — 23, x € R has the fixed-time stable zero equilibrium.
Any solutionz(t, z) of this system converges to the origin in a finite-time and for ang R
the equalityx(t, z9) = 0 holds for allt > 2.5.

In the paper [6] the closed-loop control systems that demonstrate dynamics described in
Definition 2 was called by "uniformly finite-time convergent”. The term "stability” is used here
just because this notion is more traditional and natural for describing the referred properties of
the system’s equilibrium points, but the term "uniformly finite-time stable” can not be used for
this purpose, since it has different natural meaning discussed in [20].

The fixed-time stability can be simply extended to the case of attractive set.

Definition 3. The setM is said to be globally finite-time attractive for the systét if any
solutionz (¢, z¢) of (1) reachesM in some finite time moment= 7'(z,) and remains there, i.e.
x(t,xg) € M, ¥t > T(zy), whereT : R" — R, U {0} is the settling-time function.
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Definition 4. The setM is said to be globally fixed-time attractive for the systéif it is
globally finite-time attractive and the settling-time functi®fz,) is bounded by some positive

numberTi,.x > 0, i.e. T'(zg) < Tiax fOr zop € R™

The property of global finite-time attractivity may demonstrate even some linear systems, but
the only nonlinear ones may have fixed-time attractive sets.

Denote byD*p(t) the upper right-hand derivative of a continuous functign), i.e. D*p(t) :=
sup limy, .o 282220 The following simple result extends the Lyapunov function method

providing the background for the fixed-time stability analysis.

Lemma 1. If there exists a continuous radially unbounded function R* — R, U {0} such
that 1) V(z)=0 = z€M; 2) any solutionz(t) of (1) satisfies the inequalityD)*V (z(t)) <
—(aVP(x(t))+BVi(z(t)))* for somea,B,p,q,k > 0 : pk < 1, ¢k > 1 then the setV/ C R" is
),V:UO e R"™.

globally fixed-time attractive for the syste(t) and T'(z0) < srpy + FrgicT

Proof: Due to 2) we haveD*V (z(t)) < —a*VP*(z(t)) if V(z(t)) <1 and D*V(x(t)) <
— BV (x(t)) for V(x(t)) > 1. Hence, for anyz(t) such thatV(z(0)) > 1 the last inequality
guaranteed/(z(t)) < 1 for t > g——5 and for anyx(t) such thatV(z(ty)) < 1 we derive

(gk—1)
V(a(t)) = 0 for ¢ >ty + - Therefore,V(x(t)) = 0 for all ¢ > x4 - and

= Fi—ph) T B
any solutionz(t) of (1). Applying the condition 1) we finish the proof of this lemma. =

Replacement of the condition 1) in Lemma 1 byz)=0 < x=0 helps to check invariance of

the set)M. So, for M = {0} Lemma 1 allows to analyze the fixed-time stability of the origin.

I[1l. PROBLEM STATEMENT AND BASIC ASSUMPTIONS

Consider the control system of the form
T = Ax + Bu+ f(t,x) (2)

wherex € R" is the vector of system stated,c R"*" is the system matrixB € R™*™ is the
matrix of control gainsy € R™ is the vector of control inputs, and the functign R, x R" —
R™ describes systems uncertainties.

We study the system (2) under the following classiaabumptionsl. The pair (A, B) is
controllable, i.erank[B, AB, A%B, ..., A""'B] = n. 2. The uncertain functiory(¢,z) satisfies

the so-called matching condition (see, for example, [24]),fi(e.z) = By(t, x), wherey(t, x))
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is an unknown but bounded function. The functigft, x) is assumed to be bounded by some
known functiony, (¢, z) > 0, i.e. ||v(t, 2)|l < Y0(t, x) for ¥t > 0 andVz € R™.

Denote a closed ball of radius> 0 with the center in the origin by,, i.e. B, := {x € R":
lolloo <7} ll2lloe = max |z,

,,,,,,

This paper address two following problems:

. to design a feedback contral= (¢, x) for the system (2), which provides the fixed-time
attractivity property of the given bal, for a predefined global settling-time estim&ig..;
. to design a feedback contrel= u(¢, z), which guarantees fixed-time stability of the origin

of the closed-loop system (2) for a predefined global settling-time estifate

IV. FIXED-TIME CONTROLLERS FORSINGLE INPUT SYSTEMS
A. Fixed-time Attractivity

Consider the casei=1. Then the linear transformatiopeGz, G=[A"~1b, A" 2, ..., Ab, ]!

brings (may be after reordering) the initial system (2) to the Brunovsky form

n

yl = Y2, 92 = Y3, sy yn = Z a;Y; + U,(y) + 7(t7 y) (3)

=1
wherea,; € R and the uncertain termis described in the previous sectidini(t, v) ||« < Yo(t,y).
Introduce the nonlinear coordinate transformatios ®(y) by the foIIowing formulas:
si=yi + @i, =12, 0170, pia=as(y + @i) + Bilys + i) + Z gj,; Yk41s
whereq;, 5;, i = 1,2,...,n — 1 are some positive numbers. The presented coordinate transfor-

mation is smooth and nonsingular. The inverse transform@tlennb— (s) is defined as follows:

Y;i=S; + ¢il Z:1 2 Il ¢1:O ¢i+1:_aisz 5@3 + Z Bsk( QS — 51{!82 + Sk+1)-
Formal calculations show that the system (3) is equwalent to

. . L < gn
S1=— 181 —513:1)""52, 82:—04252—5253"'537 vy Sp= Z a; Yyt Z %%H"‘U'W(ta y) (4)
=1 k=1 7k
and the feedback control of the form
n n—1 0@
U = —0pSp — 57182 - a;Yy; — —nyk+1, WhereS = q)<y) (5)

provides fixed-time attractivity property of the closed-loop system (4). The next lemma gives a

background for an appropriate adjustment of the control parameteasd j3;.
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Lemma?2.Letl)s;, > 0,i=1,2,....,nand7,,,, > 0 are some positive numbers; @) = al+§—f,

vy Oty ap = ap(ty) = a, + M wherea; are nonnegative numbers and

vt e < Y0(ty); 3) Bi > ——245i i = 1,2,....n. Then any solutions() of the

exp(2a; Tnax )1

system(4)-(5) satisfies the inequalitiels; (t)| < &; for Vt > Ty

Proof: DenoteV;(t) = |si(t)|, i = 1,2,...,n. For allt > 0 the inequality D*V,,(t) <

—a, Vi (t) — B V3(t) 4+ v holds. HenceV,(t) < —a,V,(t) — 8. V3(t) for t > 0 : V,(t) >
-1

e Studying the last inequality we derivé V(1) + 1 < (1 — %e—mt) . Hence,

Vo(t) < e, for all t > T,,.</n. The similar considerations far=n — 1 give V;(t) < ¢; for all

t > (n—1i+1)Thax/n. The last stepi(= 1) provides|s;(t)| < ; for all t > T},x. [ |

Corollary 1. Selection of the parametees = ¢ > 0 anda; = 1 for ¢ = 1,2,...,n under
conditions of Lemma 2 implies the inequality(t)||. < ¢ for all ¢ > T.x, Wheres(t) is
an arbitrary solution of the systerf#)-(5) with control parametersy, = 2,71 = 1,2,...n — 1;
an(t,z) =14 (t,z)/c and §; = B 1= &2 (exp (Hmx) — 1)_1 i=1,2,...n

The presented corollary shows the way for designing of the control, which provides the fixed-
time attractivity property of the balB. for the system (4). The radius of the baland the global
settling-timeT,,.. can be selected in arbitrary way. Show now that the designed controller will
guarantee the same fixed-time attractivity property for the original system (3).

Denote a set of all polynomials of the ordery P*.

Corollary 2. If conditions of Corollary 1 hold, then there exist polynomials € P, i =
1,2,...,n with nonnegative coefficients such that(t)| < pi(q)e, Vt > Thax, Whereq =
(exp (Hmex) — 1)_1 andy(t) = (yi(t), ..., ya(t))T is an arbitrary solution of the syste(8), (5).

Proof: Due to Corollary 1 we have thdk;| < e for all t > Thax. Let z; > 0,7 =

1,2, ...,n andy1=0, ¥is1=ti1 (21,2200 Zis1): 2,zl+ﬁz3+z 0 i (22 + (2} +2,41). It easy to see

that|1);(s1,...5:)| < ¥i(|s1],...)s:]). Show now that);(e,...g)=¢ Z 1;(B<%)7, wherey;; are some
=0

nonnegative numbers. Obviousty, =0 and$2:2z1+ﬁz§” satisfy the required representation. As-
sume that it fulfils for); and show the same property for, ;. Due to recursive polynomial struc-

ture of¢; we conclude that for;=¢, j = 1,2,...; W‘g# Z fik.(B%)7, whereji¥; are some
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nonnegative numbers. Henae, (¢, ...£)=s(1+3:2)+e le Z [if;(Be?)! (2+Pe%)=e le pisj (Be%)
=0

k=1 j_ Jj=
and the required property is proven. Finally taking into accoieit= g and |y;(t)| < |s;(t)|+

[9i (s1(t),...5:(t))| < pi (q) e, wherep; (¢) :==1+ iquj we finish the proof. u
Remark that the proof of Corollary 2 gives an algorithm of construction of the polynomials
pi(q) € P! introduced in its statement. These polynomials are needed for adjustment of control
parameters to guarantee convergence of all solutions of the original system (2) into the required
neighborhood of the origin. The explicit form of the corresponding polynomial can be obtained
using the recursive formulas far; calculated in symbolic computation packages such as Math-
ematica or Symbolic Toolbox of MATLAB. In particular the first three polynomials have the

form: p1(q) = 1,p2(q) = 3 + ¢, ps(q) = 9+ 12¢ + 3¢°.
Taking into accounp;(q) < p;+1(q) we may formulate the theorem.

Theorem 1. If m=1 and the control: has the form(5) with parametersy;=2, i=1,2,...;n — 1,
_ —1
an(t, x)=1+7(t, x) /e, Bi=%,i=1.2,..pn, e=7/ (|G| ooPn (¢)), ¢ = (exp (QT'““‘) — 1) ,
wherer > 0 and T,,,.x > 0 are arbitrary numbers and the polynomia) € P" is introduced in
Corollary 2, then the ballB, is the globally fixed-time attractive set of the closed-loop system

(2) with the settling-time function bounded By, .

Theorem 1 mostly declares the theoretical possibility for designing of a nonlinear control
providing fixed-time attractivity property of the closed-loop linear control system. The practical

applications may require more precise adjustment of control parameters basing on Lemma 2.

B. Fixed-time stability

The scheme presented above allows to design the comifelz) := u(t,z) for the single
input case of the system (2), which guarantees fixed-time attractivity property of an arbitrary
ball B, with the center in the origin. The simplest combination of this controller with some
control lawu(z) providing local finite-time stability of the origin for the system (2) gives us a

uq(t,z) for x ¢ B,

hybrid control algorithmy,., (t,z) = , which can afford fixed-time stability

us(t,z) for z € B,
of the origin for the system (2). Some design procedures of local finite-time controllers can be
found, for example, in [16] or [14]. However, the existed controllers providing local finite-time

stability do not have precise algorithms for adjustment of control parameters to predefine the
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local settling time estimate (excepting the so-called "twisting” second order %) sliding mode
system, see, for example, [22]). To realize the presented hybrid scheme we need to prevent the
appearance of switching (chattering) regimes [9] around the boundary of théshalhich
may slow down or even prevent the convergence process. Therefore the ”solid” (non-hybrid)
controller providingfixed-time stability of the origirior the system (2) is more preferable. The
designing such controller is a difficult problem, which is solved in this paper only for linear
plants satisfyinghe additional assumptiorank[B, AB| = n. This condition definitely restricts
the class of controllable systems, but it still covers a lot of real-life control systems. For example,
mechanical systems with maximum numbers of control inputs [5] obviously satisfy this condition.
For m=1 the presented assumption implies2.

Introduce the following denotationl? = |z|?sign[z], z, ¢ € R, which presents the involution

operation without loss of number’s sign. Remark/* = /¥ and zI¥) = 2* for odd integersk.

Theorem 2. Let T,,.x > 0 be an arbitrary positive numbem=1, n=2 and the controk(t, z)=
) 1
uys(t, Gx), z € R? has the formuy, (¢, y):—alyl—agyg—w sign[s]—(ags+ Byst) {2]
0.5]
wheres=y,+ <y£2]+041y1+ﬁ1y£3}> ,0.501=0,=0.56,=3,=64T2 . Then the origin of the closed-

loop systen(2) is globally fixed-time stable with the settling-time function bounded;hy.

Proof: I. Show thats = 0 is a sliding surface of the closed-loop system (2). Consider
the Lyapunov function candidat€(y;,vy2) := |s(y1,¥y2)| and calculate its total upper right-
hand Dini derivative along the trajectories of the closed-loop systenD(3)(y(t), y2(t))
() sign[s(0)]+ (a(0) 2(1) signls ()] + <520y, (1) sign(s(0)]) / [0 () +aapn (048147 1)
for s # 0. Taking into account the equalityiss + 3553 (2) sign[s] = (cw|s|+ B2|s|?)2 we obtain
o sign[s]= (aryn + azys + up(y) + 7 (t, ) signfs]= — LY — (ay|s| + Bols|*)2 — (70— 7)
for s # 0. Hence, we conclude thad*V < —(ayV + 5,V3)'/2 and following the proof of

1
2

Lemma 1 we guaranteg(t) := |s(t)| =0 for all t > T} := WWL%:%'

II. The equality s=0 implies 2y£}+a1y1+ﬁly1=0 and the sliding motion equation takes the

form g1=— (%y +521 y{’)[ A Using Lemma 1 with the Lyapunov function(y; )=|y,| we show

Tn’lax 2\/> 2\/>—
—0 for all ¢ > D) +\/f+\/* Tmax

Remark that for3; = 0 the switching lines = 0 coincides with the sliding surface of "nested”

Finally we remark that,=0 and s=0 imply ,=0. [ ]

controller [17], which provides finite-time stability of the closed-loop system. The polynomial

terms 3,4 and 3, are introduced to guarantee the fixed-time stability property.
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V. FIXED-TIME CONTROLLERS FORMULTI INPUT SYSTEMS
A. Block Decomposition

Introduce denotations:lown(1V) and coln(1V') are the number of rows and columns of the
matrix W, respectivelyker(1W) andrange(W) are the null space and the column spacéiaf
null(W) is the matrix with columns defining the orthonormal basiskaf(1V).

To adapt the fixed-time control design scheme developed for the single-input case we need
to decompose the original multi input system (2) to a block from [7]. The required coordinate

transformation can be constructed using supporting matrices provided by Algorithm 1.

Algorithm 1. I. Initialization : Ay = A, By = B, Ty = I,,, k = 0. Il. Recursion: While
. B
rank(By) < rown(Ay) do Agy1 = BEA (BE)', Beyy = BFABy, Topr = | |, k=k+1,

By,
where B, := (null(BY))", By := (null (B}))".

This algorithm can be easily realized in a computational software system such as MATLAB.

Lemma 3. If the pair (A, B) is controllable thenl) Algorithm 1 terminates after finite number
of stepsk < n — 1; 2) the matricesT; € Rrovr(Bi)xrown(Bi) 4y — 1 9k are orthogonal;3) the

orthogonal coordinate transformatiopn= Gx

Tk O Tk;fl O T2 0
G = T1, wherew; :=n —rown(T;)  (6)
0 Iy, 0 Ly, 0 Iy,

reduces the original syste(2) to the following block form

U1 = Anyr + Ay

U2 = Ao1yr + Asoye + Assys
(7)

L Uk = Ay + o+ Ay + Ag i (w4 (L, y))
wherey = (y1,....,yx)%, yi € R™, n; := rank(By_;), Aprr1 = ByB, and A;; € R™*" are
blocks of the matrixGAGT such thatrank(A; ;1) = ns,i=1,2,...,k

Proof: I. Denote By = B, Ay = A andro=rank(By). Controllability of (A,, By) implies
ro > 0. For ry = n Algorithm 1 stops after initialization showing that the original system

does not require transformatiolh. Consider the case, < n. In this casedim(range(By))=ro,
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dim (ker(BY))=n—r, andR"=range(B,)@®ker(B{ ). Columns of the matrixull(Bl') € R»* (7o)
by definition are the orthonormal basis fiatr(BI') C R™, soker(B] )=range(null(B})). Since
range(By) is an orthogonal complementker(B{ ) thenrange(By)=ker(null(B{)”) and columns
of the matrix (Bg)"=null(BI) together with columns of the matrikB,)”=null(null(B{)7)
provide the orthonormal basis iR". So, the block matrixl; is square and orthogonal. Since
BI null(BI')=0 then the coordinate transformati<€ng1 i )T:Tlx, 7 € R" 5, € R gives
g = Angi + Ango, o = Angi + Asaliy + BOBO(U +)

where Ay, Ajy, Ay, Ay, are the blocks of the matrisy ATT. Obviously that4,; = A; and
A1, = By, where matricesA; and B; are generated by the recursive step of Algorithm 1.

Controllability of the pair( Ay, By) implies controllability of(A,, B;) [24], so we can repeat the
recursive step of Algorithm 1 fad; and B,. Since for each recursive step we haven(A4;,;) =
rown(B;y1) = rown(4;) — rank(B;) and rank(B;) > 0 then Algorithm 1 terminates in finite
steps and the coordinate transformatipn= G reduces the original system (2) to the block
form (7). Finally rank(A; i+1):rank(fﬁ’k_in_i):rank(Tk_in_i)=rank(Bk_Z») = n,. [ |

This paper considers the restricted robust problem statement assuming that all uncertainties
and disturbances satisfy the matching condition. The control design for more general case can

be done using the robustness analysis of block controllability forms presented in [15].

B. Fixed-time attractivity

Further considerations are presented for the system (2) transformed to the block form (7). Since
rank(A; ;4+1)=rown(A; ;.+1)=n; thenA; 11 A7, | is invertible andA;,,,=AT,, (A1 A7) s
the right inverse matrix ofi;; ;. DenotezP!=(z" 2T for 2=(z, ..., )" € R¥
By analogy to single input case introduce the nonlinear coordinate transformatioh(y),
s = (s1,..,81) 7,85 € R,y = (y1,...,yx)",y; € R by the recurrent formulass;=y; + ¢;,
i=1,2, ..., k, 0120, @i1=Af, (ai(yz""@z‘)"‘ﬁi(yz""@z')[g}"‘2321 Ayt > G850 Arjyj)’
whereo; > 0, 5; > 0 andi = 1,2,....k — 1. The presented coordinate transformation is

smooth and nonsingular. The inverse transformagien®!(s) is defined as followsy;=s;+1;,
i=1, 2,0, 120, P 1=AT (Zizl S (Aii+15k+1'ak5k‘ﬂk5§]) caisi sy - Az’j(Sﬁ%))-
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Applying the transformatios = ®(y) to the system (7) we obtain

;

$1 = —ays1 — BisT + A1ass
$9 = —aSg — (oS3 + Agzss
(8)
—1 9 +1
Z Ay + Z o 2 At + Ak (u+9(y)
J=

\

So, the feedback control providing fixed-time attractivity property to the system (8) has the form

8 i+1
u=— A]—:k_tr_l (aksk+ﬁksk+2Ak1yz+Z Ok ZAZ]y]> ) S:Q)(Gy)a ak)ﬁk >0 (9)

’L

Let ¢ and T}, be positive numbersy,=1+[A; i1/, i=1,2,.0./ — 1, =1+ Akkllecnols)
and 3;=0:=%, i=1,2,..., ¢=(exp (Fzax) — 1)71 then repeating the proof of Lemma 2 we can
show that any solutior(¢) of the system (8)-(9) satisfies the inequalj®(t)||.. < &, ¥t > Trax-

By analogy with single input case let us show now that there exist polynomjialsP?, i =
1,2,...,k with nonnegative coefficients such thg;(t)||.c < p;(q)e for V& > Ti.x, Where
y(t) = (y1(t), ..., yx(t))T is an arbitrary solution of the system (7), (9).

Denote the vector-modulus and the matrix-modulus operatioh fy.e. [v] = (|vi], ..., [v.[)T
for the vectorv = (vq,...,v,)" and [W] := {|w;;|} for the matrixW = {w;,}. The inequalities

Jvi] = Juz] and Wi < [Ws,| are understood in a component-wise sense.

Let =0, =] A %Zﬂfﬁzs’fZﬂ Al (zj+idy)+ Z 00: & (2B Asia | 21n) |, where

z € RY,i=1,2,...k. Following the proof of Corollary 2 we can show thpp;(si,...,s;)] =

Gi([s1], -, [8i])s Vi@, s ..., €8p,) = €ijo(ﬁ€ )? M;jé,,, wheree,=(1,...1)" € R’, and M;; €
R™>" are matrices with nonnegative elements Hence it directly follows|thdt, < ||s:||ct
(51008 loo < e*[|0i(cEn, 1ove£8n,) —8+82(ﬁ€ V1 Mijll o =pi (q) €.

Similarly to single input case the polynomlagig( ) can be calculated using some sym-

bolic computation package. For instanpg(q)=1 andp,(q)=1+|| A% |co (1| A12]|setq+]| A11]| o0 )-

Therefore, we have just proven the main theorem for the multi input case.

Theorem 3. If the controlu has the forn(9) with parametersy; = 14| A4; i11l/o0,? = 1,2, ..., k—
La, =1+ Y0l Ak k+1lloc |Gll1PK(9) ﬁz — M Z =1.2..... k q= (exp (HM) — 1)_1 where

T

r > 0 and T,.., > 0 are arbitrary positive numbers, then the ball. is the globally fixed-time

attractive set of the closed-loop systé®) with the settling-time function bounded By,....
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C. Fixed-time stability
In this subsection we assumenk|[B, AB|=n. Then Algorithm 1 terminates after the first
recursive step, so the transformatigr= Gx brings the original system to the form

1 = Ay + Ay
Yo = Ao1y1 + Asoys + Ass(u +7)

(10)

wherey; € R™ y, € R"™2, ny = rank(B), n; = n — ng, rank(A;s) = ny < rank(Ass) = ns.
Denote Af;, = null(4;2)”.

Theorem 4. Let the controlleru(t, y),y = (yi,y4)" € R™ has the form:

u = A (ueq(y) + ualt,y) + up(y)), (11)
where u., = —Af, (A% + A1 As)yn + (A Ava + Ao Ass)ys) — (Afy) T Ay (Anyn + Asann),
ug = — PRI EAR A2 A 2ot A, sign(s,] — yo(t, y)|| Aty Ass | o (Afy)  signss)],
up = —Af(ags; + BasPhE) — (Ay) " (s + Bass)l2,

=

= Any + Ay + ((A11y1 + A12y2) + a1y + ﬁ1y1 ) ; 5= Alyys
with 05a1 a9=403=0.501=3y=433=64T-2 , Trae > 0. Then the origin of the closed-loop

max’

system(10) is globally fixed-time stable with the settling-time function bounded;hy.

Proof: First of all remark thatd;,(A$;)™ = 0 and A{, A}, = 0. Denotez = Ay 1y, + Apys.
In this case the system (10) can be rewritten in the form

U1 = 2, 2= —Apug — Alzuq + A2 A237, —Afyug — Afyup, + Afy Assy
ands; = z+ (zm + oy + ﬁ1y1 ) . Following the proof of Theorem 2 we similarly show that
y1(t) = 0andz(t) = 0 for all t > T}.x. HenceA,sys(t) = 0 for all ¢ > T,.. Taking into account
formulas foru, andu, we obtains, = —vo (¢, y)|| AL Ags||se Sign|[ss] — (augsa+Fsse) 21+ Ay Aysy.
Hence it can be easily shown that(t) = Afys(t) = 0 for all t > Tpax. n

Theorem 4 extends the "nested” second order sliding mode control and the fixed-time controller
presented in Theorem 2 to the multi input case.

Remark that the control (11) has the form closed to classical sliding mode controllers [24].
The equivalent control term,., compensates the inner dynamic of the system, the switching
termu, ensures the sliding mode existence and the new additionaktgtras the form required
for fixed-time stability.

For n;=n, we haveker(4;,)=0, so the terms witt;, and(A;,)* presented in (11) disappear.
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VI. NUMERICAL EXAMPLES

Consider as a benchmark example the system (2) with

1 -3 2 2 0 2 0.4286 0.8571 0.2857
A=l 2 0 3 |,B=] -1 1 |.f=] 0 [sin(t),G=] -0.8571 0.4857 -0.1714
0 -1 4 0 -3 -3 -0.2857 -0.1714 0.9429
The transformationy = Gz brings the system to the block from (10) with € R,y, € R?,
—-22 1.0 1.2980 3.0612 —0.8367
A= — 0.5918, Ags= , Aoy = , Ago=
—0.4 -3.0 0.7184 —0.5510 2.5306

A12=( —0.4449 4.9469 ) For this case we have(t,z)=(sin(t),sin(t))? and~y(t,z)=1.

A. Example of fixed-time attractivity

Let 7},..=6, r=1. Following Theorem 3 we select the controlkeft, z) in the form (9) with
the control parameters;=6.3918, as, = 13.333, (3:=(,=0.0327. Fig.1(a) and Fig. 1(b) show
evolutions of the system states fo(0)=(1,0,0) and z(0)=(10,0,0). Fig. 1(c) presents the plot

for the control magnitude. Numerical experiments show that the predetermined settling time

—x(0)=(1,0,0)
- x(0)=(10,0,0)

lul,

System states

t

(@) =(0) = (1,0,0) (b) z(0) = (10,0,0) (c) Control magnitude.

Fig. 1. Simulation results for fixed-time attraction.

estimateT,,,..=6 is too conservative. Obtained convergence times to thefhallre less than.

B. Example of fixed-time stability

According to Theorem 4 the controller of the form (11) with parametgrs’; =1, ap=3,=0.5,
ag = (3 = 0.25 provides fixed-time stability of the considered system guaranteing the global

settling-time estimaté,,.,=8. Simulations results approve declared property (see Fig. 2).
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—x —x(0)=(1,0,0)
- x(0)=(10,0,0)

______

lul,

System state
o
System stat

(@) z(0) = (1,0,0) (b) z(0) = (10,0,0) (c) Control magnitude.

Fig. 2. Simulation results for fixed-time stabilization.

In contrast to polynomial feedback numerical simulations for the fixed-time stabilizing con-
troller demonstrates very small conservatism in settling-time estimate showing thai0for

(107,0,0) the settling-time is equal approximately T®.

VIlI. CONCLUSIONS

In this paper the new control problems are considered. They consist in designing of the
feedback control for linear uncertain plant that guarantees convergence of system trajectories to
the origin or into selected neighborhood of the origin in predetermined finiteitidependently
on initial conditions The described property is called in this paper fiked-time stability
and attractivity, respectively. Controllers that provides fixed-time attractivity to the closed-loop
systems are designed in the form of polynomial feedbacks under the classical assumption on
controllability of the pair( A, B). Fixed-time stabilizing controllers presented for more restrictive
caserank[B, AB] = n are modification of the second order sliding mode control algorithm. It
is proven that all controllers are robust with respect to matched uncertainties and disturbances.

Numerical experiments approve the declared fixed-time properties for the closed-loop system
with the proposed control algorithms. However, they show that for polynomial feedbacks the
real convergence time is less than the predetermined. This fact probably points out ineffective
usage of the control resource. So, the problem of optimal selection of the control parameters in

order to minimize the control energy and magnitude appears. But this is another story.
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