N

N

Stability and dispersion analysis of improved time
discretization for simply supported prestressed
Timoshenko systems. Application to the stiff piano
string.

Juliette Chabassier, Sébastien Imperiale

» To cite this version:

Juliette Chabassier, Sébastien Imperiale. Stability and dispersion analysis of improved time discretiza-
tion for simply supported prestressed Timoshenko systems. Application to the stiff piano string.. Wave
Motion, 2012, 50 (3), pp.456-480. 10.1016/j.wavemoti.2012.11.002 . hal-00757096

HAL Id: hal-00757096
https://inria.hal.science/hal-00757096
Submitted on 15 Oct 2013

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/hal-00757096
https://hal.archives-ouvertes.fr

Stability and dispersion analysis of improved time diseegton for simply
supported prestressed Timoshenko systems. Applicatithetstit piano string.

Juliette ChabassigrSébastien Imperidle

aMagique3d, Inria Sud Ouest, 351 cours de la Libération,
33 405 TALENCE, France.
bDepartment of Applied Physics and Applied Mathematics,
Columbia University, New York, NY, 10027, USA.

Abstract

We study the implicit time discretization of piano strings/grning equations within the Timoshenko prestressed
beam model. Such model features twéfetient waves, namely the flexural and shear waves, that patpagth
very different velocities. We present a novel implicit time disaatiion that reduces the numerical dispersion while
allowing the use of a large time step in the numerical contfmria. After analyzing the continuous system and
the two branches of eigenfrequencies associated with tygagating modes, the classiéascheme is studied. We
present complete new proofs of stability using energy-thagg@roaches that provide uniform results with respect to
the featured time step. A dispersion analysis confirms@hatl/12 reduces the numerical dispersion, but yields a
severely constrained stability condition for the applmatconsidered. Therefore we propose a rielike scheme,
which allows to reduce the numerical dispersion while riglgxthis stability condition. Stability proofs are also
provided for this new scheme. Theoretical results aretitisd with numerical experiments corresponding to the
simulation of a realistic piano string.

Keywords: Prestressed Timoshenko system, Theta schemes, Impfieitdiscretization, Dispersion analysis,
Stability analysis, Energy techniques
2011 MSC:35L05, 35A35, 35A40, 74K05

1. Introduction

The piano strings can be modeled as linear vibrating rodsmed by d’Alembert’'s equation. This model predicts
that the eigenfrequencies of vibrating string are “harragnie. multiple of a fundamental frequency the so called
musical pitch. However, measured spectra appear to belglgiifted away from the ideal harmonic one. This phe-
nomenon is referred to as inharmonicity and in fact contebuo the tone of the instrument (see [6, 9]). It appears
that the diameters of realistic piano string are actualtylemge to neglect shear deformation and rotational inertia
hence it has been suggested in [16] to model the piano stsirrgsamply supported prestressed Timoshenko beam.
This models describes the propagation of transversalatispients and shear angles along the string which are phe-
nomena occurring with high velocities contrasts.

More generally, many physical models consist of coupledisient hyperbolic systems withftérent types of waves
propagating at dierent velocities (for instance, elastodynamic propagatifoshear and pressure waves in soft me-
dia or acoustic and elastic waves in poro-elastic media)emMéonsidering numerical schemes, a good accuracy is
obtained when the discretization parameters are adapthe time and space scales of these physical phenomena.
When diferent scales are involved in the problem, a standard dizatieth may not be adapted to the entire range of
dynamical phenomena. In [14], which concerns the case oblgemeous isotropic elastodynamics, the authors take
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advantage of the fact that the elastic S and P waves can bemgledap to the boundary of the considered domain,
by adapting the spatial discretization, within the domair&ch wave speed, while the time step is the same for both
waves. When such decomposition into elementary modes jsassible, then alternative approaches must be consid-
ered. Although local time step procedures are an otherastigig point of view, we choose to focus, in this article,
on a specific class of implicit time discretizations. Thipagach is appealing since it allows to choose a large time
step hence reducing computational costs. However, oneeahtin dificulties is then to limit numerical dispersion,
which is inherent to most numerical schemes. This dispeisa significantly degrade the results, which is especially
detrimental in the context of musical acoustics as the hueaanan detect frequency variations of only a few percents.

In the global piano model, the string is only an elementary pithe problem which also includes the soundboard,
modeled as a 2D Reissner Mindlin plate, and the sound radiatithe 3D domain. When considering a standard
piano note, taking into account frequencies up to 10 kHz acessary in order to represent the physics accurately.
Hence, the spatial discretization of the 3D domain mustasgmt wave lengths down to a few centimeters, and given
the size of the problem, an explicit strategy must be addptettie time discretization of the sound propagation prob-
lem. Unfortunately, the maximal time step allowed to engheestability of the 3D problem is too large to account
for the physical phenomena occurring in the string (whicluldaequire a relatively to small time step if using a clas-
sical leap frog scheme). However it seems unreasonabletsuch a small time step, since for the piano model, the
resolution of the 3D problem is by far the most costly operatiTherefore, as mentioned before, the use of implicit
methods to discretize the piano string equations is notappealing but also necessary to allow the use of large time
step for the global coupled problem.

After being discretized using continuous finite elemeths donsidered problem reduces to a set of hyperbolic coupled
ODEs (see (23) for the exact definition). Newmark scheme imary be chosen to deal with the time discretization of
this ODE system (see chapter XX of [8]). This scheme, thatidely employed in mechanical applications, depends
on two positive real numbesands. Ford < 1/2, the Newmark scheme is dissipative and first order accurate
Whens = 1/2, it is at least second-order accurate and preserves thgyewiethe discretized problem. In this case,

it only depends on the parametgiit is therefore referred to as tl#escheme. Foé # 0, this scheme, whose benefits
are a less restrictive stability condition (if any) and arpioved accuracy, leads to the inversion of a linear system
at each time step, which is sometimes considered to be toensk@ compared to explicit schemes (i.e. the case
0 = 0). In this study and as discussed before, we are willing &oimplicit schemes if it allows to obtain good accu-
racy with a large time step. Therefore #hecheme will be our starting point to derive an impratiene discretization.

This paper is divided into 3 main sections. First, in secBpwe study the continuous system of PDEs of the simply
supported prestressed Timoshenko beam and give an energitydhat leads to a-priori estimates on the solution’s

norm. Then the eigenfrequencies are derived. These stéigseweproduced at a discrete level in sections 3 and 4
to construct and study numerical schemes : the numeridalistas analyzed using energy estimates and the consis-
tency through the calculation of the discrete eigenfregig=n

In section 3 we discuss the classical properties obteehemes: they preserve an energy-like discrete quantitgh

is positive for anyAt whené > 1/4, or if At is smaller than a maximal value whérnx 1/4. We provide a stability

proof using standard arguments based on the proof in thénconis case foé > 1/4, and provide a new proof for
0 < 1/4, which remains valid foit at the stability limit, as opposed to the intuitive extemsid the former classical

proof. We show, through a discrete dispersion analysissifhemes that the valwe= 1/12 reduces the numerical
dispersion, but leads to a very restrictive CFL conditiorewlpplied to realistic piano strings.

Finally section 4 is concerned with the development andyaiglof newé-schemes, based on twofi@rent6-
approximations (defined by relation (28)) of thefdient wave propagating waves in the considered system. By
adequately choosing twoftirent values off we show that it is possible to construct stable schemes ¢ldaice the
numerical dispersion while allowing the use of a relativalge time-step.

All stability proofs of section 2, 3 and 4 will be done usingeegy techniques, which can easily be adjusted when dis-
sipative terms, couplings or even non linear terms (seef4]pdded to the model (as opposed to Fourier techniques).
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2. Continuous equation

The prestressed Timoshenko model considers two unknawik (R* x [0, L] — R which stand respectively for
the transversal displacement (m) and the shear angle (iang)dof the cross section of the the string. We detote
(m) its length,To (N) the tension at res§ (m?) the cross section’s area,(kg-m=3) the density| (m?*) the inertia
momentumE (Pa) the Young’s modulus; (Pa) the shear modulus, arde [0, 1] the shear cd&cient introduced
in [10] and which value is discussed in [7]. Finally we assutred these physical parameters are positive and that
ES > To (which is true in practice for piano strings). Moreover, veasider “simply supported” boundary conditions
(zero displacement and zero torque).

The system reads: Find,(p) such that x €]0,L[, VYt>0,

o%u d%u 0 ou
pSﬁ—T()ﬁ +SG((9_X(¢_6_X)_O—’ (1)
% % ou
| — -El— +SG(p——) =0
P e (o 3x) ’
with boundary conditions
u(x=0,t) =0, ux=1L1t) =0, dxp(x=0,t)=0, dxp(x=L,1)=0, (2)

and initial conditions
ux,t=0)=uo(X), @(xt=0)=g¢o(x), duxt=0)=ui(X), 0e(xt=0)=¢i(X), )

whereo- stands for a source term (which will come from the interactigth the hammer, in the context of the piano,
see [16], chapter 1.2). In order to give existence and umigas properties we define the functional space naturally
associated with simply supported boundary conditions

Uo = {U € Hy([0, L]) x HY([0, L]} 4)
System of equations (1), (2), (3) can be written as: Rind U such that x € [0,L], Vt > O,
MU — 3,(Ad,U + BU) + CU +'BaU = M X,
U(xt=0)=Ug(X), dU(x t=0)=U1(x),
Ixp(x=0,t) =0, dxp(x = L,1) =0,

whereU ='(u,¢), X = M~1{(c, 0) and

_[pS 0 (To+SGe 0 (0 -SG )
M‘(o pl)’ A‘( o e Blo o) ©Tlo sa/ ©)

Lemma 1. The bilinear symmetric form defined for any=Xu, ¢) € Uo and V = (v, y) € Uy by:
L L L
U, = [ Toowawr+ [ Etowpaw + [ SGele-aa)w - o) (6)
0 0 0

is a scalar product oridy. Henceld is a Hilbert space with the induced norm denofedlq,.

Let us now introduce the operator associated with the mestd Timoshenko system (1):

2
P d [, 2
ox? Ox Ox
TU) =T (u¢) = P P (7
E12¢ _saefp- X
ox? OX

and the functional space which is naturally inducBgr") = {U € Uo, such that(U) e (L2([0, L]))*}.
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Theorem 2 (Unique strong solution)If = € C1(0, T; L%([0, L])), there exists a unique strong solution(td-(2)-(3)

(U, ¢) € C(0, T; (L0, L])) n CHO,T;Uo)) N C%0,T;D(T)). (8)
ProoF. This result is a simple application case of Hille Yosida tie@o, using lemma 1.
O
2.1. Energy and a priori estimates
Definition 2.1. We will use in the following the notation:
L
U € Uy, (V|12 :=f MU - U dx (9)
0

The next lemma shows the “energy preserving” nature of teegy of wave equations (1), (2), (3). Our construction
of a stable time discretization of the continuous equatiiide based on this conservation property (as for instance
in the work of [13], [15], [3]).

Lemma 3 (Energy identity) Let U =*(u, ¢) be the solution of1)-(2)-(3), then

% - f "ME.aU,  with () = E(t) + Ep(). (10)
0

wheregy is the kinetic energy, defined by

1 , 1t , 1t 5
&) =516Vl =5 | pSloul+5 | plldwl,
2 2 Jo 2 Jo

and&y, is the potential energy, defined by

&) = 21012, = L [T Tou+ L [l 0wkt [ SGe i awi?
P _2 "Ho'_z 0 0 10x 2 0 xp 2 o [ x4yl .

Proor. This identity is obtained by multiplying (1) Bya;u, di¢) and doing appropriate integrations by parts. Boundamyseranish because of
simply supported conditions (equations (2)).

O

It is important to understand what the implications of thiatien (10) are at the continuous level, in order to later
derive equivalent properties at a discrete level. Moreipedgit will allow us to establish stability conditions ftine
numerical schemes. For that reason and for the sake of ctenpks we give the proposition below that is a standard
result in the literature (see [12]).

Theorem 4 (A priori estimates) Let U ='(u, ) be the solution of1)-(2)-(3) then

8(t)<[V5(0)+i f t||2(- 9)llm ’ where &(0) = Liua, + 2z, . (11)
B v2Jo T ’ 2 M T 0o

t
UG, Dllm < IUolly + t v2E(0) + fo t= 91X, lu - (12)

Proor. Cauchy-Schwarz inequality on the energy identity gives
de t
E(t)' = U(; MZ - 4U

4

< 1ZlIm 18eU]Iw (13)




The potential energy being positive, we write

1
&0 = 35 10:U13, = 118:UlIm < V2E. (14)
It is useful to notice that
ds d\/— dvé d\/é
o =2Ve4r 2VE=4= <IIBlm 13Vl < Il V2VE = == < 7 (1=l

thanks to (14). We now integrate over time between Otand
- V&) < —f I=( 9llm ds (15)
which gives (11) with no dficulty. Moreover, we write
U1 =Uo() + j: aU(,9ds = [lUllm <11Uo()lIm +f0t||3tU(',S)IIM ds

< V28(9)
which gives (12) using (11) andhantegration by parts.

2.2. Dispersion analysis

On finite domains, the dispersion analysis is the study ofttey waves and their associated eigenfrequencies. In
the case of the simply supported prestressed Timoshenko, likase eigenfrequencies can be explicitly given. Our
results supplement the work carried outin [11, 2] where ini@xpressions are given for several boundary conditions
(including the condition given by equation (2)).

Theorem 5(Eigenfrequencies)Iif U (-, t) € Uy, under the form
U(x,t) = et y(x), (16)

is solution to(1), (2), then there existé € N* such that:

s _ Wy + /
f= f[ = Z’ w; = Q?’ (17)
where )
~ ‘)L—’Z’(cy+ﬂ)+ay—\/A_g . L2 (a+ﬂ)+ay+\/_g
Qf = Q€ = (18)
2ap3 20
Wlth 52 2 52 2 5472.4
Ap = [ (¢ +pB)+ ay] 4aﬂ[y(1 6) ? R
where we have defined
S S G S G
o = 7'0 ﬂ = B Y= = 6 = —_—.
T0+SG(’ E’ El” T0+SG<

ProOF. The proof of this theorem is based on a Fourier transfornmie tf the system (1), which leads to a condition under whigerenodes
satisfy the boundary conditions (2). The associated eigguéncies are the researched real numbef&he detailed proof is given in Appendix
A.

(|

Two branches of eigenfrequencies arise, which corresporide two propagating waves in the system: flexural
(corresponding to frequencids) and shear (corresponding to frequendiggwaves. Explicit formula (17) can be
developed for the first frequenciesgmall) of the flexural and shear branches:



Corollary 6. The first flexural eigenfrequencies of sys{@m (2) satisfy, for smalt > 1

2
fr=tfy (1+e)+0(5), where f = 2—1L,/pT—§, €= %%[1—!—; (19)
The first shear eigenfrequencies satisfy, for sfialll
v es 1 /SGK n? El +1Gk
fg = fO (1+ 7’]52) +O(€4), where g— = 2_7'[ p—l, n= mw (20)

Remark 1 (High frequency behavior)
The high frequency behavior of the flexural branch is given by

_ 0 [To+SG
ff ~ Z W, for £ — +oo. (21)

On the other hand, The high frequency behavior of the sheardir reads:

¢ |E
f;— ~ Z ;, for £ — +c0. (22)

Figure 1 illustrates those two branches and their behatoorhe Dil string of the model D Steinway grand piano
whose homogenized parameters are given in table 1.

x 10° Flexural eigenfrequencies, note Dd1
~ 2 ) ) Flexural eigenfrequencies, note Dd1
< 12000
? 1 O Exact expression
o 10000 + Approximate expression
g
L . . . . ¥ 8000
0 500 1000 1500 2000 2500 <
% 10° Shear eigenfrequjdenr%(cies, note Dd1 2 6000
_10 T T v §_
g I 4000
g
e 2000
[}
3
o
o )
T . . . . 0 50 100 150 200 250
0 500 1000 1500 2000 2500 rank
rank
(a) Two branches of eigenfrequencies : upper figure (in Heflex- (b) Low frequency behavior of the flexural branth of equa-
ural frequencied;”, lower figure (in red) for shear frequenciés. The tion (17) (in blue) compared to its approximate expressamn f
high frequency behaviors are represented in dashed lines. small¢ of equation (19) (in red).

Figure 1: Eigenfrequencies of the simply supported presé@ Timoshenko system, for noté1D

Remark 2. In most applications, only the flexural wave of Timoshenlkizeis of interest: modeling the shear angle
¢ is a technical way of conferring inharmonicity to the flexureotion. In the case of the piano, the shear wave is not
even transmitted to the structure (see [5]). In consequghissimportant to develop a numerical scheme that reduces
numerical dispersion mostly for flexural waves and this éithe objective of the scheme developed in section 4.
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L S P To
m e kg-m—3 N = =
1.945 131x10° 44290 1328 0 € 0 n
Hz - Hz -
E ' G K 3889 351x10° 1.99x10° 3.95x10°
Pa nf Pa -
202x 10" 1.78x10™™ 1.00x10™ 0.95

Table 1: Parameter values of the stringlD These parameters correspond to homogenized propeftisperimentally measured piano strings
(see [16] for more details).

3. Classical theta-scheme : stability and dispersion anadys

We now recall some classical properties of thecheme time discretization of (1), after a space disattin
done by a variational method. Energy analysis is chosendw stability because such analysis is easily adjustable
when dissipative terms, couplings or even nonlinearitiessalded to the model. First we present a classical proof of
stability for® > 1/4, then an innovative one fér < 1/4 which is still valid whenAt reaches its CFL upper bound.
Finally, discrete eigenfrequencies will be calculatedaedvill see that the specific valée= 1/12 reduces numerical
dispersion, but leads to a severe CFL condition.

Let us consider a variational approximation of (1), with bgpaceldy, c U, of finite dimensiorNy, wherehis a small
parameter devoted to tend towards zero. The problem becasyestem of ODEs: Find, € U}, such that/t > O,

Mp dZUn(t) + Kn Un(t) = Mp Zn(t),
(23)
Un(0) = up, 8:Un(0) = i),
whereUy, is the vector of coordinates of, in a chosen basis dff},, and for all U, Vi) € U2,
L
MhUh . Vh = é\ M Un - Vh, (24)
0
L L L L
KhUh . Vh = é Aaxuh . axVh + é BLh . 6XVh + é C Un - Vh + é ‘Baxuh * Vh. (25)
0 0 0 0

Where§ denotes the use of a quadrature formii.is a symmetric, positive definite matrix, whitg, is a symmetric
positive semi-definite matrix. In what follows we denote {ay,} (¢ varies from 1 toNy) the set of positive and
increasing eigenvalues of Mgl Kp.

Hypothesis 1. Let us consider the ordered sets of continuous and discigémealues:

o A={ar=4r2 (") i 21U {47 = 4x? ()%, i > 1} where f: are the eigenfrequencies of theorem 5, so that
A ={A,i > 1}, withAi_1 < 4,

o An = {Anj, 1 <i < Np}, with 2nj-1 < Anj, the set of eigenvalues of MKy,
We assume that for a fixéce N*, the eigenvalugy,, € Ay, satisfies for h small enough
Ane = A¢ + O(h®). (26)

Remark 3 (Finite elements and eigenvalues)

If a spatial discretization is done witHborder finite elements on a regular mesh of size h, we can usevemgence
theorem enunciated in [1] to show that hypothesis 1 is truepfe 4. In section 3.3 and 4.3 numerical results are
obtained with fourth order finite elements.



In order to define the time discretization, we introduce eetistepAt > 0 and defind" = nAt. We denote the
approximate unknowhj;:
2 ~ Up(t").

Applying ag-scheme to problem (23) gives:

Un+l —2U" + Un—l
: ——"— + Kn {Unlj = Mn X},

h

A2 (27)
Ul =, Ut =ul,
where theg-approximation ofUn(t") is a weighted average on three time steps:
{Unl) = 0Up + (- 20) Up + 0 URL, (28)
which satisfies: - o - 0
1 Uttt —2U00 + Ul U+ 200 + U
We note that-scheme (27) can be written as an explicit scheme with a nealdifiass matrix:
— upt-2up+upt N N — )
ho A + KhUp = Mp X where Mpgy = My + 0 At° Ky (30)
This modified mass matrix being positive definite, the nunaischeme admits a unique solution.
Definition 3.1. We will use in the following the notation, for all symmetrigrs-definite matrix A
Yv e R, |V|Z = Anv -V (31)

3.1. Stability analysis

Stability of the numerical scheme (27) can be shown with gnegchniques. First, we will show that any nu-
merical solution satisfies an energy identityd I 1/4, this discrete energy is always positive, whil@ ik 1/4, the
time stepAt must be lower than a maximal valug’. Then, we will show that the scheme is stable if the energy is
positive. This last proof will be done in two steps :6if> 1/4, the proof is classical and the estimation is optimal
compared to the estimation obtained at a continuous levél<i 1/4, we present an innovative proof based on a
spectral decomposition, which is valid evemif= At’ (as opposed to the more classical proof given in [12]).

Let us begin with the classical energy identity for thecheme.

Lemma 7 (Discrete energy af-scheme) Any numerical solution t¢27) satisfies

8n+1/2 _ 8n—1/2 Un+1 _ Un—l
- My (32)
At 2At
where&)" /% is the discrete energy defined by
82+1/2 — 8?;1/2 + 8::—91/2 (33)
whereg; "' and&7/* are respectively the discrete kinetic and potential ereggit time /2 :
2
eml2 _ 1 uptt + Up and &MY _ }Mh uprt - up ) uptt - up
PO T2 2 ke T 20T AL At
with 1
Mhg = Mh + (0 — 21)AtZKh. (34)

8



Proor. We take the scalar product of (27) with a centered approximatf the time derivative obly(t"), which is @JE” - Uﬂfl)/ZAt. The first
term can directly be factorized, and we use (29) to factdtieesecond one. Adding the two results and taking into addtencontribution of the
right hand side gives (32).

0

Lemma 8 (6-scheme’s energy positivity)The discrete energ{B3)is positive if and onlyfithe matrixM, is positive,
which happens when:

o if 8 > 1/4, the energy is positive for amyt > 0,

o if 8 < 1/4, the energy is positive if and only if

,1 .
where p((Mp)2Kp) = suptMhl_KaV-V.

AL p((Mn) 1K) <
p((Mn)Ks) T . Ty

(35)

Proor. SinceKj, is positive semi-definite, the discrete potential energyoisitive. The positivity of the discrete kinetic energydsdo the result.

O

3.1.1. Stability analysis faf > 1/4
Theorem 9 (A priori estimate ford > 1/4). We suppose that the discrete ene(@$) is positive. LetUp be the
numerical solution of27). For any n> 1, we have:

At < 1
VEFY2 < e+ =N IZlilw,  where &Y= —'
V2 ; 2
n ¢
U, < UGl + ™2 y285% + AR S 3" 2K, (37)

(=1 k=1

2
: (36)

Kh

U - ue
At

Ut +Up
2

5

2
; ’
Mhg

ProoF. We use Cauchy-Schwarz inequality on (32), and triangulequality on the right hand side:

1
un+t—up
At

-1
un-up
At

Ait ‘82*1/2 —82’1/2' < % ||):

+
Mh

tllw, (38)

Mp

1

The discrete potential ener@%*g 12 being positive, we get:

1
Ut -up
At

< J2gp i, (39)

Mg

. 1
Sinced — 72 0, we have for an) € RNn,
IXlImy, < 11X, , » (40)

which implies, with (39), that we can estimate the right haiu# of (38):
1one12 gnoag) 1 ne1/2 n-1/2
Sl € < S, (V26 + V28] (41)

s,

which gives
| Jegrz_ [en12 <i”}:n” 42)
At ( g = 3 1l

and finally

- At
Ve < e Sl @)

We sum this inequality from iterate= 1, which gives a telescopic sum. We get:

At &
VT < el 5 ) skl (a4
(=

9



We bound above the norm bl"h*l thanks to the triangular inequality and (39):

FIURlIM, < Aty28)2 4 1URIM, < VA |5 Z||z ll, |+ 1R

Mh

n+l _ un
h

Un+1 < At|lh—"h
UM, < Al

we can again sum from = 1 to obtain:

n ¢
U3l < 10l + 172 2852 4 A2 S 5" 2K, -

(=1k=1

Remark 4 (Optimality of theorem 9) This estimation is the exact discrete equivalent of theinantis estimations
of lemma 3 and theorem 4.

Remark 5 (Transposition fo¥ < 1/4). It is still possible to adapt this proof wheh< 1/4, when the matriﬂh,g is
not singular, which is the case wha is chosen such thd85) is a strict inequality. In this case, the constant of a
priori estimates depends axt, more precisely one can show that instead49) we have

0

((At9)2 — A2)2 Xl

1Xllm, <

whereAt? is the maximal time step allowed by relation equat{d8). This estimates blows up whah reachesAt?,
which is not satisfying.

Remark 6. Similar estimates to those of lemma 9 can be obtained witfferelnt technique (not based on the natural
dicsrete energﬁ“*“z) as in [12]. However, this technique cannot easily be exéehill dissipative, coupling or
nonlinear terms are added to the modeled problem, whereagtiergy technique can. Moreover, it will later be
possible to extend our proof to the new numerical scheme vprapose.

3.1.2. Stability analysis faf < 1/4
As explained in remark 5, it is not possible to control g norm with theM;,, norm when inequality (35) is an
equality, i. e.:
4
= p((Mp) 1K —
pn = p((Mn)'Kp) = T

If Ky, is singular (which can happen for other boundary conditibias (2)), there exiss eigenvalues of NIp)*Kp,
such that:idhy = ... = Ahs-1 = Ans = 0. They prevent us from controlling the usual norm of assodiaigenvectors
with the Ky, induced semi-norm:

(45)

IXlIm, £ C 11Xl »
for any strictly positive constar€. On the other hand, iy is singular (i.e. At = AtY), there existsssuch
that Apn-3 = ... = /l~h,Nh,1 = AN, = m, which prevents us from controlling the usual norm of asdedia
eigenvectors with th#/p, » induced semi-norm:

IXlhay £ C X7, -

for any strictly positive constar@. The original idea of our proof is then to divide the spectraf{Mp) 'K, in
two parts (either sides of a given frequency), and to wrigegblution as a projection on the resulting high and low
frequency subspaces. We then control the usual high fregugsrm with theKy, induced norm, and the usual low
frequency norm with theéM;,, induced norm; which leads to an energy majoration in botlesaince the discrete
energy is the sum of thﬂhﬁ semi-norm and th&;, semi-norm of linear combinations of the solution at sevinad
steps.

To this purpose we will use a high frequency proje@fr defined below
10



Definition 3.2. For any symmetric semi-definite matt and any positive definite matrix;, let {Wh,f}{’?‘:“l be the

Np

eigenvectors basis associated to the increasing ordereof positive real eigenvaludsgy (},"; such that
RnWhe = AneMaWhye, L<E< Ny, Ane 20, (46a)
MpWhe - Whm = 6m, 1< €,M< Ny (46b)

Definition 3.3. For « > 0, we define P associated to the family of eigenvectors and eigenvalues by

Nh
Y Up e R™, PYU, = Z (MnWh - Up) Why, (47)
=L,

where I, € [1, Ny] is the smallest integer such th&t, > «.

Using definition 3.2 with
M = My andRy, = K,

andapplying the result of Appendix B (the reader will check thag thypotheses of definition 3.2 are satisfied) we
can state the following upper bounds.

Lemma 10. Let0 < a < p(M;*Rn) < B, we have, for any e R™
B

(1 - Pi)u H2 < P (My-LR)Un-Uy and  [PEULE, < L IUNE (48)
h=Pn)Unll, = g Mh= 5R)Un - Un hUnllpg, = 7 1Unllg,
where |, is the identity matrix of size N
PrOOF. See the proof in Appendix B.
]

In addition to these non trivial identities, the high frequg projectorP; satisfies the classical properties
PiPpUn =PiUn  and  |Unll3,, = IIPRURIR,, + lI(h = PR) Unll3,, (49)
Let us now show the stability by energy techniques. The fastilit is an energy identity.

Lemma 11(Energy estimate fo# < 1/4). We suppose that the discrete enef83) is positive (i.e. conditiof35) is
satisfied). For all n> 1, we have

n
/,32*1/2 < V&7 + V2y(0) Atz ”Zf'l”Mh’ 0
=1

where&} /% is given by(33), and

1 1 4
70) = a@) ‘\/ 4—(1-49)a0)?’ a0) = \/(1 —49)23 + (1 - 46) (1)

ProoF. As in the other proof fop > 1/4, (32) gives:

1_(yn-1
1 ni2 one1p2 n Up™-Uup
At '89 -& ’ s ||Zh||Mh oAt (52)
Mhn
-
Irl
Let0< @ < p(M;1Rn), we can write
Un+1 _ Ul’l—l Un+1 _ Un—l
7" < ||pe=h h 7. _ pe)—h h
=T 2a + (@0 -PR) =
Mn Mn
jn Ln

11



The ideas is to use lemma (10) i and on£". To do so we write

N Lumt+up LUn+upt 1 [uprt+un 1 |jup+un-t
MR —— "= | Gl z L "%l 2z
Mhn h Va Rh Va Rn
and
Un+1_ un U Un 1
n h h
22 = {10 Pf) 2 (- o)
Mn Mn
1 -1
B |Yn”-Yi B |Yn-Yn
B—a At Mh—%ﬂfh B—a At Mh—%'Rh
We choose 4
B= - 0)ne > p(Mp Rn) (53)

so that the latter term is the discrete kinetic energy. We et®oser = a(9)?/At? with @ < p(M;;*Rs) and wherea(6) will be set later. We get

"< y(ev)(,lzzag”/2 + ,/283‘”2) (54)

wherey(6) was given in (51). Coming back to (52), we get

1 —
Ve N < Ve [l = Ve < e aVEY) [l

Adding this telescopic sum from 1 tg we get
n
VETYZ < &+ aN2y(0) Y [y, - (55)
=1

By inspection of the positivity condition (35) we see thastresult is true for any

aO) €10,y 7750

the best estimate is obtained whg@) is minimal which happens fcm(e) given by (51). Unfortunately(0) is still greater than A2, which will
prevent us from reaching an “optimal” estimate (by comperiwith the estimate obtained at the continuous level) asidvagbroposition 9. Note
that one can show that

y(0) < V2,
which is obtained whe#d = 0.

O
Thanks to lemma 11, it is now possible to establish a unifopri@i estimate on the numerical solutioVg, norm,
which results in the stability of the numerical scheme (20yjled that the discrete energy (33) is positive.

Theorem 12(A priori estimate ford < 1/4). We suppose that the discrete enef8$) is positive (i.e. conditioii35)
is satisfied). LeU; be the numerical solution q27). For any n> 1, we have

n+1 \/_ 0 n+1 1/2 2 A42 . ‘ k
[Un s, < V2[URlly, + 27O 1 2857 + ax(0)* A2 " " ||2K]l,, - (56)

(=1 k=1
Proor. We will again use the frequency decomposition on the salutio

105y, < IPEUR g, + [0~ PR) U (57)
M

Mh.

MD AN
To handleM", we write:

Up+up 242 242 <&
PR = I+ 2P ] = iRl 5 BT < it + 5 5
To handleN™, we write:
n+1 n Un+1 Un
H(Ih— PE)UR e H(|h— Py uhH +Atf(1n-Pp) 2 7At N
n n+1/2
< J(m-Pe)up AN I ae - a0a At2(1 260 V2%



finally after successive substitutions we obtain

n
I L P rerrcmr P IR

22 1
Va raat \/E\/4—At2(1—4-9)a

5(0)

H(Ih - Pr)upt

CombiningM" and N" gives

e, < [Paulll,, + H('h - Pﬁ)uﬂHMh +

n

(+1/2
> Ve
=1

We seto = a()?/At?, so thats(g) = 2\/§Aty(9). We now use (11) to state that

n
I8, < IR, + [n - PR, + 2280500 3
=1

4
VE? + N2y Aty |z,
k=1

The final result is obtained by noticing that, from properiyeg by equation (49),

1PRURlLy, +[[(n = PE) B[, < V21U,

O
The stability result of theorem 12 can be used to state a cgewee theorem (at a semi discrete level). To do so, we
denote the semi discrete error

e = Up — Un(t")

whereUn(t") is the solution of (23) evaluated at tinte Then, using a simple Taylor expansion, it is possible to
show thate] satisfies the scheme (27) where the source ®Bfrhas been substituted by the consistency error (for
simplicity we assume here that the initial conditions am®4er the semi-discrete problem). It is then easy to show
(see [12]) that, if the solutioly(t") is regular enough, the consistency error is of order Atifior the 6—scheme
(IZllm, < CAt?, for all n > 1 and withC a generic constant depending onlyld). Assuming that the restriction on
the time step is satisfied, the conclusion of theorem 12 doresnyn > 1:

leplly, < € @At

whereC is another generic constant depending onlyan

In the specific case of the piano string, we are specificalgrasted in the low frequency behavior (for many reasons :
the human ear cannot detect pitches higher than 20kHz, thenkaexcitation barely exceeds 10kHz, and the spatial
discretization with finite elements samples the solutiowrddo a minimal wavelength which results in a maximal
frequency). In the following we will focus on establishingcaracy estimates that depend on the frequency, by
leading a discrete dispersion analysis.

3.2. Dispersion analysis

Numerical dispersion, which measures in finite domains teéadion of discrete eigenvalues from continuous
ones, is an inherent fault in any numerical method (exceptdoy special cases). In this section, we will quantify
this deviation, which will give a good assessment on theityuaf the approximation and is especially relevant in the
context of musical acoustics.

Theorem 13. If the discrete problent27) admits a solution of the fortdp = g ”Atvﬂ, and if the spatial discretiza-
tion respects hypothesis 1, then there exists a positiegént such that § = f,, with, for h andAt syficiently
small:

f(? 1 2 4 4
fre = f€+7(1—2—9)m +O(At* + h?) (58)

where § = f* is one of the eigenfrequencies of the continuous probleemgivtheorem 5.
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Proor. Although the proof is rather classical we present it for thkesof completeness. As we did in the continuous case (séers@2), we
consider here a numerical plane wave:
iNwhAty /0
Uy = hendty0
with Vﬂ # 0. Then, using this definition d, we get
UR+1 _ ZUR + Uﬂ—l _ _i sinz(whAt)Un
A2 A2 2
We set 4 At 4
0?2 = s (L) e [0, — .
ae S () <0 35
Homogeneous-scheme (27) applied to this plane wave, gives:
—OMpUJ + (1 - 0 A Q%)KnUR = 0.

If we denotedn, the eigenvalues oIM,;lKh we find that there is only a finite number of eigenpulsationsheodiscrete system, which can be
recovered by inverting the relation:

2 1 At2 A,
0% = (1- A2 Q) An, = ZAsin(Z [ —2 ).
0= DAne @ wne = 5 (2 1+9At21h,5)

Dividing by 27 gives the classical expression of discrete eigenfreqasnci

1 .1 A2 Apy
fre = —Asin(= | ——2L ), 59
T AL (2 1+60A2 zh,,) (59)

Itis possible to conduct a Taylor expansion for small enotigto get:

3/2
2 A
e The (%2 - e) AR + O(AtY. (60)

fh, =
h= o Y

Since the continuous eigenfrequencies fare v/1,/(2r), we get the expected result using the hypothesis 1.

Remark 7 (Valued = 1/12). Equation(58)recalls the well known fact th&t= 1/12plays a specific role: it sends the
numerical dispersion back to fourth order. Unfortunatéhys value is lower thari/4, hence leads to a conditionally
stable scheme (see proposition 8). We will see in sectiothat3or realistic values of the piano string’s gfieients,
the CFL condition will be very severe.

3.3. Numerical illustration

Let us illustrate these results with numerical experimeis use the BL note of a model D Steinway grand piano,
whose parameters were given above in table 1. Spatial tizaien is done with fourth order finite elements on a
300 points regular mesh, so that hypothesis 1 is satisfiedchtvesed = 1/4 andAt = 10* s. The right hand side

is a pulse located 12 cm from one extremity, and we record the string motion althmg at a point located 6 cm
from the other extremity. Figure 2 shows the discrete Foargsform obtained from the recorded signal during one
second of the transversal displacement, fdfedént frequency ranges : from 0 to 600 Hz in figure 2(a), frodQL7
to 2700 Hz in figure 2(b), and from 3300 to 3700 Hz in figure 2(Efe first branch of continuous formula (17) is
represented in diamonds)( theoretical formula ob-scheme approximation (59) is represented in circtgs (Ve
can see that numerical dispersion causes a deviation akthseigenfrequencies from continuous eigenfrequencies,
which is more and more pronounced as frequency increasesedMVier, theoretical formula (59) gives a very good
assessment of the numerical behavior (blue spikes of thedfdrtansform), both in low and high frequency ranges.

According to remark 7, the choige= 1/12 should reduce numerical dispersion. However, it leadsdonditionally
stable scheme, which in our application case, is stabld ik 3.5 x 10" s. If we had discretised the classical
d’Alembert wave equation, the restriction would have baer 5 x 10 s. The shear wave, that we have modeled
in order to account for the inharmonicity of the flexural watravels around 14 times faster, hence leads to a more
severe CFL condition. This seems a great price to pay, edpeas we are not particularly interested in a good
approximation of the shear wave (see remark 2). In the refeaiof this article we propose a n&ascheme which
allows us to reduce numerical dispersion for the flexuraleyahile giving a less restrictive CFL condition.
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Figure 2: Transversal displacement’s spectrum of strifify iing a9-scheme withd = 1/4 andAt = 107* s.

4. New theta scheme : stability and dispersion analysis

The conclusion drawn in the previous paragraph is the saemy éme two waves propagate with coupling in the
same system, but with veryftirent velocities. In this context, using a conditionallgldé scheme will constrain
the time step to be adapted to the fastest wave (the sheariwdlre Timoshenko system) whereas a larger time
step would be dtticient for the slowest wave (the flexural wave in the Timosloesystem). Unconditionally stable
schemes would be appealing if they did not induce so much ricahéispersion.

We propose a new time discretization where twiedtentd-approximations are done in the system, one being adapted
to the slow wave and will in practice be done with= 1/12 to reduce numerical dispersion, and the other being
adapted to the fast wave and will in practice be done With1/4 to avoid the stability condition. We will follow the
same approach as in the previous section: after writing¢herae, we will write a discrete energy identity, a priori
estimates on the solution, and lead a dispersion analy&issb&howing numerical results.

In order to write this scheme, we have to rewrite the contirsusystem by splitting the contribution to the flexural
wave and shear wave. The choice of the splitting is done hysiag on the low frequency behavior of the flexural
and shear waves. Corollary 6 shows that the flexural wavesltaa speed\/To/pS at low frequency (i.e. smati in
equation (19)), which suggests to decompose the matirio two sub-matrices:

To+SGe 0\ (To 0| (SG 0
A=(0+o EI):(OO o)*(o EI)' (61)

A A
We then define two matricds, andKj, as in (25), wherd, B andC contribute forK, while only A contributes for
Kp. We consider the following scheme, with ¢) € [0, 1/2]%
uprt - 2up + Ut
At?
ul=uw, Ut =ut

Mn + K {Unlp +Rh{Uh}g = My Zp

(62)
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As we did in order to obtain (30), we can write this new schemaraexplicit scheme with a modified mass matrix:

uptt —2up + Ut
At?

(Mn + 0 At K, + 0 AP Kp) +KpUp = Mp X

which shows the existence of a unique numerical solutiocedify, + 6 At> K, + 6 A2 K}, is always invertible.

4.1. Stability analysis
We present some energy techniques to show the stabilityeaielv ¢, 6)-scheme (62) presented above.

Lemma 14 (Discrete energy ofy 6)-scheme) Any numerical solution t¢62) satisfies

gz _ g1z un+tl _ yn-1
0,6 0,0 h o — Y
=Mpxt. 22— 63
At hEn T oA (63)
where the discrete energy is defined as
2 2
2EM2 _ ‘ Upt—up N Upt+Uj (64)
08 At g 2
My Kn
with
— At ——
Moz = Mn — T((l — 460Ky, + (1-40)Kn) (65)

Proor. Both ¢-approximations are written as in expression (29). We taka the scalar product of the scheme with the centered apmatian
of time derivative ofUp, and the proof follows as for proposition 7.

O

By a simple rearrangement of the positivity of both termsaaf)(we can derive the following flicient conditions for

the positivity of the energ n+1/2 independently of the solution:
6,0

Lemma 15((6, §)-scheme’s energy positivity)The discrete energ{4)is positive if and only if the matriﬂhyey;, is
positive. We can give more precisgfaient conditions according to the values(6£6):

o If 6> 1/4and6 > 1/4, the energy is positive for amyt > 0.
o If 8 < 1/4andd > 1/4, the energy is positive if

— 4
AtPo(M K < - 66
P( h h) 1_40 ( )

o If § < 1/4andd > 1/4, the energy is positive if

4
2. M-1K Y <
Atp(My~Kp) < 1409 (67)

o If § < 1/4andd < 1/4, the energy is positive if and only if

APp (M ((1- 46K, + (1- 46)Kp)) < 4 (68)
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Proor. Only the second and third case deserve some comments. LasSume that < 1/4 and@ > 1/4. We want the matrix
M — (A2/4)(1 - 460)K,, + (1 - 46)K},) to be positive. Since(1 - 46) K,, is positive, it is enough to verify thdtl, — (At2/4)((1 - 46)Kp) is a
positive matrix and we obtain the condition (66) with basiampulations (in the same way we can derive (67)). This d@rdis however not
optimal in the general case but easier to check in practicieed the sficient and necessary condition reads

1-46 \-1— 4
APp ((Mh A2 =Ky Kh)) “1-49

which does not permit us to easily give an upperboundion
O

We are now able to establish an energy identity, for whicressvcases arise according to the position &b)
compared to 4.

Lemma 16(Energy estimate)We suppose that the discrete ene@)is positive (i.e. the conditions given by lemma
15 are fulfilled). LetJp be the numerical solution gf62). For any n> 1, we have:

At
[onil)2 [c1/2 z: ¢
89,5 < 89,@ * \/E =1 ”Zh”Mh’

n
n+1/2 1/2 . o ¢
1/89’5 < ,/89’5 + At \/éy(mm(e,e));n):hnw,

o Ifg>1/4and6 > 1/4

0 otherwise

wherey(-) is defined by51).

ProoF.  In this proof, in order to simplify the presentation and with any loss of generality, we assume that 6. The proof for the three
different cases will be similar, first to the proof of theorem @ntko the proof of lemma 11.
First case: § > 1/4 and ¢ > 1/4. The proof is similar to the proof of theorem 9 (formally leged I\Wh,g by I\Whﬂ@ :c\ndéBZJrl/2 by 82%1/2) if one

notices that, sincé > 1/4:
1 -1
uptt-up

2At

1 -1
un+t - up
2At

Mh,eﬁ
Then using the definition of the energy given by (64) we find

1 12 n-1/2
< — (/8N4 | [em12),
" N 0 03

the conclusion of the lemma is then a direct application efsteps (41)-(43) use in the proof of theorem 9.

1 -1
unL - up
2At

Second casef < 1/4and 6 > 1/4. By setting

At2(46 — 1
MhEMh+¥

K, andRn = Kh (69)
one can see that the proof of lemma 11 directly applied (psfaces] /> by 8;‘%1/2). The key point being that

1 -1
Upt-up
2At

1 -1
uptt - up
2At

Mh Mn

since, by assumptions- 1> 0 and||(U** + UR) /212 < 28;/52.

Third case: 6 < 1/4 and 6 < 1/4. In a similar way, we introduce the matrices
1-46 —
Mpn = My andRy, = (—_ Ky + Kh) (70)
1-460

and extend the proof of lemma 11. To do so we need to use thraa&eni(uﬂ*l + UE)/ZII%h < 282%1/2, valid since (1- 46)/(1 - 46) < 1.
’ 0
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Theorem 17 (A priori estimate) We suppose that the discrete ene(@¥) is positive (i.e. the conditions given by
lemma 15 are fulfilled). Ldt}) be the numerical solution (62). For any n> 1, we have:

o If6>1/4and6 > 1/4

n ¢
Ui, < HUSlIw, + 17728077 + A2 " 5" 2], -

(=1 k=1

o otherwise

n ¢
IUply,, < V2[|URlly, + 27(Min@,9) ™" (2817 + 4y(min(@. 8)° A Y > |2, -

(=1 k=1

Proor. Again, the proof for the three fierent cases are similar, first to the proof of theorem 9, théinet proof of lemma 12. Wheh< 1/4
or § < 1/4 the proof of lemma 12 must be adapted by choogutigand®R;, as in (69) or (70) (depending of the valuesdaindd), the rest of the
proof is identical after substituting formaIEf'J'l/2 by 8”+1/2

O

Remark 8 (Stability whend = 1/4). If the valued = 1/4 is chosen to approximate the fast wave, we obtain the
syficient stability condition(66) which would be the same if we had applied a classteatheme (witl®) on the
equation described by the mati, corresponding to the slow wave (hence, less restrictive).

As before, the previous energy identity enabled us to dethestability estimates of theorem 17. For tideg}-
scheme this estimate allows us to prove a convergence af ideéime. However, as we will see in the next theorem,
for specific values of¢ 6) we can achieve higher order of accuracy for specific estimih terms of low frequency
dispersion relation).

4.2. Dispersion analysis

Theorem 18. If the discrete problen62) admits a solution of the fortdp = g2 ”Atvﬂ, and if the spatial discretiza-
tion respects hypothesis 1, then there exists a fixed ppsitegers, such that f = f,, where for h and\t syficiently
small:

fne = fo + O(A? + %) (71)
where f are the eigenfrequencies of the continuous problem givéineiorem 5. Moreover, for smal| fn, = f,, or
f..» Where

fie = € fg (1+ enc®) + O(° + At* + h), (72a)
fire = forar (1+ mat £2) + O(€% + At + ), (72b)
with
ent = € + 212 At? L. (f-)2 (73a)
12 o/
fon = fo |1+ (2 fg) (— —e)AtZ], (73b)
7% (E + Gk) 1 5
nat =n+ T (9 12) Ate, (73C)

where f, f7, e andn were defined in the corollary 6.
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Proor. We prove this result by considering the semi discretizaiiptime of the continuous system with out, §)-scheme. It is then very
close to the continuous calculation of eigenfrequenciesreMietails are shown in Appendix C, including the expligia@ theoretical discrete
eigenfrequencies in relation (C.11).

O

Remark 9 (Valued = 1/12). We note that the specific valde= 1/12 exactly provides, for discrete eigenfrequencies
of the flexural wave, the same Taylor expansion as in the mantis case given up ©(£°) by (19) for small¢ (see
the corollary 6). We also notice that up to this term, thisrrh does not depend on the chosen valuéfor

4.3. Numerical illustration

Let us illustrate these results with numerical experimefft® use again L note of previous sections, whose
parameters are summed up in table 1. Spatial discretizistidone with fourth order finite elements on a 300 points
regular mesh, as before, so that hypothesis 1 is satisfigte discretization is first done with the choite: 1/4 and
6 = 1/2, in order to get an unconditionally stable scheme and tostt = 104 s. As before, we record during one
second the transversal displacement of a point located 8@amdne extremity, and we represent its discrete Fourier
transform in figure 3, for dierent frequency ranges. The first branch of continuous faifir) is represented in red
diamonds, theoretical formula of,@)-scheme approximation (C.11) is represented in magertiesi We can see
that the theoretical formula represent very well the nuoatbehavior, and that numerical dispersion again causes

a deviation of discrete eigenfrequencies from continuagerdrequencies, which is more and more pronounced as
frequency increases.
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Figure 3: Transversal displacement’s spectrum of strifi iIsing a ¢, 6)-scheme witho = 1/2, 6 = 1/4 andAt = 1074

The main interest of this scheme was to choose, for the slove veavalue of) that diminishes numerical dispersion,
and for the fast wave, a value 6fthat ensures stability. Concretely, let us present a senanterical experiment
whered = 1/4,6 = 1/12 andAt < 5 x 108 s. Figure 4(a) shows the spectrum of the transversal dispiant of the
numerical solution as well as theoretical continuous (thdiamonds) and discrete (in magenta circles) eigenfrequen
cies, for a very high frequency range (5500 to 6500 Hz). Wesesnthat numerical dispersion is very low, since the
shift from continuous frequencies is only around 1 % at 55@0which is really good given the “large” chosen time

step. Figure 4(b) shows the plot coming from the same exmaticonducted with the usugischeme witho = 1/4,
and we can clearly see that numerical dispersion is greater.

The last numerical illustration is presented in figure 5. Wepare the explicit theoretical expressions of flexural
eigenfrequencies for the continuous system (1)-(2), fectassicab-scheme (27) and for our new, ¢)-scheme (62).
The explicit formulas (respectively (17), (59) and (C.14)¢ used, since they have proven to very well reflect the
numerical behavior of totally discrete schemesT@ent time steps are considersic= 104s, At=5x10%s. As
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Figure 4: Transversal displacement’s spectrum of strii. Dt is clear that the newd(s) reduces numerical dispersion from the continuous
eigenfrequencies, compared to the usistheme, with no computational overcost.

explained in remark 11 of Appendix C, relation (C.2) is nodeninvertible after a certain rank, which depends on the
time step (the maximal frequency for which the explicit falmis valid is shown in dashed black line). This is why
the maximal considered rank changes between the subfigkigasre 5 shows that the flexural dispersion deviation
is always improved for the consideret] §)-scheme. However this improvement is less pronounced wetime
stepAt decreases. This is explained by the fact that thé){scheme is designed to improve the approximation of
the low frequency components of the solution.Alfis chosen relatively large then the, §)-scheme fers a real
advantage because the classitadcheme is not even able to catch the low frequency behawerfigure 5(a)). It

is chosen very small then the low frequency components aitepgroximated by the two schemes and the benefit of
the @, 6)-scheme is less spectacular even for the medium-frequemponents of the solution (see figure 5(b)).

Flexural eigenfrequencies, time step : 1e-04, upperbound : 5000 Hz Flexural eigenfrequencies, time step : 5e-06, upperbound : 100000 Hz
T T T T T T T
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Figure 5: Comparison of theoretical eigenfrequencies efdtntinuous system (black circley new @, 6)-scheme withy = 1/4 and6 = 1/12
(red dimonds») and usuab-scheme withg = 1/4 (blue plus sign+). The theoretical curves are plotted for the first eigenfegrgies after which
numerical stability is no longer granted.

5. Conclusions and prospects

A simply supported prestressed Timoshenko beam can be aseddel the motion of a gfistring as a piano
string, for example. This system of PDEs describes the enyplopagation of flexural and shear waves, which have
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very different velocities. This article was concerned with findingreetdiscretization that reduced numerical disper-
sion while allowing quite a large time step. First, the deels)-scheme were investigated, for which a new proof
of stability was provided based on energy methods. Thismeehis unconditionally stable wheh> 1/4 and stable
under a CFL condition whet < 1/4. A dispersion analysis recalled that the value 1/12 minimized numerical
dispersion, but led to a very restrictive upper bound onithe step. We proposed a new time discretization based on
two differentg-approximations according to the considered wave in theerysThe stability analysis was done with
energy methods, and the dispersion analysis was done oeitiiediscrete scheme. In practice, the slow wave was
evaluated withd = 1/12 to reduce numerical dispersion, while the fast wave wakiated withg = 1/4 to avoid the
severe stability condition. Numerical experiments showted this new scheme gives very accurate results with no
computational overcost compared to classical impliesthemes.

The dissipative case is a very easy improvement of the warkgmted here. A centered term can be added to each
damped equation, and all proofs based on energy identifleaply in this case. It would be interesting to see
how this idea adapts to other wave systems whefferéint velocities arise (as S and P waves for elastodynamics
propagation in soft media, or acoustic and elastic wavesiio-glastic media, for instance). Another natural ext@msi

of this work would be to investigate the possibility to gaomsistency orders. The authors have proposed in [3] new
fourth order schemes based on the clasgicalheme and modified equation technique, and it could bet@fast to
apply the same method on the new scheme presented above.

Appendix A. Proof of Theorem 5

In order to obtain a dispersion relation, let us do a Fourgrdform in time on the homogeneous system (1), with
w the Fourier variable:

2;\ ~
pS WPi—(SGe+ Tl v sa® o,
Ox2 X A1
2% A A
— 2’\_ _ —_ A:
pl w* @ EI3X2 SG<6X+SG<4,0 0.

This system can be written as a first order formulation. Yet (0, &, 0x0, 0x@). Then (A.1) is equivalent to the
following system, with four unknowns:

0 0 -1 0

OxY +A(w)Y =0, where A(w)= aw) O 0 dw) (A.2)
0 bw) cw) O
with S | S & S& S&
R _ pl o o oW _
A0 = risa” MW= g @ - e g dW=-7o5a (A-3)
———— N——" —
[ B Y Y o

This system of coupled ODEs can be solved by studying thenesdees of the matrid\(w), ie. the complex numbers
A(w) such that
deth —11,) =0 1*+ 1%(@a+b-cd)+ab=0. (A.4)

This equation is a fourth degree equation that couples e@jeest and Fourier variable:
P4 (@+B) 2 +aBw* —y(1-6) 1% —ayw® =0. (A.5)
Only even degrees are involved. We introduce 12 andQ = «?, giving the equation:

A+ [(@+B)Q-y(1-06)|A+aBQ®—ayQ=0. (A.6)
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This second order equation seen as a functiof o&n be solved by evaluating its discriminant:
2
AQ) =|(@+BAQ-y(1-06)] -42QBQ-7) = (a - B Q% + [4ay - 2y(a + B)(1 - 6)| Q + Y*(1 - 6)*,
This discriminant is itself a second order polynomial fuoctin Q whose roots oA are negative. Indeed,

AQ =0)=~*(1-6)?> > 0,
A (Q =0) =4day — 2y(a + B)(1 - 6) > 0 sinceES - Tp > 0,
A"(Q) = 2(a@ - B)? > 0.

The previous inequalities imply tha(Q) > 0 for Q > 0. Since we are interestedine R = Q > 0, equation (A.6)
has two dfferent real solutiona™ = A~(Q) andA* = A*(Q), as soon a8 # 0, they read:

Y(1-06) - (@+B) Q- VAQ) y(d-0) - (@+p)Q+ VAEQ)

AT(Q) = 5 AT(Q) = >
One can show that they satisfy:
A (Q)<0VQ>0, A*(Q)SO@QZ%. (A.7)
Hence, matriXA has four eigenvalues which satisfy:
(12)?=A"and @)% = A", (A.8)

Their expression depends on the valu€oif 0 > Q < y/B, only A7 = +i V|A=(Q)| corresponds to imaginary (hence
propagative) eigenvalues, wherea®dif> y/B, 17 = =i V|A=(Q)| and Al = =i V|AT(Q)| correspond to imaginary
eigenvalues.

Solutions of (A.2) can now be written in the basis ef{, e*X, e, e*¥) : there exists four function®(Q, R, S) of
w such that:
(%, w) = P(w)e' + Q(w)e'* + R(w)e™ + S(w)e™*. (A.9)

Any solution satisfies the boundary conditions (2) which loath be expressed an ~
Ux=0,w) =0(x=Lw) =0"(x=0,w) =0"(x=L,w) =0
and give compatibility equations:
(LI)P+Q+R+S =0, (L2) P(A2)% + Q(A7)% + R(AT)? + S(17)? = 0,
(L3) Pett + Qett + ReF + Sl =0,  (L4) P(10)%e"" + Q(17)%eh! + R(AM)%evt + S(at)%ett = 0.
After algebraic manipulations, we get:
Plett - et + Rle“t —et| =0 P(A)[ett - et + R(AY) et - et = 0.

Finding a non-zero solution is only possible if previous system has a non-zero solutiomust be singular, which

ives:

J el’l _etiL el _gliL
det((A)[eﬂL _ e/l;L] (A+)[e/ltL _ eﬂi'-]

SinceA* andA~ are distinct, two cases ariset" — e =0 or eVt - et = 0O.this is equivalent to

J-0e et - ettfinr - afer et <o

sinh(VA*L) =0 if Q< y/B,
sin(vVIAfIL) =0 ifQ>y/B,
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which implies

30eZ, AL = 7,0 VAT = 0 if Q < v/8,
{ A~ y/B (A10)

ez, VAL = ex,orAme Z*, VAT IL=mn  if Q > y/B.

This illustrates the fact that since the domain is finiteyatiscrete wave numbers can arise in the string. In order to
find the associated eigenfrequencies that satisfy (A.1@)ymust solve:

Y1-0)-(@+p)Q- VAQ) _

A(Q) = > Iz (A.11)
AT(Q) = y(1-6)-(a +2/3)Q+ VAQ) _ _migr? (A12)
One can easily show the uniquenesofandQ;, such that
%n? mPr?

A_(QZ) = —? andA+(Q:n) = —T.

The asymptotic behavior of these solutions are studied ifap$henko beam (ie fofg = 0) in [11, 2]. For general
boundary conditions, these equations must be solved noatlgri

In this case (simply supported conditions), it is possibleexplicitly express2, andQy,. Indeed,A™(Q;) is by
definition solution of the second order equation (A.6) paaired byQ,, so it satisfies:

(A~(Q)) + (@ +B) Q@ —¥(1- )| A(Q) + o (Q)* - ay ;= 0. (A.13)
We can substituta=(Q;) with its value in this equation:

_ %n? _ 0’ 4nt
aB(Q;)? - [?(a/ +p) + a/)/] Q +y(1- 6)? T T 0.

We (once again) have to solve a second order equatiyj jmvhose discriminant is:
(22 2 r? (4t r?[a + B - 28(1 - 6)] 4t
Ap = [?(a+,8)+ay] —4&,8[7(1—6)?+? = a?y*+2ay 2 +(a—,8)2? >0. (A.14)

This equation has two solutions, which are exactly the tWotems we would have obtained by inverting andA*
with equations (A.11) and (A.12). They are positive (as sagftan upturned parabola being positive with negative
slope at origin) and write, for a fixefle N*, as (18).

Appendix B. Definition of the high frequency projection operator and proof of lemma 10
Let us first re-introduce some notations.

Definition. For any symmetric semi-definite mat®y and any positive definite matriki;, let {Wh,g}é,N:"l be the eigen-

vectors basis associated to the increasing ordered setsifipe real eigenvalue{slh,g}[’\‘z"1 such that
R Whe = AneMpWhe, 1< €< Np,  Ape >0, (B.1a)
MiWhe - Whm =6m, 1<¢ m< Ny (B.1b)

Definition. For @ > 0, we define the high frequency projectdf &sociated to the family of eigenvectors and eigen-
values by:

Nh
¥ Up e R™, PEUL = 3" (MyWhy - Un) Why, (B.2)
=L,
where I, € [1, Ny] is the smallest integer such th&t, > «.
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As the vectorsf.Wh,f}'f\'jl are orthonormal with respect to the scalar product indugedh one can expand any vector
Un € RM in the following way

N
Un = Z (Mn Whe - Up) Wh. (B.3)
=1

The first property we want to prove shows that we can boundbilidrequency components of atly, € RN using a
semi-norm induced by, — (1/8) Rn:

Lemma 19. Let0 < & < p(M;'R) < B, we have

||(|h - Pﬁ)Uh“i/th < ﬂi(Mh - %Rh)Uh - Up. (B.4)

—-a
ProoF. To obtain such an estimate, we first expand the vedtoon the basis of thel\m}?'jl and use the definition of the eigenvectors. We have
1 S ne
(M = ZRn)Un - Un = > (3= =5) (Mn Whe - Un)”.
=1

By hypothesis, (- 8~1An,) is positive, hence

Nh s , Lo-1 Ay , o\ kst ,
Z(l— —’)(MhWh,e-Uh) > Z (1— _’)(thh,/‘uh) > (1— —) Z (MnWhe - Un)*,
=1 ﬁ =1 ﬁ ﬁ =1

by definition,
[

Mt Ut = (- ) U,
i=1

we get the wanted inequality by inverting £13-1a).

O
The other result we prove give a bound on the higher frequpagyof any vector:
Lemma 20. For a > 0, we have, for any e RN
12 1
IPRUn[[y, < = I, - (B.5)

Proor. By definition of the projection operat@ we find, using (B.1a) and (B.1b),

Nh Np
A
[PEUAl,, = D) MaWhe U2 = > (ﬁ My Wh - uh)(thvh,e -Un).
=Ly =Lo ’

Now, as, by assumptiont,; > & we obtain

Np Nh
2 1 1
”P(hYUhHMh < p” (;ZL: (Ahe MnWh - Up) (Mn Wh - Up) < p ;/lh,f(Mh Why - Uh)2

where the last inequality is true as we add only positive sefgsing the decomposition (B.3) valid for &ll, and omitting details, we find that,

Np Np
Z Ane (MnWhy - Up)? = Z (Ahi MnWh ¢ - Un) (MnWhe - Up)
= =1

Np Np
= Z (Rn Wh,¢ - Un) (M Wh - Up) = Z (MnWh - Up) Whe - RaUn
= =1

which gives
Np
D" A (MW - Up)? = Un - RUn,

=1
and so, we obtain the final result combining this inequalityl the inequality (Appendix B) obtained above.
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Appendix C. Proof of Theorem 18

As before, we consider a numerical plane wave:

U = gty (C.1)
and want to determine the frequenigy= wn/2 7, to do so we denote
4sirf (<)
Q= ——2"¢c[0,— C.2
™ AR el At2 (C.2)
Homogeneous scheme (62) applied to this plane wave gives:
—Q2Mp V0 + (1 - 0AE QAK, VP + (1 - AT QK Vi = 0,
which can be rewritten as o
QA(Mp + 0 A K, + O AP Kp) VD = Ky V). (C.3)

We propose to use the semi discrete system in order to peddalispersion analysis of Timoshenko system where a
(6, 6)-scheme has been used, with a method similar to the contiease. The equation (C.3) (which is fully discrete)
can be used to state the following eigenvalues problem: &edy real numbeb, such that there exist&® € U° that
satisfies

D(M + OA [0 Ady + B) + C +'Bdy| + OAL ,A0,)V° = (9x( Adx + B) + C +'Box V° (C.4)

whereM, B andC are Timoshenko system’s matrices, while the maris separated as in (61). From the positivity
and symmetry properties of the operator in the left and rigimtd sides of the previous equations we know that there
exists an increasing positive sequencépfwith associateci/?) such that (C.4) is satisfied. Then we assume that for
any fixed¢ the spatial discretization is ficiently fine (as in hypothesis 1) so that

QF, = D+ O(h®). (C.5)

We also assume thait is suficiently small, indeed from relation (C.2) we see ttﬁt < 4/At?, and so equation
(C.5) can not be valid uniformly with respectédthis reflects the fact that the problem discretized in timertot in
space is ill-posed).

To determineb we write the first order formulation of this problem, as in gireof of proposition 5:
WKY+AY =0 (C.6)
where the matrix\ is however diferent and reflects the time discretization:

0 0 -1 0
0 0 0 -1

A=lg@) 0 0 d@)
0 b@®) c@® O
ith
" a(cb)—’&cpz b(®) = £ |0? SG((l OAL2 D?), o(®) = — d(@)——w
T (@)’ T (@) c(D) =T ~ Elcy(®)

c1(®) = (1 - OA2 DA)S Ge + (1 - OALZ D) Ty, Co(®) = (1 — HALZ DA)EL.
This matrix admits complex eigenvalues such that

det(d — Aly) = 0 © A% + A%[a(D) + b(D) — c(D)d(D)] + a(®)b(D) =
We setA = 12, and we want to nullify
fy(A) = A? Co(@)Co(®) + A [pSPCA(®D) + pl DCy(P) — S Ge(1 — IAL D)cy (D) + (S Go)*(1 - OAL D)
+ pSO[pl® — (1 - A2 D)S&]. (C.7)
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We are only interested in solution®) € R~, associated to imaginarywhich lead to propagating solutions of the
system. Let us assume (see remark 10) that there exists dwe splutionsA™(®) < 0 to (C.7). We can apply the
same reasoning as in the continuous case : boundary corgitiply the existence of an integee N* such that

in

2
A (@) = —(f) L (A (@) =0 (c8)

and we need to invert this relation in order to find associdted

Remark 10 (Solutions to (C.7)) Only the situation wher® > 0 deserves a remark: we see that wheA® = 0,
equation(C.7)is similar to equatior(A.6) (with ® = Q?) for which we know that there always exist two distinct real
solutions with one of them always negative. This implies;dnfinuity arguments, that fokt?> ® small enough such
negative solution exists.

As in the continuous case, we inject the resulting expressfoA~(®) in the equation (C.7) and express it as an
equation in®;:

ar O2 + B Op+y, =0, (C.9)
where

p— £t

Cr
@ = At =T-0EI(6S Ge + fTo) + AP — K [pl (OES + 6S Ge + 0To) + AP*S GeTob| + pS|pl + A0S G,

4 4 2.2
Be —Atsz— E1(20S Gc + (6 + 6)To) — 5—”[p| (ES+ S G+ To) + At(0 + 0)ToS Ge| - pS(S G),

544 22

l°r
Yo =7 EI(SGe+ To) + SGTo—5- 2

We introduce\, = ﬂ{? — dayy,. Itis then possible to expregs as a polynom oft parametrized by, § and¢, so we
introduce the notation, = A,(At; 6, 6) This discriminant is not simple, but we can give some spebighaviors:

> When 6 = 6. Then, the discriminant simplifies to

2 272p? A2Gkl
L2

It does not depend afit nor 6 and is always positive (we recall that by assumptich— To > 0).

Ac(At, 6,6) = ¢4 (ES—-To—-S&)? + (SGc+ ES — Tp) + p2S*G%2.

p471'4| 4
L4

> When 6 # 6. It can be shown, by explicit computations, that the rotts of A,(At; 6, 6) are complex, and
we deduce thah,(At; 6, 6) always stays positive sinag(0;6,6) > 0 (the value ofA,(0;6, 6) being given by
equation (A.14) up to a positive multiplicative factor).

As seen above), is positive, hence there exist two real roots which read:

B+ VA, (D___ﬂf_\/A_[
= [ = —

D) = A1
¢ Za’g Za’g (C 0)

When possible (see remark 11), we invert equation (C.2)uficgently smallAt and we find

fE, = %Asin(\/w). (C.11)

Itis then possible to conduct a Taylor expansion for smglto obtain
= (2r f7)?+O0(AP) = ff, = 7 + O(At + hf).

Finally, using a Taylor expansion with respectAband¢ in expression (C.10, C.11) we obtain the result of Theo-
rem 18.

Remark 11. A necessary condition f¢C.2)to be invertible is tha®; € [0, 4/At?]. This leads to necessary conditions
onAt and¢, which are not easy to comprehend (see [16]), and become amotenore restrictive ont whené grows.
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