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Abstract—A model-based online fault-diagnosis scheme for an
electromagnetically supported plate is presented as an example
of a nonlinear and open-loop unstable system. First, residuals for
sensor as well as for actuator faults are generated using algebraic
derivative estimators. Then, the robust detection and isolation of
step-like sensor and actuator faults is presented. The performance
of the proposed algorithms is illustrated by experimental results.

Index Terms—Diagnosis, Derivative estimation, Change detec-
tion.

I. INTRODUCTION

The improvement of safety, reliability, and performance

of industrial processes has become an important problem in

automatic control. In that context, fault diagnosis including

fault detection and isolation (FDI) is a key challenge.

In this article, a model-based FDI method is applied to

an experimental setup. The diagnosis system relies on the

concept of analytical redundancy, i. e., measured behaviour of

the process is compared to its nominal behaviour, where the

latter is defined by a mathematical model. Deviations between

measured and nominal behaviour are evaluated to detect and

isolate a faulty component.

During the previous two decades, many approaches for

linear systems have been well established for theoretical

cases. Examples are approaches based on observers including

Kalman filters [1], parity relations [2], parameter estimation

[3], [4], or statistical tests [5], respectively. Useful surveys

can be found in the excellent books [6], [7], and [8]. For

nonlinear systems, great effort is typically required for the

realization of a model-based FDI system (cf. [9] and the

geometric approach), and particularly, when accounting for

model uncertainties (cf. for example recent works [10], [11]).

This effort may be eased using so-called algebraic techniques

as demonstrated in [12], [13], and [14].

These results motivate the new algebraic diagnosis scheme

presented here for abrupt sensor and actuator faults on a

magnetically supported plate. FDI on this type of system

is particularly challenging as it exhibits fast dynamics and

dominant nonlinearities. Good performance of the proposed

approach has been demonstrated in a real-time implementa-

tion.

This article is organized as follows. Mathematical models

of the physical system, the closed-loop controller, and the

considered faults are stated in section II. The mathematical

models are used in section III to derive a diagnosis scheme

consisting of the generation of residuals (section III-A) and

their processing (section III-C). The real-time calculation of

the residuals is facilitated by derivative estimation techniques

explained in section III-B. Experimental results are shown in

section IV.

II. DESCRIPTION OF THE SYSTEM

A suitable mathematical model plays a key rôle in the fault

diagnosis approach presented here. Therefore, the experimen-

tal setup, its mathematical model, and the discussed faults are

explained in this section.

A. Experimental setup

The experimental setup consists of a rectangular aluminium

plate with four iron profiles at its corners. Four electromagnets

mounted to the frame above the iron profiles allow for the

application of attracting forces to lift the plate. The vertical

displacement between the plate and the frame is measured by

three sensors.

The currents through the magnet coils are driven by current

controllers thus allowing the coil currents to be considered as

the control inputs. The dynamics of the magnetic field gener-

ation are neglected due to the fact that the iron cores of the

electromagnets and the iron profiles at the plate are laminated

to prevent the generation of eddy currents. Furthermore, the

magnetic forces are assumed to pull on the centers of the iron

profiles, since only small tilt angles are achieveable. Under

these assumptions, the plate can schematically be drawn as

shown in Fig. 1, where u = (u1, . . . , u4)
T denotes the currents

through the magnetic coils, y = (y1, y2, y3)
T denotes the

measured displacements between the plate and the frame, and

Fi(ui, y) are the magnetic forces. Horizontal translations in

the x0-y0 plane as well as rotations about the zb direction are

neglected. These considerations together with the assumption

of the plate being a rigid body simplify the discussion of the

plate motions as the basis of the proposed diagnosis system.

B. Mathematical model of the dynamic system

Under the assumptions stated above, equations of motion

describing the vertical translation of the plate and its rotation

about the xb and yb axes can be written as







m
(

ÿ2+ÿ3

2 − g
)

+ F1 + F2 + F3 + F4

k1
ÿ2−ÿ1

2 − F1 + F2 − F3 + F4

k2
ÿ3−ÿ1

2 − F1 − F2 + F3 + F4






= 0 (1a)

with k1 = Jx

ldylfy
, k2 =

Jy

ldxlfx
. Here F = (F1, . . . , F4)

T

denotes the magnetic forces, m, Jx, and Jy denote the mass

of the plate and its moment of inertia about the xb and yb
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Fig. 1. Schematic of the plate’s kinematics.

axes, respectively. Additionally, lfx and lfy are the horizontal

distances between the center of mass of the plate and the

centers of the iron profiles in the xb and yb directions,

respectively, while ldx and ldy determine the positions of the

displacement sensors (cf. Fig. 1). The magnetic forces are

modelled as

Fi =
u2i

gi(hi)
, i = 1, . . . , 4, (1b)

where hi = ζi(y) are the displacements between the magnets

and the corresponding iron profiles at the center of the profiles:

ζ(y) =
1

2









kx + ky 1− ky 1− kx
kx − ky 1 + ky 1− kx
−kx + ky 1− ky 1 + kx
−kx − ky 1 + ky 1 + kx









y,

with kx =
lfx

ldx
, ky =

lfy

ldy
, while gi : R → R approximates

the measured relationship between the coil current of the i-th

magnet, its generated force, and hi. The functions gi are non-

negative and strictly monotonically increasing on the relevant

range of displacement between magnet and iron profile.

C. Closed-loop control

Rewriting the eqs. of motion (1a) as

q :=





F1 + F2 + F3 + F4

F1 − F2 + F3 − F4

F1 + F2 − F3 − F4



 =









m
(

g − ÿ2+ÿ3

2

)

k1
ÿ2−ÿ1

2

k2
ÿ3−ÿ1

2









(2)

motivates the following flatness-based trajectory tracking con-

troller for the stabilization of the outputs ym,i, i = 1, 2, 3,

of the sensors measuring yi around desired trajectories t 7→
yd(t) = (yd,1(t), . . . , yd,3(t))

T :

qd =







m
(

g − v2+v3

2

)

k1
v2−v1

2

k2
v3−v1

2






, (3a)

vi = ÿd,i − li,1 ėm,i − li,2 em,i − li,3

∫ t

t0

em,i dτ, (3b)

where qd denotes the desired value of q, and em,i = ym,i−yd,i.
Desired magnetic forces Fd, minimizing the mean variation

∑4
i=1

(

Fd,i −
1
4

∑4
j=1 Fd,j

)2

, are given by

Fd =
1

4









−k1−k2

2
−m+k1

2
−m+k2

2 m
k1−k2

2
−m−k1

2
−m+k2

2 m
−k1+k2

2
−m+k1

2
−m−k2

2 m
k1+k2

2
−m−k1

2
−m−k2

2 m

















v1
v2
v3
g









. (3c)

Desired values ud of u follow by inverting (1b):

ud,i =
√

Fd,i gi(ζi(ym)), i = 1, . . . , 4. (3d)

D. Mathematical model of the faults

Both sensor faults ye = ym − y and actuator faults ue =
ud − u are considered. The actual magnetic forces following

from (1b) and (3d) are

Fi =

(

√

Fd,i gi(ζi(ym))− ue,i

)2

gi(ζi(ym − ye))
. (4)

Thus, the actual magnetic forces can be written as the sum of

desired forces Fd and erroneous forces Fe: F = Fd+Fe. The

components Fe,i, i = 1, . . . , 4, of Fe are given by

Fe,i =
ge,i Fd,i + ue,i

(

ue,i − 2
√

Fd,i gi(ζi(ym))
)

gi(ζi(ym − ye))
,

where ge,i = gi(ζi(ym)) − gi(ζi(ym − ye)). That is, a single

fault on the j-th actuator, j ∈ {1, . . . , 4}, only influences the

corresponding magnetic force:

Fe,i =

{

ue,i(ue,i−2ud,i)
gi(ζi(ym)) , i = j,

0, i 6= j,
(5)

while a single fault on the j-th sensor, j ∈ {1, 2, 3}, causes

each magnetic force to become erroneously:

Fe,i =

(

gi(ζi(ym))

gi(ζi(ym − ye))
− 1

)

Fd,i, i = 1, . . . , 4. (6)

Substituting F = Fd + Fe and (3c) into (1a) yields an

expression for the influence of the force errors on ÿ:

ÿ = PFe + v, (7)

where v = (v1, v2, v3)
T , and

P =





p1 p2 p3 p4
p2 p1 p4 p3
p3 p4 p1 p2



 ,

with p1 = − 1
m

− 1
k1

− 1
k2

, p2 = − 1
m

+ 1
k1

− 1
k2

, p3 =

− 1
m

− 1
k1

+ 1
k2

, p4 = − 1
m

+ 1
k1

+ 1
k2

.

Remark 1. Since the mathematical model (1) consists of

fewer independent equations than the number of independent

faults, it is in general not possible to isolate simultaneously

occurring faults. Therefore, it will be assumed in the following

discussion that at most one fault occurs within a sufficiently

short period of time. This assumption is justified by the very

unlikely simultaneous failure of two or more components.

Remark 2. Faults of the type z(t) = ξH(t − tξ), z ∈
{ue,1, . . . , ue,4, ye,1, . . . , ye,4}, with ξ ∈ R and H the Heav-

iside function, will be of particular interest in the following

discussion. They will be called abrupt faults.



III. FAULT DIAGNOSIS

In principle, the proposed real-time diagnosis works as

follows: in a first step, the mathematical model (1) is used

to derive residual signals containing information on present

faults. The real-time calculation of the residuals is facilitated

by algebraic methods for estimating derivatives. Afterwards,

the residuals are evaluated to detect and isolate abrupt faults,

i. e., to decide whether an abrupt fault has occurred and which

component is affected. The residual evaluation is insensitive

to slow changes in the residuals.

A. Residual generation

The eqs. of motion (1a) allow for the expression of each

magnetic force with respect to the other system variables:

F =
1

3









mg − F2 − F3 + F4

mg − F1 + F3 − F4

mg − F1 + F2 − F4

mg + F1 − F2 − F3









−Aÿ =: λ(F, ÿ),

where

A =
1

6









k1 + k2 m− k1 m− k2
−k1 + k2 m+ k1 m− k2
k1 − k2 m− k1 m+ k2
−k1 − k2 m+ k1 m+ k2









.

Thus, residuals are obtained by r = λ(Fd, ˆ̈ym) − Fd, where

the approximation ˆ̈ym of ÿm is numerically estimated from

ym (cf. section III-B). Since r can be rewritten as

r = BFe −A(ÿe + ˜̈ym), (8)

where ˜̈ym = ˆ̈ym − ÿm, and

B =
1

3









3 1 1 −1
1 3 −1 1
1 −1 3 1
−1 1 1 3









the residuals are sensitive to actuator faults, sensor faults, and

derivative estimation errors.

B. Algebraic estimation of derivatives

An important component of the residual generation is the

real-time estimation of time derivatives from noisy signals.

In [15], [16], a method for estimating derivatives in real-

time applications is explained using differential algebraic

manipulations and Mikusiński’s operational calculus [17]. It

is shown that this is equivalent to a polynomial approximation

of the desired derivative. Since this property of the derivative

estimators is of particular importance for the further discus-

sion, relevant key aspects are briefly explained in this section.

1) Basic principle: Assume that an estimate of the n-

th order time derivative x(n) of a signal x at a point of

time t is required. An optimal (in a least-squares sense)

linear approximation of the values of x(n) on a time interval

IT,∆T (t) = [t−∆T − T, t−∆T ] can be written as [18]

x̂
(n)
T,∆T (t) =

N
∑

i=0

ci,T (t−∆T )ϕi(T +∆T ), (9)

where B = {ϕi}i=0,...,N is a set of basis functions. For

ϕi, ϕj ∈ B being pairwise orthonormal on [0, T ] with respect

to a weight function w, the expansion coefficients ci,T are the

weighted projections of x(n) on ϕi:

ci,T (t) =

∫ T

0

w(τ)ϕi(τ)x
(n)(t− T + τ) dτ. (10)

To eliminate the unknown values of x(n) in (10), repeatedly

integrate by parts to obtain

ci,T (t) =

n−1
∑

k=0

(−1)k
[

(wϕi)
(k)(τ)x(n−1−k)(t− T + τ)

]T

τ=0

+ (−1)n
∫ T

0

(wϕi)
(n)(τ)x(t− T + τ) dτ.

(11)

with (wϕi)(τ) = w(τ)ϕi(τ). The boundary values are

eliminated by w(τ) = (T − τ)α τβ , α, β > n − 1. This

determines B to be a set of Jacobi polynomials [19]. In the

following discussion, it will be assumed that ϕi denotes the

corresponding Jacobi polynomial of degree i.

Remark 3. When x(n) is analytic, the approximation x̂
(n)
T,∆T

is a N -th degree truncated Taylor series expansion of x(n),

and the approximation error x̃(n) = x̂
(n)
T,∆T − x(n) is given

by x̃(n) = −
∑

∞

i=N+1 ci,T (t − ∆T )ϕi(T + ∆T ). Hence, it

is reasonable to choose T + ∆T to be a root of ϕN+1 if a

delayed derivative estimation is tolerable [15], [16].

Remark 4. This estimation method implicitly reduces the

influence of measurement noise [16]. Therefore, the influence

of noise on the diagnosis system is not discussed in this article.

2) Real-time implementation: Combining (9) and (11), the

required derivative estimation is given by

x̂
(n)
T,∆T (t) =

∫ T

0

h(τ)x(t−∆T − T + τ) dτ, (12)

with the kernel h(τ) =
∑N

i=0(−1)n (wϕi)
(n)(τ)ϕi(T +

∆t) being independent of t. An approximation of (12) can

efficiently be implemented in a real-time application by

a time-discrete finite impulse response filter x̂
(n)
L,∆t[k] =

∑L

j=0 h̄jx[k − L+ j] with constant weights (h̄0, . . . , h̄L).

3) Abruptly changing derivatives: When x(n) can be de-

composed into a continous part x
(n)
c and a step: x(n)(t) =

x
(n)
c (t) + ξH(t− tξ), the output of the derivative estimator is

given by x̂
(n)
T,∆T (t) = x̂

(n)
c,T,∆T (t) + ξ ψ(t− tξ −∆T ), where

ψ(t) =











0, t < 0,
∑N

j=0 κj(t), 0 ≤ t < T,

1, T ≤ t,

(13)

κj(t) = ϕj(T +∆T )

∫ T

T−t

(wϕj)(τ) dτ.

Hence, the output of x̂
(n)
T,∆T changes continuously from

x̂
(n)
c,T,∆T to x̂

(n)
c,T,∆T + ξ during [tξ +∆T, tξ +∆T + T ], and



the estimation error x̃(n) = x̂
(n)
T,∆T − x(n) reads as

x̃(n)(t) = x̃(n)c (t) + ξ (ψ(t− tξ −∆T )−H(t− tξ)) . (14)

C. Residual evaluation

Each residual in (8) is affected by every fault. Furthermore,

the residuals cannot be expected to converge to zero even in

the fault-free case in the practical application due to model

uncertainties. Therefore, processing of available signals is

explained in this section that facilitates the fast detection

and isolation of abrupt faults (cf. remark 2) on sensors and

actuators. The proposed method shows robustness with respect

to measurement noise and model uncertainties.

1) Sensor faults: Consider an abrupt fault on the i-th

sensor: ym,i(t) = yi(t) + ξH(t − tξ). Let ŷi denote an

estimate of ym,i obtained by (9). If ∆T > 0, i. e., ŷi is

extrapolated from past measurements, the approximation error

ỹi = ŷi − ym,i satisfies

∀t ∈ [tξ, tξ +∆T ] : ỹi(t) = ỹi,c(t)− ξ, (15)

where ỹi,c = ŷi − yi, due to (14) and (13). If T and ∆T
are sufficiently small, ỹi,c can approximately be neglected in

(15), and ỹi is suitable to detect and isolate abrupt sensor faults

without a delay by comparing |ỹi| with a threshold.

Remark 5. The immediate detection and compensation of

discontinuities in the sensor signals is crucial to make the

reliable calculation of the residuals possible, since an approxi-

mation of the derivative of a discontinuous signal via low order

polynomials does not result in reasonable values. In addition,

abrupt sensor faults are diagnosed completely independent of

actuator faults, which makes the detection and isolation of the

latter from the residuals easier.

2) Actuator faults: In the case of a single abrupt fault on

the i-th actuator, (7) can be decomposed into continuous parts

and steps: ÿm(t) = ÿc(t) + ξ̄H(t− tξ), where

ÿc(t) = v(t) + Pi (Fe,i(t)− F̄e,i) H(t− tξ),

ξ̄ = Pi F̄e,i,

with F̄e,i = Fe,i(tξ), and Pi the i-th column of P . Using (14),

the estimation error is given by

˜̈ym(t) = ˜̈yc(t) + Pi F̄e,i (ψ(t− tξ −∆T )−H(t− tξ)) .

Since AP = −B, the residuals (8) can be written as

r(t) = Bi ν(t)−A ˜̈yc(t), (17a)

ν(t) = Fe,i(t)− F̄e,i (H(t− tξ)− ψ(t− tξ −∆T )) , (17b)

where Bi denotes the i-th column of B.

When T is sufficiently small, Fe,i can be approximated by

a constant F̄e,i,t during each interval [t + ∆T, t + ∆T + T ],
and an approximation of (17) is given by

r̂(t) = Bi F̄e,i,tψ(t− tξ −∆T )−A ˜̈yc(t) (18)

with ψ according to (13). That is, the evolution of the residuals

in case of an abrupt fault of height F̄e,i at tξ is a continous

transition from 0 to F̄e,i during [tξ+∆T, tξ+∆T +T ], which

is scaled by Bi.

Remark 6. The analysis of the approximation error r̂− r will

be regarded elsewhere.

In the practical application, only corrupted residuals rm =
r + re are available for evaluation, where re is due to model

uncertainties. Therefore, re has to be suppressed to allow for

reliable and sensitive detection and isolation of abrupt actuator

faults. In [20], a framework is given for designing suitable

finite impulse response filters

Π[rm](t) =

∫ TΠ

0

g(τ) rm(t− TΠ + τ) dτ (19)

using differential algebraic manipulations and Mikusiński’s

operational calculus [17]. Since the temporal behaviour of such

filters is of particular interest in the further discussion, their

design and properties in the time domain will be explained in

the scope of the current problem.

For TΠ > T , ∆T < 0, and TΠ and T being sufficiently

small, the filter output can be approximated using (18) as

Π̂[rm](t) = Bi F̄e,i,t χ(t− tξ −∆T )−AΠ
[

˜̈yc
]

(t)

+ r̄e,t(G(TΠ)−G(0)),
(20)

where G(t) =
∫ t

0
g(τ) dτ , and

χ(t) =































0, t < 0,

ηTΠ

TΠ−t(t), 0 ≤ t < T,

ηTΠ+T−t
TΠ−t (t), T ≤ t < TΠ,

ηTΠ+T−t
0 (t), TΠ ≤ t < TΠ + T,

G(TΠ)−G(0), TΠ + T ≤ t,

(21)

ηba(t) =

∫ b

a

g(τ)ψ(t− TΠ + τ) dτ +G(TΠ)−G(b).

Therefore, the filter design can be interpreted as the choice of

a continuous, piecewise differentiable function [0, TΠ] ∋ t 7→
G(t) with G(0) = G(TΠ) = 0 that eliminates r̄e,t in (20):

Π̂[rm](t) = Bi F̄e,i,t χ(t− tξ −∆T )−AΠ
[

˜̈yc
]

(t). (22)

That is related to the kernel in (19) by g = dG
dt .

Therefore, faults can be detected by comparing each com-

ponent of |Π[rm]| with a threshold. Due to the structure

of B, the component of Π[rm] corresponding to the faulty

actuator is excited most: if the i-th actuator is faulty, then

|Π[rm,j ]| =
1
3 |Π[rm,i]| for j 6= i. Thus, the corresponding

component of Π[rm] crosses the threshold faster than the other

components. This fact is used for fault isolation.

IV. EXPERIMENTAL RESULTS

In this section, experimental results obtained using the

proposed algorithms are given for two scenarios: an abrupt

fault on the first sensor (section IV-A) and an abrupt fault

on the first actuator (section IV-B). In both cases, the plate is

intended to hover horizontally oriented at z0 = −1.5mm, i. e.,

the desired values of the measured positions are yi,d = 1.5mm

for i = 1, 2, 3.
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ỹ3

ỹ2
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Fig. 2. Abrupt fault on the first sensor. (a) Actual displacements. (b) Differences between measured and extrapolated displacements.

Remark 7. The control hardware of type Indel INFO-SAM2

is based on an 800 MHz PowerPC 750 FX 32 Bit processor,

which runs the proprietary real-time operating system INOS.

Both closed loop control and fault diagnosis are executed at a

sampling period of 100µs. The finite impulse response filters

used for sensor fault detection, for derivative estimation, and

for actuator fault detection, respectively, operate on 25, 121,

and 163 samples, respectively. This takes a calculation time

of 15µs for fault diagnosis in each sampling step.

A. Sensor fault

Fig. 2a shows actual displacements y1, y2, and y3, where

the first sensor becomes abruptly faulty by 20µm at t = 0.1 s.

The controller is able to restabilize the measured displacement

y1,m at 1.5mm, but clearly the actual displacement does not

match its intended value any longer due to the sensor fault.

The corresponding evolution of the sensor fault signals ỹi,

i = 1, 2, 3, according to section III-C2 is shown in Fig. 2b.

Here, the fault on the first sensor is clearly visible as a peak

in ỹ1 in the sampling step immediately after the fault has

occurred. Additionally, neither ỹ2 nor ỹ3 are visibly affected

by the fault even if y2 and y3 are affected by it temporarily.

Therefore, the fault can realibly be detected and isolated in

the sampling step after its occurence.

B. Actuator fault

Fig. 3a shows actual displacements y1, y2, and y3, where

the first actuator becomes abruptly faulty by 100mA (about

7% of ud,1) at t = 0.1 s. As a consequence of the abrupt loss

of the force of the first magnet, the plate is tilted. Thereafter,

the position of the plate and its orientation are restabilized

by the closed-loop control to the desired values. The residuals

according to section III-A are depicted in Fig. 3b. As expected,

each residual is nonzero in the fault-free case due to model

uncertainties. Additionally, each residual is affected by the

fault. However, rm,1 (corresponding to the abrupt fault on

the first actuator) is affected most. The outputs of the change

detection filters described in section III-C2 are presented in

Fig. 3c. Here, it can be seen that each filter responds to the

fault, with Π[rm,1] being most affected. A more detailed view

on the relevant step detection filter responses is shown in Fig.

3d. It can be seen that Π[rm,1] reaches the threshold earlier

than the outputs of the other step detection filters. Therefore, a

realible detection and isolation of abrupt actuator faults can be

reached by applying the proposed FDI scheme. The delay of

6.8 ms between fault occurrence and fault detection is roughly

equivalent to the fastest time constant of 7.3 ms of the error

dynamics of the closed control loop.

V. CONCLUSION

In this article, a method for model-based online fault di-

agnosis applied to an experimental setup has been explained.

Abrupt sensor and actuator faults were considered. Residu-

als are generated directly from the mathematical model of

the physical system using numerically estimated derivatives.

Reduction of measurement noise is obtained by estimating

derivatives via weighted integration of measured signals. To

obtain robustness with respect to slowly varying model uncer-

tainties, signals are post-processed by finite impulse response

filters that detect abrupt changes. The algorithms have been

implemented on the real-time hardware and their expected

properties have been confirmed by experimental results.
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Athènes Greece, 06 2007.

[16] ——, “Numerical differentiation with annihilators in noisy environ-
ment,” Numerical Algorithms, vol. 50, pp. 439–467, 2009.
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