
HAL Id: hal-00753658
https://inria.hal.science/hal-00753658

Submitted on 19 Nov 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Sub-diagonal pivot structures and associated canonical
forms under state isometries

Bernard Hanzon, Martine Olivi, Ralf L.M. Peeters

To cite this version:
Bernard Hanzon, Martine Olivi, Ralf L.M. Peeters. Sub-diagonal pivot structures and associated
canonical forms under state isometries. IFAC Symposium on System Identification, SYSID 2009, Jul
2009, Saint-Malo, France. pp.1620-1625, �10.3182/20090706-3-FR-2004.00269�. �hal-00753658�

https://inria.hal.science/hal-00753658
https://hal.archives-ouvertes.fr


Subdiagonal pivot structures and associated

canonical forms under state isometries

Bernard Hanzon
∗

Martine Olivi
∗∗

Ralf Peeters
∗∗∗

∗ School of Mathematical Sciences, University College Cork, Cork,
Ireland, b.hanzon@ucc.ie

∗∗ INRIA, Projet APICS, BP 93, 06902 Sophia-Antipolis Cedex,
France

∗∗∗ Department of Mathematics, Universiteit Maastricht, P.O. Box
616, 6200 MD Maastricht, Netherlands

Abstract: Many normalizations in various classes of linear dynamical state-space systems lead
to system representations which are determined up to a state isometry. Here we present a
new set of techniques to obtain (local) canonical forms under state isometries, using what we
call sub-diagonal pivot structures. These techniques lead to a very flexible, straightforward
algorithm to put any system into canonical form under state isometries. The parametrization
of these canonical forms is discussed for a number of classes, including lossless systems and
input-normal stable systems both in discrete time and in continuous time.

1. INTRODUCTION

Consider a linear time-invariant state-space system in
discrete time with m inputs and p outputs:

{

xt+1 = Axt + But

yt = Cxt + Dut
t ∈ Z

or in continuous time
{

ẋt = Axt + But

yt = Cxt + Dut
t ∈ R

xt ∈ Rn for some nonnegative integer n (the state space
dimension), ut ∈ Rm and yt ∈ Rp. The matrices A, B, C
and D have real-valued entries and are of compatible sizes:
n × n, n × m, p × n and p × m, respectively.

The corresponding transfer matrix of this system is given
by G(z) = D+C(zIn−A)−1B, which is a p×m matrix with
rational functions as its entries. From realization theory it
follows that, conversely, any p×m rational matrix function
G(z) analytic at infinity can be written in the form

G(z) = D + C(zIn − A)−1B (1)

where (A,B,C, D) is an appropriate quadruple of matrices
and n a suitable state space dimension. Such a quadruple
with the associated expression (1) is called a state-space
realization of G(z).

The controllability matrix K and the observability matrix
O associated with this system are defined as the block-
partitioned matrices

K = [B,AB, . . . , An−1B], O =









C
CA
...

CAn−1









. (2)

The system (or its input pair (A,B)) is called controllable
if K has full row rank n and the system (or its output pair
(C,A)) is called observable if O has full column rank n.
Minimality holds iff both controllability and observability

hold, which holds iff the McMillan degree of G(z) is equal
to n.

Two minimal realizations (A,B,C, D) and (Ã, B̃, C̃, D̃)
of a given function G(z) are always similar: there exists

a unique invertible matrix T such that (Ã, B̃, C̃, D̃) =
(TAT−1, TB, CT−1, D). We define a state isomorphism as
a map :

(A,B,C, D) 7→ (TAT−1, TB, CT−1, D), T ∈ Gln(R)

and a state isometry as a map

(A,B,C, D) 7→ (QAQ′, QB,CQ′, D),

where Q is an orthogonal matrix Q′Q = QQ′ = I, and Q′

denotes the transpose of Q.

Consider the following well-known characterizations of
controllability:

(i) The pair (A,B) is controllable if and only if there ex-
ists T ∈ Gln(R) such that T.K contains e1, e2, . . . , en

as columns, where ei denotes the ith standard basis
vector ei = (0, 0, . . . , 0, 1, 0, . . . , 0)′ with the number
1 in the i−th position.

(ii) The pair (A,B) is controllable if and only if there
exists T ∈ Gln(R) such that (T.B, T.A.T−1) contains
e1, e2, . . . , en as columns in such a way that T.K
contains e1, e2, . . . , en as columns.

Consider the question whether there are, and if so what are
analogous results for state isometries? Previously this has
been investigated in Hanzon and Ober [1998] and Peeters
et al. [2007], where the structure of the controllability
matrix plays a central role. Here we reconsider the question
in a somewhat different way, where we stress the structure
of the pair (A,B). This turns out to lead to much simpler
answers.

Reasons for considering state isometries instead of state
isomorphisms are:
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• Application of orthogonal group elements is in general
numerically more stable than application of elements
of the general linear group Gln(R).

• State isometries appear in the theory of input-normal
forms, output-normal forms, ”equal Gramians” bal-
anced forms (where the Gramians do not have to
be diagonal, just equal), balanced forms for lossless
systems, and other normal forms for various classes
of linear systems (some examples are given in section
3).

2. PIVOT STRUCTURES IN INPUT PAIRS

Definition 2.1. Let n be a positive integer. Consider a
vector v = (v(1), v(2), . . . , v(n))′ ∈ R

n. The vector v is
called a pivot vector with pivot at position k, 1 ≤ k ≤ n,
or pivot-k vector for short, if v(k) > 0 and if v(j) with
j > k are all zero.

Definition 2.2. An n × r matrix M , r ≥ n is said to
have a full pivot structure J = {j1, j2, . . . , jn} if for each
k ∈ {1, 2, . . . , n} it holds that column jk of M is a pivot-k
vector.

Example 2.1.

M =











∗ ∗ ∗ ∗ ∗ ∗ + ∗
+ ∗ ∗ ∗ ∗ ∗ 0 ∗
0 ∗ ∗ ∗ + ∗ 0 ∗
0 ∗ + ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 + 0 ∗











where ∗ denotes an arbitrary number and + denotes
a (strictly) positive number, has a full pivot structure
J = {7, 1, 5, 3, 6}.

Definition 2.3. Consider the partitioned matrix [B|A] in
R n×(m+n). We say this has a sub-diagonal pivot structure
if

(i) [B|A] has a full pivot structure
(ii) the prescribed pivot columns of A have the property

that a column with pivot at position k has column
number pk < k in A (hence column number jk = m+
pk < m + k in [B|A]), for each k ∈ {1, 2, . . . , n}.

Example 2.2.

[B|A] =







+ ∗ | ∗ ∗ ∗ ∗
0 ∗ | + ∗ ∗ ∗
0 + | 0 ∗ ∗ ∗
0 0 | 0 + ∗ ∗







has a sub-diagonal pivot structure.

Example 2.3.

[B|A] =







+ ∗ | ∗ ∗ ∗ ∗
0 ∗ | + ∗ ∗ ∗
0 + | 0 ∗ ∗ ∗
0 0 | 0 ∗ + ∗







has a sub-diagonal pivot structure.

Example 2.4.

[B|A] =







+ ∗ | ∗ ∗ ∗ ∗
0 ∗ | ∗ ∗ + ∗
0 + | ∗ ∗ 0 ∗
0 0 | ∗ ∗ 0 +







does not have a sub-diagonal pivot structure.

Theorem 1. If [B|A] has a sub-diagonal pivot structure
then the pair (A,B) is controllable.

Proof. Recall Hautus (or PBH) criterion (Hautus [1969]):
the pair (A,B) is controllable if and only if ∄(w, λ) ∈ Cn×
C such that w∗B = 0 and w∗A = λw∗, w 6= 0. Now
suppose that w ∈ Cn is such that w∗B = 0 and there
exists λ ∈ C such that w∗A = λw∗. Suppose further that
w(i) 6= 0 and w(j) = 0 for all 1 ≤ j < i. Then, one of the
following situations occurs

(1) B contains the pivot-i vector:

w∗B = 0 ⇔ w(i) = 0,

which yields a contradiction.
(2) A contains the pivot-i vector, say in column j, j < i:

w∗A = λw∗ ⇔ w∗Aej = λw∗ej = 0,

and since Aej is the pivot-i vector, this again implies
w(i) = 0 and we get a contradiction.

So by induction, w = 0.

Theorem 2. For any given pivot structure which is not
sub-diagonal, we can find an example [B|A] for which
(A,B) is not controllable.

Proof. We distinguish two cases, depending on whether
there is a pivot on the diagonal of the matrix A or not.
Firstly, if there is a pivot on the diagonal position (i, i) of
the matrix A then consider the case where all pivots are
taken to be equal to 1 and all other entries of [B|A] are
taken to be zero. Consider w = ei, the i-th standard basis
vector. Clearly w′B = 0 because B does not contain the i-
th pivot vector. Furthermore w′A = e′i = w′ because in its
i−th row A has only one non-zero entry, namely the value
1 on the diagonal position (i, i) of A. Therefore according
to the Hautus test, (A,B) is an uncontrollable pair.

Secondly, suppose there is a super-diagonal pivot. Let
the super-diagonal pivot with the smallest row index
be in position (i, j) in the matrix A, (hence in posi-
tion (i, m + j) in the matrix [B|A]) where j > i. Let
the j−th pivot be in column m + k in [B|A], where

k ∈ {−m + 1,−m + 2, . . . , n}. Let [B̃|Ã] denote the ma-
trix that is obtained by taking all pivots equal to 1 and all
other entries equal to zero. Now form the matrix

[B|A] = [B̃|Ã] − Ei,m+k + Ei,m+i

where for any (r, s) with 1 ≤ r ≤ n, 1 ≤ s ≤ m + n, Er,s

denotes the n × (m + n) matrix with all entries zero except
for the entry (r, s), which is 1. Note that [B|A] has the

same pivot structure as [B̃|Ã], because in column m + k
one has the j−th pivot and j > i, so the subtraction of
Ei,m+k does not change the pivot structure; and in column
m + i there is no pivot on a super-diagonal position,
because otherwise i would not be the smallest row-number
with a super-diagonal pivot. Therefore column i either
contains a sub-diagonal pivot or no prescribed pivot at
all. In both cases addition of Ei,m+i does not alter the
pivot structure.

Now note that w = ei + ej ∈ Rn has the property that

w′[B|A] = [0|w′]. This follows from the facts that e′iB̃ = 0,

e′iÃ = e′j , so e′i[B̃|Ã] = e′m+j and e′j [B̃|Ã] = e′m+k,
e′i(−Ei,m+k + Ei,m+i) = −e′m+k + e′m+i. So w 6= 0 is a
left eigenvector of A in the left kernel of B, hence (A,B)
is uncontrollable according to the Hautus criterion.
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3. CANONICAL FORMS UNDER STATE
ISOMETRIES

We give some examples in which a normalization of the
system by a state isomorphism leaves us the freedom
of applying an orthogonal transformation (i.e. a state
isometry).

Example 3.1. Let

Kn = [B|AB| . . . |An−1B] ∈ Rn×nm

denote the finite controllability matrix of (A,B,C, D).
Suppose that it has rank n. We can find a nonsingu-
lar square matrix T such that (TKn)(TKn)′ = In. Then

(Ã, B̃, C̃, D̃) := (TAT−1, TB, CT−1, D) is normalized in
the sense that its finite controllability matrix has orthonor-
mal rows. Now note that this property is kept even if we
apply a state isometry to the system: (QÃQ′, QB̃, C̃Q′, D̃)
has finite controllability matrix with orthonormal rows as
well, for any orthogonal matrix Q.

Example 3.2. One can do the analogous normalization for
the finite observability matrix of the system.

Example 3.3. If we have a stable discrete time system, we
can define the controllability Gramian of the system in the
usual way:

Wc = K∞K ′
∞ =

∞
∑

k=0

AkBB′(A′)k.

This Gramian solves the Lyapunov-Stein equation

Wc − AWcA
′ = BB′.

We can normalize the system to be input-normal, i.e.
such that Wc = I. If (A,B, C, D) is input-normal so is
(QAQ′, QB,CQ′, D) for any orthogonal Q.

Example 3.4. One can do the analogous normalization
using the observability Gramian Wo. It satisfies

Wo − A′WoA = C ′C.

The resulting system is output-normal if Wo = I. Again
there is the freedom of applying a state isometry without
losing this property.

Example 3.5. Assume the eigenvalues of A are in the
open left half-plane. Then we can define the contin-
uous time controllability Gramian Wc. It satisfies the
Lyapunov equation AWc + WcA

′ = −BB′. The system is
continuous-time input-normal if Wc = In. Similarly, the
system is continuous-time output-normal if Wo = In where
A′Wo + WoA = −C ′C. Again the freedom of applying an
orthogonal transformation remains.

Example 3.6. Another well-known normalization is ob-
tained by requiring the Gramians to be equal: Wc = Wo

(this can be done both in the discrete time case and in
the continuous time case). This can be called Gramian-
balanced (or balanced in the sense of Helmke and Moore
[1993]). Again this normalization is possible for any stable
system and leaves the freedom of applying a state isometry.
Effect of a state isometry is the same on both Gramians:
Wc 7→ QWcQ

′ and, using (Q−1)′ = Q, Wo 7→ QWoQ
′.

Example 3.7. (A,B,C, D) is called Frobenius-balanced
(or Euclidean balanced) if

minT∈Gln(R)

(

‖Ã‖2
F + ‖B̃‖2

F + ‖C̃‖2
F + ‖D̃‖2

F

)

is attained at T = I where

Ã = TAT−1, B̃ = TB, C̃ = CT−1, D̃ = D

and ‖M‖2
F = Tr(MM ′). This normalization is again well-

defined up to a state isometry (cf the book of Helmke and
Moore [1993]).

Example 3.8. The so-called LQG-input normal, bounded-
real input normal and positive-real input normal forms
described in Hanzon and Ober [1998] again leave the
freedom of applying a state isometry.

In all these cases it makes sense to look for canonical
forms under state isometry. We now want to show that the
sub-diagonal pivot structures correspond to local canonical
forms under state isometry, and these local canonical forms
are covering all cases.

Theorem 3. Suppose that [B|A] and [QB|QAQ′] have the
same sub-diagonal pivot structure J = {j1, j2, . . . , jn} and
that Q is orthogonal. Then Q = I.

Proof. First note that the pivot-1 column must be a
column of B (it cannot lie in A) and of QB, so j1 ≤ m.
Therefore the first column of Q is of the form λe1, λ > 0,
hence must be e1; therefore Q can be partitioned as

Q =









1 0 . . . 0
0
... Qn−1

0









.

Now assume (induction hypothesis) we have shown that Q
is of the form

Q =

(

Ii 0
0 Qn−i

)

, i ∈ {1, . . . , n − 1}

If the pivot-(i + 1) vector is in B we can use the same
argument to conclude that the induction hypothesis holds
for i + 1. If the pivot-(i + 1) vector is in A then: partition
A as

A =

(

A11 A12

A21 A22

)

, A11 : i × i;A21 : (n − i) × i.

We get

QAQ′ =

(

Ii 0
0 Qn−i

) (

A11 A12

A21 A22

) (

Ii 0
0 Q′

n−i

)

=

(

A11 A12Q
′
n−i

Qn−iA21 Qn−iA22Q
′
n−i

)

The (i + 1)st pivot lies in the first row of A21 and in the
first row of Qn−iA21 hence the first column of Qn−i is e1.
So

Q =









Ii+1 0 . . . 0
0
... Qn−i−1

0









The theorem now follows by induction.

To show that every controllable pair (A,B) can be mapped
to a sub-diagonal pivot structure by an appropriate state
isometry we will present a recursive algorithm ”which
cannot get stuck, if controllability holds” and which is
rather insensitive to small perturbations. We will use the
well-known fact that for any vector x 6= 0 in Rn−i there
exists an orthogonal matrix Qn−i such that
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Qn−i x =









‖x‖
0
...
0









First Step: (A,B) is controllable so B 6= 0. It follows that
B has at least one non-zero column. Choose one such
column. Heuristically one can take the largest column.
Find Qn, QnQ′

n = In which maps this column to a vector
of the form λe1, λ > 0.
Recursion Step: Suppose the pivot−k column jk has been
determined for k = 1, 2, . . . , i, in a sub-diagonal manner

(jk < m + k). Partition B =

(

B̂(i)
B(n − i)

)

where B̂(i)

is i × m; and A =

(

Â(i, i) ∗
A(n − i, i) ∗

)

where Â(i, i) is i × i.

Note that

1. [B̂(i)|Â(i, i)] has a full pivot structure.
2. [B(n − i)|A(n − i, i)] has at least i zero columns.
3. [B(n − i)|A(n − i, i)] 6= 0; this can be seen as follows:

if [B(n − i)|A(n − i, i)] = 0 then

B =

(

B̂(i)
0

)

, A =

(

Â(i, i) ∗
0 ∗

)

hence the controllability matrix can be partitioned as

K =

(

B̂(i) Â(i, i)B̂(i) Â(i, i)2B̂(i) . . .
0 0 0 . . .

)

which has rank i < n. This contradicts the assump-
tion that (A,B) is controllable, q.e.d.

4. Application of a state isometry of the form

Q =

(

Ii 0
0 Qn−i

)

transforms [B(n − i)|A(n − i, i)] into

[Qn−iB(n − i)|Qn−iA(n − i, i)]

Choose a non-zero column from [B(n − i)|A(n − i, i)].
Heuristically one can take the largest column. Find
Qn−i, Qn−iQ

′
n−i = In−i which maps this column to a vec-

tor of the form λe1 ∈ Rn−i, λ > 0. Then the corresponding
vector (in Rn) in [B|A] is a pivot-(i + 1) vector.

Applying the recursion step for each i = 1, 2, . . . , n − 1,
we obtain a sub-diagonal pivot structure for [B|A]. So we
can construct a state isometry that brings [B|A] into a
sub-diagonal pivot structure. It is clear that the same sub-
diagonal pivot structure can still be used under sufficiently
small perturbations (namely if the length of the chosen
(non-zero) vectors in each step does not reduce to zero).

Remarks

• This also gives a controllability test: If (A,B) is con-
trollable a sub-diagonal pivot structure is obtained.
If (A,B) is not controllable an orthogonal Q is found
such that

(QAQ′, QB) =

((

Â(i, i) ∗
0 ∗

)

,

(

B̂(i)
0

))

where [B̂(i)|Â(i, i)] has a sub-diagonal pivot struc-
ture. When applied to input-normal discrete-time sta-
ble systems, [B|A] has orthonormal rows. In that case
the size of the pivots is less than or equal to 1, so one

may have a good idea whether a pivot is ”numerically
zero.”

• Model reduction by truncation. If [B|A] is in sub-
diagonal pivot form and we truncate the last n − i
rows and columns, we again have a controllable pair
in sub-diagonal pivot form.

• The staircase pivot structures (see Peeters et al.
[2007]) form a sub-class of sub-diagonal pivot struc-
tures. A staircase pivot structure has the nice prop-
erty that it corresponds to a pivot structure in the
controllability matrix. However the recursive algo-
rithm is not guaranteed to work for the staircase pivot
structures. See section 6.

4. SUBDIAGONAL PIVOT STRUCTURE AND
SCHUR PARAMETRIZATION OF DISCRETE-TIME

LOSSLESS SYSTEMS

A system is called discrete-time lossless if it is stable and
its m×m transfer matrix G(z) is unitary for all complex z
with |z| = 1. It is well-known (cf., e.g., Proposition 3.2 in
Hanzon et al. [2006] and the references given there) that
the realization matrix, i.e. the block-partitioned matrix

R =

[

D C
B A

]

(3)

associated with (1), is a real balanced minimal realization
matrix of a lossless system if and only if R is an orthogonal
matrix and A is asymptotically stable. It then holds that
Wc = Wo = In. For further background on lossless
systems, see e.g. Genin et al. [1983]. Note that there is
a one-to-one correspondence between McMillan degree n
lossless functions G(z), up to a left orthogonal factor,
and controllable input-normal pairs [B|A] up to a state
isometry.

In Hanzon et al. [2006] an atlas of overlapping balanced
(local) canonical forms for lossless discrete-time systems
of order n is presented: balanced state space realizations
are constructed recursively, in line with the tangential
Schur algorithm. Each such balanced canonical form is
characterized by a fixed sequence of n numbers wk, |wk| <
1, k = 1, . . . , n, called the interpolation points, and a fixed
sequence of n unit vectors uk ∈ Rm, ‖uk‖ = 1, k =
1, . . . , n, called the direction vectors (which are not to
be confused with the input signal applied to a system).
Here we will consider the case wk = 0, k = 1, . . . , n
hence each balanced canonical form that we consider is
determined by the choice of direction vectors. Each such
balanced canonical form is then parameterized by an m×
m orthogonal matrix D0 and a sequence of n vectors
vk, ‖vk‖ < 1, k = 1, . . . , n which are called the Schur
parameter vectors.

In fact the orthogonal realization matrix can be written as
a product of matrices of size (m + n) × (m + n):

R = ΓnΓn−1 · · ·Γ1Γ0∆
T
1 ∆T

2 · · ·∆T
n , (4)

where for k = 1, . . . , n:

Γk =

[

In−k 0 0
0 Vk 0
0 0 Ik−1

]

,

∆k =

[

In−k 0 0
0 Uk 0
0 0 Ik−1

]
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with an (m+1)×(m+1) orthogonal matrix block Vk given
by

Vk =

[

vk Im − (1 −
√

1 − ‖vk‖2 vkvT

k

‖vk‖2

√

1 − ‖vk‖2 −vT
k

]

,

and an (m+1)×(m+1) orthogonal matrix block Uk given
by

Uk =

[

uk Im − ukuT
k

0 uT
k

]

and furthermore

Γ0 =

[

In 0
0 D0

]

.

Note that here we consider the real case with real direction
vectors and real Schur parameter vectors. Note further
that Γ0, . . . ,Γn and ∆1, . . . ,∆n are all orthogonal matri-
ces. It is important to note and not too difficult to see that
the orthogonal matrix product

Γ = ΓnΓn−1 · · ·Γ1Γ0 (5)

in fact forms a positive m-upper Hessenberg matrix, i.e. an
(m + n)× (m + n) matrix of which the m-th sub-diagonal
only has positive entries and of which the last n − 1 sub-
diagonals are all zero. It also follows almost directly that
if the direction vectors u1, . . . , un are taken to be standard
basis vectors, then the matrix product

∆T = ∆T
1 ∆T

2 · · ·∆T
n (6)

yields a permutation matrix. Hence in that case the bal-
anced realization matrix R is obtained as a column per-
mutation of an orthogonal positive m-upper Hessenberg
matrix. More precisely, we have:

Theorem 4. Let R be given by (4) and let the direction
vectors be standard basis vectors:
for k = 1, . . . , n, un−k+1 = ei(k), i(k) ∈ {1, . . . ,m}.
Then the sub-matrix [B|A] has a sub-diagonal pivot
structure. This pivot structure is completely determined
by the sequence i(1), i(2), . . . , i(n) as follows: Let k ∈
{1, 2, . . . , n}.

(i) If for all j < k, i(j) 6= i(k), then jk = i(k) and pivot-k
is in B;

(ii) otherwise let l = sup{j| j < k, i(j) = i(k)}, then
jk = l + m and pivot-k is in the first k − 1 columns
of A.

Proof. Indeed, R = Γ∆T in which Γ, given by (5),
is a positive m-upper Hessenberg matrix and ∆T the
permutation matrix (6). The sub-matrix [B|A] is obtained
from H = [0 In] Γ, which possesses the full pivot structure
J = {1, 2, . . . , n}, by applying the permutation matrix ∆T .
For any j ∈ {1, 2, . . . , n}, post-multiplication by ∆T

n−j+1

only acts on the columns j to j + m as follows (where
(i),(ii),(iii) apply simultaneously):
(i) column j is moved into column position j + i(j) − 1
(ii) column j + i(j) is moved into column position j + m
(iii) columns j + 1, j + 2, . . . j + i(j) − 1 and j + i(j) +
1, j + i(j) + 2, j + m are moved one position to the left,
into column positions j, j+1, . . . j+i(j)−2 and j+i(j), j+
i(j) + 1, j + m − 1.

Now consider k ∈ {1, 2, . . . , n}. The k−th column of H
with a pivot at position k is only affected by the last
k permutation matrices ∆T

n−k+1, ∆T
n−k+2, . . . ,∆T

n . In
particular, by considering the special case k = 1, it follows

that only the matrix ∆T
n acts on the first column of H

(with pivot-1) which is moved into column i(1) of B. More
generally, column k of H ends up in the first m + k − 1
columns of [B|A], which ensures that [B|A] does have a
sub-diagonal pivot structure.

The progression of column k of H with pivot at position
k can be monitored as follows:
For j = k : Post-multiplication by ∆T

n−k+1 moves column
k into column k − 1 + i(k).
For each j = k − 1, k − 2, . . . as long as i(j) 6= i(k), post-
multiplication by ∆T

n−j+1 moves the pivot-k vector one
position to the left from column position j + i(k) into
column position j − 1 + i(k). Now, one of the following
possibilities occurs:
(i) for all 1 ≤ j < k, i(j) 6= i(k). Then column k of H is
ultimately moved into column i(k) of B which inherits a
pivot in position k.
(ii) there exists l, l = sup{j|k > j ≥ 1; i(j) = i(k)}, then
eventually post-multiplication by ∆T

n−(l+1)+1 moves the

pivot-k vector from column position l + i(l) into column
position l+m where it remains and the pivot-k vector ends
up in column l of A.

Conversely, we have

Theorem 5. Let J = (j1, j2, . . . , jn) be a given sub-
diagonal pivot structure for n×(m+n) matrices. For each
k = 1, 2, . . . , n, choose the direction vector un+1−k = ei(k)

in the Schur algorithm by induction : i(1) := j1, and for
k = 2, . . . , n

(i) if jk ≤ m, then i(k) := jk,
(ii) if m < jk ≤ m + n define pk := jk − m < k (sub-

diagonal structure); then i(k) := i(pk).

For any choice of the Schur parameter vectors v1, v2, . . . , vn

(all of length < 1) and for any choice of the orthogonal
matrix D0, consider the (m + n) × (m + n) orthogonal
realization matrix R given by (4). Then, the sub-matrix
[B|A] possesses the sub-diagonal pivot structure J .

Remark. If a given lossless system allows a sub-diagonal
pivot structure J then the previous result shows how to
choose the corresponding direction vectors. Once these are
known one can construct the corresponding Schur param-
eter vectors of the lossless system (cf Hanzon et al. [2006]).
This implies that we have an explicit parametrization of
the local canonical form of lossless systems that allow a
given sub-diagonal pivot structure.

5. SUB-DIAGONAL PIVOT STRUCTURE AND
CONTINUOUS-TIME LOSSLESS SYSTEMS

In the remark at the end of section 4 in Hanzon and
Ober [1998] on stable all-pass systems (i.e. on lossless
systems) it was concluded that one obtains an atlas of
local balanced canonical forms for lossless systems using
the particular pivot structures presented in that paper.
These pivot structures are staircase pivot structures hence
are sub-diagonal. The atlas as well as the parametrizations
presented there for each of the charts can be generalized
straightforwardly to the case where one allows all possible
sub-diagonal pivot structures. The parametrization of a
local balanced canonical form associated to a sub-diagonal
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pivot structure J = (j1, j2, . . . , jn) is obtained as follows:

Firstly let [B|Ã] be an n × (m + n) (real) matrix with
sub-diagonal pivot structure J and with skew-symmetric
matrix Ã, i.e. Ã + ÃT = 0. The set of all such matrices
can be parameterized by R

n
+×R

(m−1)n where the positive
numbers are describing the pivots and the other numbers
are describing the remaining free entries in B and in the
strictly lower triangular part of the skew symmetric matrix
Ã. Secondly let V be the unique upper triangular matrix
satisfying V + V T = −BBT . Thirdly choose D to be an
arbitrary m × m orthogonal matrix and let C = −DBT .

Finally let A = Ã + V. Then (A,B, C, D) is the balanced
realization with the sub-diagonal pivot structure J, of a
lossless system. Note that A + AT = −BBT = −CT C
showing that the state-space system is balanced. In this
way one obtains a chart for each sub-diagonal pivot
structure J ; varying over all sub-diagonal pivot structures
one obtains an atlas covering the manifold of McMillan
degree n continuous-time lossless systems.

6. ON THE RELATION OF SUB-DIAGONAL PIVOT
STRUCTURES WITH STAIRCASE FORMS

As mentioned previously, the atlas studied in Peeters et al.
[2007] provides overlapping balanced canonical forms with
a particular sub-diagonal pivot structure : the so-called
staircase forms. In these forms, the matrix [B|A] has a
particular sub-diagonal pivot structure: if the columns of B
contain pB pivots, the remaining pA = n− pB pivots have
to be located in the first pA columns of A with increasing
pivot positions. This distribution of pivots implies that
the associated controllability matrix contains a pivot at
position k for k = 1, 2, . . . , n so the controllability matrix
has a full pivot structure.

The following representation of a sub-diagonal pivot struc-
ture J = (j1, j2, . . . , jn) allows to clarify the connection.
An m × n matrix Y = (yi,j) can be associated with the
sub-diagonal pivot structure. Its entries are all zeros except
n entries corresponding to the pivot positions 1, 2, . . . , n.
This matrix is constructed by induction :
Pivot-1 is in the j1−th column of B and we put Yj1,1 = 1
Assume that the pivot positions 1, 2, . . . , k − 1 have been
displayed, then
(i) either pivot-k is in the jk−th column of B, and we put
Yjk,1 = k
(ii) or pivot-k is in the pk−th column of A. Since [B|A]
has a sub-diagonal structure, then pk ≤ k − 1 has already
been displayed: Yi,j = pk for some i and j. Then we put
Yi,j+1 = k.
In the case of a staircase form, this matrix has a special
structure and specifies the pivot structure of the con-
trollability matrix. In view of its relationship with nice
selections, it is called a numbered Young diagram (see
[Peeters et al., 2007, section 4]).

The recursive algorithm presented in the previous section
provides a chart selection algorithm, that was lacking for
the staircase forms. To be more precise: it is known that,
if (A,B) is controllable, then, if one knows in advance
which choices of pivots in B, can be made, one can, in
order to obtain a staircase form, again apply the recursive
algorithm; in that case one will have to choose the left-most
possible pivot in A whenever a pivot is not chosen from

B at any step in the recursive algorithm. The difficulty
here is of course that usually one will not know in advance
which choices of pivots from B lead to a staircase form.
If one makes a wrong choice for the pivots of B in the
recursive algorithm, then at some stage in the recursive
algorithm in which a pivot, say pivot i, from A needs to
be chosen in column j of A, the relevant column vector
(ai,j , ai+1,j , . . . , an,j)

′ will be equal to the zero vector in
Rn−i+1. In that case one can still continue the recursive
algorithm to obtain a sub-diagonal pivot structure.

If at each stage one takes either a pivot in B or one takes
the left-most possible pivot in A, then the corresponding
controllability matrix will have a pivot structure! Using
that one can use the numbered Young diagram methods
of Peeters et al. [2007] to determine a choice of pivots in
B that correspond with a staircase form. This can then be
used in a second round to obtain a staircase form using the
recursive algorithm. This should still work under effects of
(sufficiently small) round-off error or more general, when
one decides to ignore (sufficiently) small perturbations.

7. CONCLUSION

Usage of sub-diagonal pivot structures and associated algo-
rithms can lead to new flexible canonical forms, for which
parametrizations are available in several cases, including
discrete-time and continuous-time lossless systems. The
results can also be used to construct controllability tests
and procedures for model reduction by truncation. As only
orthogonal transformations are used, procedures will be
numerically stable. Generalizations to the complex-valued
case are straightforward.
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