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Abstract

In many decision problems, there are two levels of choice: The first one is strategic and the second is
tactical. We formalize the difference between both and discuss the relevance of the bandit literature for
strategic decisions and test the quality of different bandit algorithms in real world examples such as board
games and card games. For exploration-exploitation algorithm, we evaluate the Upper Confidence Bounds
and Exponential Weights, as well as algorithms designed for simple regret, such as Successive Reject. For
the exploitation, we also evaluate Bernstein Races and Uniform Sampling. As for the recommandation
part, we test Empirically Best Arm, Most Played, Lower Confidence Bounds and Empirical Distribution.
In the one-player case, we recommend Upper Confidence Bound as an exploration algorithm (and in
particular its variants adaptUCBE for parameter-free simple regret) and Lower Confidence Bound or
Most Played Arm as recommendation algorithms. In the two-player case, we point out the commodity and
efficiency of the EXP3 algorithm, and the very clear improvement provided by the truncation algorithm
TEXP3. Incidentally our algorithm won some games against professional players in kill-all Go (to the
best of our knowledge, for the first time in computer games).

Keywords: Go; Bandit problem; Recommendation policy; Selection policy; Metagaming.

1 Introduction

Many important optimization problems can be separated in two parts: strategic decisions and tactical
behavior. Table 1 provides several examples in industry and games. In the recent years, a wide body of
theoretical and experimental work, namely the bandit literature, has been developed around one-step and
often unstructured decision making. However, strategic decisions are specific bandit problems; they usually
have a very restricted time budget and, in the two-player case, a huge sparsity (in the sense that the optimal
solution, namely a Nash equilibrium, is usually sparse). This paper is devoted to the analysis of the relevance
of this literature for strategic decisions.

In this section we will formalize the problem (1.1) and present the notations (1.2). In Section 2 we will
present classical algorithms. In Section 3 we will test them experimentally; we will conclude in Section 4.

1.1 Formalization of the problem

There’s no clear formal definition of what is a strategic choice, compared to a tactical choice. However, the
idea is that a strategic choice is at a higher level; we will formalize this as follows: in a strategic bandit
problem, the number of iterations T is not huge compared to the number of options (K in the one player
case, or K ×K ′ in the two player case). In the one-player case, we will therefore focus on T ≤ 100K, and in
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Real world examples
Electricity Choosing the Choosing (real-time)
Production maintenance how to satisfy the

dates demand (switching
on/off the plants)

Logistics Warehouse/factory Trucks/boats/trains
positioning scheduling

Military Choosing the date Military tactics
operations & the planning

Games
Handicap Placing the Standard Go

Go handicap stones gameplay
Batoo Opening Batoo variant of

stones Go gameplay
Chess Opening choice Chess gameplay

New card games Choosing Choosing
(Pokemon, the deck cards/attacks

Urban Rivals)

Table 1: Problems with strategy/tactics decomposition. Sometimes, it would be possible to define more levels (e.g. deciding
investments for electricity production). Batoo is a recent yet popular game with strong strategic decision: the choice of initial stones.

the two-player case T ≤ K ×K ′. Also, we use simple regret, and not cumulative regret, for the one-player
case; and average performance of the recommended distribution for the two player case, which is somehow
a natural extension of simple regret for the two player case.

Let us consider a set of strategic choices, also termed arms or options in the bandit literature, denoted
without loss of generality by {1, . . . ,K}. We want to choose θ ∈ {1, . . . ,K} for some performance criterion.
We have a finite time budget T (also termed horizon), which means that we can have access to T realizations

L(θ1), L(θ2), . . . , L(θT ) and we then choose some θ̂. This is the metagame in the one-player case; it is detailed
in Fig. 1. There are several remarks on this framework:

• The algorithm chooses θ1 ∈ {1, . . . , K}.

• The algorithm gets a reward r1 distributed as L(θ1).

• The algorithm chooses θ2 ∈ {1, . . . , K}.

• The algorithm gets a reward r2 distributed as L(θ2).

• . . .

• The algorithm chooses θT ∈ {1, . . . , K}.

• The algorithm gets a reward rT distributed as L(θT ).

• The algorithm chooses θ̂.

• The loss, termed simple regret, is rT = maxθ EL(θ) − EL(θ̂).

Figure 1: Metagaming with one player.

• For evaluating L(θi), we need a simulator, including the tactical decisions. This possibility is based on
the assumption that we can simulate the tactical choices once the strategic choices have been made.

• Without loss of generality, the simple regret is always positive, and the goal is to have a simple regret
as small as possible.

In the two player case, the framework is detailed in Fig. 2. As in the one-player case, the loss is always
positive (without loss of generality), and the goal is to have a loss as small as possible. There are several
remarks on this framework:

• As in the one-player case, we assume that we can simulate the tactical behaviors (included the tactical
behavior of the opponent). Basically, this is based on the assumption that the opponent has a strategy
that we can nearly simulate, or the assumption that the difference between the strategy we choose for
the opponent and the opponent’s real strategy is not a problem (playing optimally against the first is
nearly equivalent to playing optimally against the latter). This is a classical assumption in many game
algorithms; however, this might be irrelevant for e.g. Poker, where opponent modelization is a crucial
component of a strategy for earning money; it might also be irrelevant in games in which humans are
by far stronger than computers, as e.g. the game of Go.
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• The algorithm chooses θ1 ∈ {1, . . . , K} and θ′
1 ∈ {1, . . . , K′}.

• The algorithm gets a reward r1 distributed as L(θ1, θ
′
1).

• The algorithm chooses θ2 ∈ {1, . . . , K} and θ′
2 ∈ {1, . . . , K′}.

• The algorithm gets a reward r2 distributed as L(θ2, θ
′
2).

• . . .

• The algorithm chooses θT ∈ {1, . . . , K} and θ′
T ∈ {1, . . . , K′}.

• The algorithm gets a reward rT distributed as L(θT , θ′
T ).

• The algorithm chooses a random variable θ̂.

• The loss, termed simple regret, is rT = maxθ minθ′ EL(θ, θ′)−

minθ′ EL(θ̂, θ′) (where here maxima and minima are for
random variables θ, θ′; in the 2-player case we look for
Nash equilibria and we expect optimal strategies to be non-
deterministic).

Figure 2: Metagaming with two players.

• We use a simple regret algorithm; this is somehow natural (under assumptions above) as the simple re-
gret is directly the expected increase of loss due to the strategic choice (at least, if we trust assumptions
above which ensure that L(·, ·) is a good sampling of possible outcomes).

In the game literature, the non-strategic part is usually termed “ingaming” for pointing out the difference
with the metagaming.

1.2 Terminology, notations, formula

Useful notations: #E is the cardinal of the set E. Nt(i) is the number of times the parameter i has been
tested at iteration t, i.e. Nt(i) = #{j ≤ t; θj = i}. L̂t(i) is the average reward for parameter i at iteration

t, i.e. L̂t(i) = 1
Nt(i)

∑

j≤t;θj=i rj (well defined if Nt(i) > 0). Confidence bounds will be useful as well:

UBt(i) = L̂t(i) +
√

log(t)/Nt(i); LBt(i) = L̂t(i)−
√

log(t)/Nt(i).
Various constants are sometimes plugged into these formula (e.g. a multiplicative factor in front of the√
.). These confidence bounds are statistically asymptotically consistent estimates of the lower and upper

confidence bounds in the one-player case for a confidence converging to 1. In some cases, we need a weighted
average as follows (with ∀i, Ŵ0(i) = 0): Ŵt(i) =

1
t

∑

j≤t;θj=i rj/pj(i) where pj(i) is the probability that i is
chosen at iteration j given observations available at that time. This will in particular be useful for EXP3.
When there are two players, similar notations with a ’ are used for the second player: Ŵ ′

t (j), L̂
′
t(j),. . .

As we can see in Figs 1 and 2, specifying a metagaming algorithm implies specifying several components:

• The tactical simulators (necessary for computing L), which, given the sequence of strategic and tactical
decisions, provide the loss; this is part of the problem specification.

• The simulator of our tactical strategy; this is also necessary for computing L. We will not work on
this part, which is precisely not the meta-gaming part.

• For the two-player case, the simulator of the opponent’s strategy as well. This could be considered as
a part of metagaming because the uncertainty on the opponent’s strategy should, in a perfect world,
be taken into account in the strategic module. However, we simplify the problem by assuming that
such a simulator is given and fixed and satisfactory.

• The two components which are the core of metagaming/strategic choices (following the terminology of
[1]):

– exploration module, aimed at choosing θi and θ′i (the latter in the two-player case);

– recommendation module, aimed at choosing θ̂.

The underlying assumption in this paper is that we do not seek to work on the detailed structure or the
problem, and we just want to have access to it through high-level primitives like the L function. [2] has
done a similar comparison, with a different family of bandits and a different context; we here use their best
performing bandits, and add some new ones (the LCB recommendation, Bernstein races which were cited
but not tested, Successive Rejects and Adapt-UCB-E).
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• Define Z = 1
2
+

∑K
i=2

1/i and A = {1, . . . , K} and n0 = 0 and

nk = ⌈(1/Z) T−K
K+1−k

⌉ for k ≥ 1.

• For each epoch k = 1, . . . , K − 1:

– For each i ∈ A, choose (exploration) arm i during nk −
nk−1 steps.

– Then, remove from A the arm with worse average re-
ward.

• Recommend the unique remaining element of A.

Figure 3: The Successive Reject algorithm from [7] for K arms and T iterations.

2 Algorithms

We summarize below the state of the art, for exploration and for recommendation.

2.1 Algorithms for exploration

We present below several known algorithms for choosing θi, θ
′
i.

• The UCB (Upper Confidence Bound) formula is well known since [3, 4]. It is optimal in the one
player case up to some constants, for the criterion of cumulative regret. The formula is as follows, for
some parameter α: θt = mod(t,K) + 1 if t ≤ K; θt = argmaxi L̂t−1(i) + α

√

log(t)/Nt−1(i) otherwise.

• The EXP3 (Exponential weights for Exploration and Exploitation) algorithm is known in the
two-player case[5]. It converges to the Nash equilibrium of the strategic game. In our variant, θt+1 = i
with probability

β

K
√
t
+ (1− β/

√
t)

exp(
√
tŴt−1(i))

∑

j∈{1,...,K} exp(
√
tŴt−1(j))

.

• [1] has discussed the efficiency of the very simple uniform exploration strategy in the one-player
case, i.e.

θt = arg min
i∈{1,...,K}

Nt−1(i);

in particular, it reaches the provably optimal expected simple regret O(exp(−cT )) for c depending
on the problem. [1] also shows that it reaches the optimal regret, within logarithmic terms, for the
non-asymptotic distribution independent framework, with O(

√

K log(K)/T ).

• [6] has revisited recently the progressive discarding of statistically weak moves, i.e. Bernstein races;
in this paper, we choose the arm with smallest number of simulations among arms which are not
statistically rejected:

θt+1 =
argmin

i∈{1,...,K}
UBt(i)≥maxk LBt(k)

Nt(i).

In many works, Bernstein bounds are used with a large set of arms, and coefficients in LB or UB
formula above take into account the number of arms; we will here use the simple LB and UB above as
our number of arms is moderate.

• Successive Reject (SR) is a simple algorithm, quite efficient in the simple regret setting; see Fig. 3.

• Adaptive-UCB-E is a variant of UCB, with an adaptive choice of coefficients; see Fig. 4

2.2 Algorithms for final recommendation

Choosing the final arm, used for the real case, and not just for exploration, might be very different from
choosing exploratory arms. Typical formulas are:
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• Define Z = 1
2
+

∑K
i=2

1/i and nk = ⌈(1/Z) T−K
K+1−k

⌉.

• Define t0 = 0 and t1 = Kn1 and tk = n1 + · · ·+ nk−1 + (K −
k + 1)nk.

• Define Bi,t(a) = L̂t−1(i) +
√

a/Nt−1(i).

• For each epoch k = 1, . . . , K − 1:

– Let H = K if k = 0, and H = maxK−k+1≤i≤K i∆̂−2(<

i >, k) otherwise, where ∆̂i,k = (max1≤j≤K L̂t−1(j) −

L̂t−1(i), and < i > is an ordering such that ∆<1>,k ≤
· · · ≤ ∆<K>,k.

– For t = tk+1, . . . , tk+1 choose (exploration) arm i max-
imizing Bi,t(cn/H).

• Recommand i maximizing Lt(i).

Figure 4: The Adaptive-UCB-E algorithm from [7].

• Empirically best arm (EBA): picks up the arm with best average reward. Makes sense if all arms

have been tested at least once. Then the formula is θ̂ = argmaxi L̂T (i).

• Most played arm (MPA): the arm which was simulated most often is chosen. This methodology
has the drawback that it can not make sense if uniformity is applied in the exploratory steps, but as
known in the UCT literature (Upper Confidence Tree[8]) it is more stable than EBA when some arms
are tested a very small number of times (e.g. just once with a very good score - with EBA this arm

can be chosen). With MPA, θ̂ = argmaxi NT (i).

• Upper Confidence Bound (UCB): θ̂ = argmaxi UBT (i). This makes sense only if T ≥ K. UCB
was used as a recommendation policy in old variants of UCT but it is now widely understood that
it does not make sense to have “optimism in front of uncertainty” (i.e. the positive coefficient for
√

t/Nt(i) in the UB formula) for the recommendation step.

• As Upper Confidence Bound, with their optimistic nature on the reward (they are increased for loosely
known arms, through the upper bound), are designed for exploration more than for final recommen-

dation, the LCB (Lower Confidence Bound) makes sense as well: θ̂ = argmaxi LBT (i).

• EXP3 is usually associated with the empirical recommendation technique (sometimes referred to as
“empirical distribution of play”), which draws an arm with probability proportional to the frequency

at which it was drawn during the exploration phase; then P (θ̂ = i) = NT (i)
T .

• For the two-player case, a variant of EXP3 benefit from sparsity through truncation (TEXP3, Trun-
cated EXP3) has been proposed [9]. It is defined in Fig. 7.

• For SR (successive reject), there are epochs, and one arm is discarded at each epoch; therefore, at the
end there is only one arm, so there is no problem for recommendation.

3 Experimental results

We experiment algorithms above in the one-player case (with kill-all go, in which the strategic choice is the
initial placement of stones for the black player) and in the two-player case in sections below.

3.1 One-player case: killall Go

We refer to classical sources for the rules of Go; KillAll Go is the special case in which black is given an
advantage (some initial stones), but has a more difficult goal: he must kill all opponent stones on the board.
So, one player only has initial stones to set up; the game is then played as a standard Go game. We refer to
two different killall-Go frameworks: 7x7, 2 initial stones for black (Section 3.1.1); 13x13, 8 or 9 initial stones
for black (Section 3.1.2). The human opponent is Ping-Chiang Chou (5p professional player).
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3.1.1 7x7 killall Go

Here, the black player must choose the positioning of two initial stones. Human experts selected 4 possi-
bilities: (1) a black stone in C5, and next black stone chosen by the tactical system as a first move; (2) a
black stone in C4, and next black stone chosen by the tactical system as a first move; (3) a black stone in
D4 (center), and next black stone chosen by the tactical system as a first move; (4) two black stones in C4
and E4. We tested intensively each of these strategic choices by our tactical system (ColdMilk program, by
Dong Hwa university), in order to get a reliable estimate of the winning rate in each case (Table 2). Then,
we simulated (using these estimates as ground truth) what would happen if we used various strategic tools
for choosing the initial placement, for various limited budgets (T = 16, 64, 256). Results, for kill-all Go
as explained above and also for various artificial settings with the same number of arms, are presented in
Tables 5 and 5. Arms are randomly rotated for getting rid of trivial bias.

Table 5 contains both real-world and artificial results; artificial results are as follows: (1) random uniform
probabilities of winning for each arm; (2) all arms have probability 0 of winning except one arm which has
probability 0.1 of winning (3) all arms have probability 1 of winning except one arm which has probability
0.9 (4) all arms have probability 0.5 except one which has probability 0.4 (5) all arms have probability 0.5
except one which has probability 0.6. Please note that in the artificial cases, the index of the special arm
(the arm with different reward) is randomly drawn and is indeed not necessarily the first.

Placement Score
of black stones for black

C5+choice by program 27.9% ±2.3%
C4+choice by program 33.4% ±2.4%
D4+choice by program 36.2% ±3.0%

C4+E4 44.8% ±2.7%

Table 2: Left: Efficiency of each strategic choice for black in killall Go. These numbers will be used as ground truth for experiments
below (Table 5). Center and Right: Games played by our program MoGoTW as White (center) and as Black (right) in 7x7 killall Go.
The center game is a win for the program whereas the right game is a loss.

Two 7x7 killall-go games were then played against Ping-Chiang Chou (5P), with one win of the computer
as White and one loss of the computer as Black (i.e. White won both). Results are presented in Fig. 2
(right). The pro player did not make the same strategic choice as our program (he chose C4 E3 instead of
our choice C4 E4) but agreed, after discussion, that C4 E4 is better.

3.1.2 13x13 killall Go

We reproduced the experiments with 13x13 initial placement of stones. Fig. 5 presents the five different
handicap placements considered in the experiment. As for 7x7, heavy computations allowed us to find an
approximate ground truth, and then experiments are run on this ground truth. Experimental results for
various bandit approaches on this 13x13 killall Go metagaming are given in Table 3. We also test on artificial
problems.

Figure 5: Five different handicap placements proposed by Go experts for 13x13 killall Go with 9 initial stones.

We then show in Fig. 6 the games played against Ping-Chiang Chou by our program as White with 8
and 9 initial stones respectively; we see on these games the strategic choice made by Ping-Chiang Chou (5P),
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Exploration / Recommendation Average
Algorithm simple regret

(16,64,256 time steps)
Strategic choice in 13x13 killall Go

(5 possible choices)
uniform sampling, EBA 0.0201 0.0204 0.0139

UCB+MPA 0.0215 0.0192 0.0147
UCB+UCB 0.0336 0.0274 0.0213
UCB+LCB 0.0224 0.0202 0.0137

Bernstein+LCB 0.0206 0.0206 0.0146
UCB+EBA 0.0221 0.0206 0.0137

EXP3+EDP 0.0369 0.0359 0.0357
SR 0.0239 0.0225 0.0119

adaptUCBE, EBA 0.0235 0.0199 0.0138

Table 3: Experimental results of average simple regret when comparing five different stone placements for 9 stones in 13x13 as shown
in Fig. 5. All experiments are reproduced 1000 times.

which is the same as the strategic choice by our program, i.e. the first choice in Fig. 5.

Figure 6: These two games are the killall-go games played by our program as White against Ping-Chiang Chou (5P). The program
won with 8 initial black stones and lost with 9 initial stones. As Black, the program lost both H8 and H9.

3.2 Two-player case: Sparse Adversarial Bandits for Urban Rivals

Recently [9] proposed a variant of EXP3 called TEXP3. TEXP3 takes its root into the fact that decision
making algorithms in games rarely have enough time to reach the nice asymptotic behavior guarantied by
EXP3. Also, EXP3 fails to exploit that in most games, the number of good moves is rather low compared
to the number of possible moves K. TEXP3 is an attempt to exploit these two characteristics. It uses the
outcome of EXP3 and truncates the arms that are unlikely to be part of the solution. Alg. 7 describes the
implementation. The constant c is chosen as 1

T maxi(Txi)
α for some α ∈]0, 1[ (and d accordingly), as in [9],

while T is the number of iterations executed. We set α = 0.7 in our experiments, following [9, 10]. The
natural framework of EXP3 is a two-player game. In this section we apply EXP3 and TEXP3 to Urban
Rivals, a stochastic card games available for free on Internet and that fits the framework. The game is as
follow: (1) player 1 choose a combination θ1 ∈ {1, . . . ,K1}; (2) simultaneously, player 2 choose a combination
θ′ ∈ {1, . . . ,K ′}; (3) then the game is resolved (ingaming). We consider a setting in which two players choose
4 cards from a finite set of 10 cards. There exists 104 combinations, yet by removing redundant arms, we

Let x and y be the approximate Nash equilibria as proposed by
EXP3 for the row and column players respectively.
Truncate as follows

x
′
i = xi if xi > c, x

′
i = 0 otherwise;

y
′
i = yi if yi > d, y

′
i = 0 otherwise.

Renormalize: x′′ = x′/
∑

i x
′
i; y

′′ = y′/
∑

i y
′
i.

Output x′′, y′′.

Figure 7: TEXP3 (truncated EXP3), offline truncation post-EXP3.
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remain with 715 different possible combinations (both K1 = K2 = 715) if we allow the same card to be
used more than once. The first objective is to test whether EXP3 (and TEXP3) is stronger than a random
player for different numbers of iterations T . We are specifically interested in situation where T is small
(compared to K1 ×K2) as it is typically the case in games. Table 4 (left) present the score (in %) of EXP3
versus a random player. EXP3 significantly beats the random player when T > 25000. It can thus execute a

Table 4: EXP3 vs Random (left) and TEXP3 vs Random (right).

T Score ±1σ

10 000 0.5042 ± 0.001
25 000 0.5278 ± 0.001
50 000 0.5421 ± 0.002
100 000 0.5749 ± 0.004

T Score ±1σ

10 000 0.7206 ± 0.005
25 000 0.7238 ± 0.003
50 000 0.7477 ± 0.002
100 000 0.7871 ± 0.006

strategic choice that outperforms a random player when they have similar tactical capabilities. As T grows,
the strategic choice becomes better. Next we look into a way to make an even better choice with a smaller
T . Recently TEXP3 has been proven to outperform a random player with less information than EXP3
(experimentally in [9], theoretically in [10]). Table 4 (right) presents the performance of TEXP3 against
a random player under the same settings as EXP3 above. These results are in line with previous studies;
however, the improvement is much better - probably because we have here a highly sparse problem. Even
with the lowest setting (T = 10000), TEXP3 managed a strong performance against a random player. Again,
with little information (T << K1 ×K2), TEXP3 can make strategic choices that influence the outcome of
the game positively; furthermore, it clearly outperforms EXP3.

4 Conclusions for small time budgets: adversarial and stochastic

frameworks, cumulative regret or simple regret, and the impor-

tance of sparsity

We compared various algorithms for strategic choices including widely played games (Killall Go, a classical
exercise of Go schools, and Urban Rivals); we defined strategic choices in terms of moderate exploration
budget for a simple regret criterion. We distinguished the one-player case and the two-player case; this
distinction, in bandit terms, is a distinction between stochastic and adversarial bandits.

As clearly shown by the good performance of UCB/LCB variants, SR, and EXP3 on their original
frameworks (one-player and two-player cases respectively), and by the poor performance of EXP3 in the
one-player case, this distinction is relevant. Consistently with theory, bandits designed for the stochastic
case (typically UCB) performed well in the one-player case and bandits designed for the adversarial case
(typically EXP3) performed well in the two-player case. The distinction between simple regret and cumulative
regret is less striking; yet, successive rejects, which was designed for simple regret algorithms, performed
very well in particular for very small budgets.

We also show the relevance of a careful recommendation algorithm; UCB is a good exploration algorithm,
but it should be accompanied by a good recommendation strategy like LCB or MPA as soon as the number
of options is not negligible compared to the number of time steps; otherwise weak poorly explored arms can
be recommended. This is however less critical than in Monte-Carlo Tree Search, where bandits are applied
many times per run (once per move in a control problem or in a game).

The results in the two-player case also suggest that sparsity should be used whenever possible in the
adversarial case; the superiority of TEXP3 over EXP3 in this context is the most clearest contrast in this
work. Whereas simple regret and cumulative regret make little difference, even in the context of small time
budget, sparse or not sparse makes a big difference, as much as distinguishing one-player case and two-player
case. A main further work is the analysis of cases where structure on options or a priori ranking of options
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is available. We conclude below with more details for the one-player and two-player case respectively.

4.1 One-player case

There are two crucial components under test: exploration algorithm, and recommendation algorithm. The
most important component in strategic choices is the exploration formula. In many of our tests (with
the notable exception of very small budget, very relevant here for our setting), the best algorithm for
exploration is UCB, which is designed for the one-player case with cumulative regret; the surprising thing
is that we here work on the simple regret, which is the natural notion of regret for the framework of strategic
choices. Nonetheless, the variant of UCB termed Adapt-UCB-E, designed for parameter free simple regret,
performs correctly. Consistently with artificial tests in [1], UCB is non-asymptotically much better than
uniform exploration variants (which are nonetheless proved asymptotically optimal within logarithmic factors
both for a fixed distribution and in a distribution free setting, in the “simple regret” setting). The asymptotic
behavior is far from being a good approximation here. Importantly for our framework, Successive Reject,
designed for simple regret, is very stable (never very bad) and outperforms UCB variants for
the smallest budgets.

Consistently with some folklore results in Monte-Carlo Tree Search, the recommendation should not be
made in a UCB manner; in fact, the lower confidence bound performed very well; we also got good
results with the most played arm or the empirically best arm, as recommendation rules. We
point out that many practitioners in the Computer-Go literature (which is based on heavily tuned bandit
algorithms) use combinations of EBA and MPA and LCB as recommendation arms for optimal performance.
Consistently with intuition, EBA becomes weaker with larger numbers of arms. This is consistent with
experiments in [2]. Bernstein races performed moderately well; there was no effort for tuning them and
maybe they might be improved by some tuning. Adapt-UCB-E performed well as a variant of UCB dedicated
to simple regret, but not better than SR or other UCB variants.

Results include games won against a professional player, in 7x7 Killall Go and in 13x13 Killall Go; in
this case, the strategic decision is the initial choice.

4.2 Two-player case

In the two-player case, EXP3 (dedicated to this adversarial setting) naturally performed well.We made
experiments confirming the good behavior of the algorithm, following [9, 11, 12]. As metagaming is a good
candidate for providing sparse problems, we tested the efficiency of the truncation algorithm TEXP3 [9],
with indeed much better results here than in the original paper (this is certainly due to the fact that, in our
metagaming context, we have a much more sparse benchmark than [9]).

Results include experiments on a real game, namely Urban Rivals; the strategic choice consists in choosing
the cards, which is directly a strategic choice setting.
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Exploration / Average
Recommendation simple regret

Algorithm (16,64,256 time steps)
Strategic choice in 7x7 killall Go

(with symetry-breaking; 4 possible choices)
unif. sampling, EBA 0.092 0.0603 0.0244

UCB+MPA 0.079 0.0563 0.022
UCB+UCB 0.0673 0.0523 0.0304
UCB+LCB 0.0751 0.0466 0.0222

Bernstein+LCB 0.0633 0.0537 0.0226
UCB+EBA 0.0744 0.0474 0.0185

EXP3+EDP 0.0849 0.0809 0.0748
SR 0.0627 0.0448 0.021

adaptUCBE, EBA 0.0707 0.0483 0.0188
4 artificial options, with reward unif. in [0, 1]

unif. sampling, EBA 0.0652 0.0197 0.00394
UCB+MPA 0.0535 0.0198 0.00453
UCB+UCB 0.064 0.0386 0.00931
UCB+LCB 0.0495 0.0142 0.00626

Bernstein+LCB 0.0563 0.0191 0.00465
UCB+EBA 0.0454 0.0175 0.00401

EXP3+EDP 0.184 0.145 0.11
SR 0.0611 0.0205 0.00681

adaptUCBE, EBA 0.0505 0.014 0.00478
4 artificial options, (0.1, 0, 0, 0)

unif. sampling, EBA 0.0509 0.0129 0.0002
UCB+MPA 0.0519 0.0148 0.0001
UCB+UCB 0.0695 0.0277 0.0049
UCB+LCB 0.0503 0.0155 0

Bernstein+LCB 0.0483 0.0136 0.0004
UCB+EBA 0.0501 0.014 0.0001
EXP3+EDP 0.0706 0.062 0.0524

SR 0.0532 0.0409 0.012
adaptUCBE, EBA 0.0528 0.014 0.0001

Exploration / Average
Recommendation simple regret

Algorithm (16,64,256 time steps)
4 artificial options, (0.9, 1, 1, 1)

unif. sampling, EBA 0.0151 0.0045 0
UCB+MPA 0.0189 0.0061 0.0001
UCB+UCB 0.0179 0.0045 0.0246
UCB+LCB 0.0167 0.006 0.0001

Bernstein+LCB 0.0168 0.0048 0
UCB+EBA 0.0165 0.0048 0.0001
EXP3+EDP 0.0209 0.0211 0.0214

SR 0.0118 0.0033 0
adaptUCBE, EBA 0.0152 0.0057 0

4 artificial options, (0.4, 0.5, 0.5, 0.5)
unif. sampling, EBA 0.0176 0.0088 0.0019

UCB+MPA 0.0128 0.0095 0.0027
UCB+UCB 0.0157 0.0114 0.0065
UCB+LCB 0.0142 0.0078 0.0012

Bernstein+LCB 0.0167 0.0084 0.0028
UCB+EBA 0.016 0.0094 0.002
EXP3+EDP 0.0206 0.0189 0.0174

SR 0.0175 0.0105 0.0025
adaptUCBE, EBA 0.0153 0.0081 0.0018

4 artificial options, (0.6, 0.5, 0.5, 0.5)
unif. sampling, EBA 0.0637 0.0527 0.0277

UCB+MPA 0.0636 0.053 0.0246
UCB+UCB 0.0675 0.0561 0.0346
UCB+LCB 0.0621 0.0494 0.0244

Bernstein+LCB 0.0643 0.0498 0.0284
UCB+EBA 0.061 0.05 0.0257
EXP3+EDP 0.0715 0.0709 0.0665

SR 0.0631 0.0531 0.03
adaptUCBE, EBA 0.0642 0.0509 0.0247

Exploration Average
/ Recommendation simple regret

Algorithm (16,64,256 time steps)
Strategic choice in 7x7 killall Go

(without symetry-breaking; 11 possible choices)
unif. sampling, EBA 0.121 0.0973 0.0488

UCB+MPA 0.127 0.0677 0.0235
UCB+UCB 0.0835 0.0826 0.0543
UCB+LCB 0.0976 0.0656 0.0213

Bernstein+LCB 0.116 0.076 0.0488
UCB+EBA 0.104 0.0657 0.0222

EXP3+EDP 0.1 ⁀0.1 0.094
SR 0.0987 0.0557 0.0232

adaptUCBE, EBA 0.103 0.067 0.023
11 artificial options, with reward unif. in [0, 1]

unif. sampling, EBA 0.172 0.0614 0.017
UCB+MPA 0.219 0.0263 0.00829
UCB+UCB 0.202 0.0837 0.0366
UCB+LCB 0.165 0.0286 0.00758

Bernstein+LCB 0.185 0.0513 0.0111
UCB+EBA 0.168 0.0273 0.00708

EXP3+EDP 0.289 0.238 0.223
SR 0.123 0.0336 0.0118

adaptUCBE, EBA 0.154 0.0267 0.0083
11 artificial options, (0.1, 0, . . . , 0)

unif. sampling, EBA 0.0787 0.0474 0.0073

UCB+MPA 0.0787 0.0509 0.0089
UCB+UCB 0.089 0.0773 0.038
UCB+LCB 0.0776 0.048 0.0074

Bernstein+LCB 0.0764 0.0493 0.009
UCB+EBA 0.0788 0.0498 0.0094
EXP3+EDP 0.0862 0.0814 0.0765

SR 0.0788 0.0619 0.0319
adaptUCBE, EBA 0.0764 0.0465 0.0079

Exploration / Average
Recommendation simple regret

algorithm (16,64,256 time steps)
11 artificial options, (0.9, 1, . . . , 1)

unif. sampling, EBA 0.0069 0.0045 0.0007
UCB+MPA 0.0072 0.005 0.0005
UCB+UCB 0.0082 0.0051 0.0005
UCB+LCB 0.0065 0.0041 0.0006

Bernstein+LCB 0.0074 0.0048 0.0003
UCB+EBA 0.0072 0.005 0.0009
EXP3+EDP 0.0076 0.0086 0.0063

SR 0.0052 0.0011 0

adaptUCBE, EBA 0.0072 0.0041 0.0003
11 artificial options, (0.4, 0.5, . . . , 0.5)

unif. sampling, EBA 0.0055 0.0042 0.0011
UCB+MPA 0.0071 0.0032 0.0008

UCB+UCB 0.0067 0.0037 0.0032
UCB+LCB 0.0055 0.0017 0.0004

Bernstein+LCB 0.0045 0.0039 0.0018
UCB+EBA 0.0075 0.003 0.0003
EXP3+EDP 0.0074 0.0071 0.0066

SR 0.0062 0.0023 0.001
adaptUCBE, EBA 0.0049 0.0025 0.0009

11 artificial options, (0.6, 0.5, . . . , 0.5)
unif. sampling, EBA 0.0892 0.0824 0.0686

UCB+MPA 0.0888 0.0764 0.0563
UCB+UCB 0.087 0.0843 0.0726
UCB+LCB 0.0875 0.0766 0.0556

Bernstein+LCB 0.0869 0.0812 0.0691
UCB+EBA 0.0862 0.0783 0.0567
EXP3+EDP 0.0887 0.0869 0.0895

SR 0.0868 0.0817 0.0622
adaptUCBE, EBA 0.0868 0.0776 0.0569

Table 5: Left: Average simple regret for various exploration/recommendation methodologies. Performance of various strategic
systems for choosing initial placement for Black in 7x7 killall-Go. The first row is the real-world case, with 4 arms; then, we consider
various cases with the same number of arms (see text). Each experiment is reproduced 1000 times and standard deviations are less
than 0.04. Right: similar to Left, but we do not remove the symetries; this increases the number of possible choices to 11. This is
obviously not what we should do from the point of view of the application; we just do this in order to generate a new test case. The
same artificial cases as in the 4-options case are reproduced with 11 options. All experiments are reproduced 1000 times and standard
deviations are less than 0.004.
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