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ABSTRACT

Domain Specific Languages (DSL) are becoming irsiregly more important with the emergence of
Model-Driven paradigms. Most literature on DSL$dsused on describing particular languages, and
there is still a lack of works that compare diffgrapproaches or carry out empirical studies rénggrihe
construction or usage of DSLs. Several design esaicust be made when building a DSL, but one
important question is whether the DSL will be em&gror internal, since this affects the other atpet
the language. This chapter aims to provide devetopanfronting the internal-external dichotomy with
guidance, through a comparison of the RubyTL araP@loL model transformations languages, which
have been built as an internal DSL and an ext&&4l, respectively. Both languages will first be
introduced, and certain implementation issueshltliscussed. The two languages will then be
compared, and the advantages and disadvantagastoépproach will be shown. Finally, some of the
lessons learned will be presented.

INTRODUCTION

Software applications are normally written for atjgalar activity area or problem domain. When
building software, developers have to confronts@mantic gap between the problem domain and the
conceptual framework provided by the software lagguused to implement the solution. They must
express a solution based on domain concepts usingpnstructs of a general purpose programming
language (GPL), such as Java or C#, which typidedigs to repetitive and error prone code. This
encoding task is considered to be “not very creativnd more or less waste or time”, and existireco
maintenance is difficult (Dmitriev, 2004). Sinceetbarly days of programming, domain-specific
languages (DSLs) have therefore been created alteanative to using GPLs.

DSLs allow solutions to be specified by using cgus®f the problem domain, thus reducing the
semantic gap between them, and thereby improviadygativity and facilitating maintenance, as a
number of studies and case studies report (Weisai&999; Ledeczi, Bakay, Maroti, Volgyesi,
Nordstrom, Sprinkle &Karsai, 2001; Kelly & Tolvame2008; Kosar, Mernik & Carver, 2011). DSLs are
not new (Bentley, 1986), for instance SQL, Pic akigl are well-known examples, but the interest in
them has increased considerably in the last desddehe emergence afodel-driven development
paradigms (“MDA Guide”, 2001; Kelly & Tolvanen, 280Greenfield, Short, Cook & Kent, 2004;
Voelter, 2008), which provide systematic framewdidsthe building and use of DSLs, their core being
meta-modeling.



Model-driven paradigms are based on three bagicipies. Firstly, a software application is palyigbr
totally) described using models, which are higheleabstract specifications, rather than using galel
GPL. Secondly, these models are expressed with BBlch are created by applying meta-modeling (i.e.
the DSL abstract syntax is represented as a metielind hirdly, automation is achieved by means of
model transformations which are able to directlyndiirectly transform models (e.g., DSL progranmi
the final code of the application by creating imediate models. Two kinds of model transformation
languages are therefore needed (Czarnecki & Hek8): model-to-model transformation languages,
which allow us to express how models are mappedmtdels, and model-to-text transformation
languages, which allow us to express how modelsnamped into text (e.g., GPL code). Model-based
technigues can also be applied in software modatiniz tasks, and a third kind of model transforovati
with which to extract models from legacy softwartifacts (e.g., GPL code or a XML document) is then
involved, which is normally called text-to-modehmisformation.

A DSL normally consists of three basic elementstralot syntax, concrete syntax, and semantics. The
abstract syntax expresses the construction ruldseddSL without notational details, that is, the
constructs of the DSL and their relationships. Matadeling provides a good foundation for this
component, but other formalisms such as BNF haae lzéen used over the years. The concrete syntax
defines the notation of the DSL, which is normadiytual or graphical (or a combination of both)efdn
are several approaches for the semantics (Klef@@8)2but it is typically provided by building a
translator to another language (i.e., a compilegrointerpreter.

Several techniques have been proposed for the ingpiation of both textual DSLs (Fowler, 2010;
Mernik, Heering & Sloane, 2005) and graphical D8elly & Tolvanen, 2008; Cook, Jones, Kent &
Wills, 2007). In this work we focus on textual DSlasid particularly consider two kinds or styles
according to the implementation technique usecderaal DSLs and internal DSLs. An external DSL is
typically built by creating a parser that recogsitiee language’s concrete syntax, and then devejami
execution infrastructure if necessary. An intefd8L, however, is implemented on top of a general
purpose language (the host language), and resse&#structure (e.g., concrete syntax, type systed
run-time system), which is extended with domaircejmeconstructs. The DSL is therefore defined gsin
the abstractions provided by the host languagH.ifsar instance, in an object-oriented languagethod
calls can be used to represent keywords of thaubegey Languages with a non-intrusive syntax (e.qg.,
LISP, Smalltalk or Ruby) are well suited for usehast languages.

A number of design decisions must be made wheulibgila DSL, such as those related to its concrete
syntax, how the language semantics is going tcefiaest and in which form (interpreted or compileat),
whether there will be an underlying abstract synkdowever, deciding whether the DSL will be intdrna
or external will have an impact on the other aspetthe language. Making an effective choice betwe
these two options therefore requires a carefuluawi@n of the pros and cons of each alternativeneSo
important aspects that should be evaluated arfollbeiing, which are related to the three elemenita
DSL: abstract and concrete syntaxes, and semdakesutability and optimizations), and to quality
criteria (extensibility and efficiency) and DSL twm (tools for developing DSL and tools for using
DSL).

« Concrete syntax Does the DSL require a specialized syntax? Ihtst language syntax suitable
for the DSL? How much effort is needed to embedXBé& in comparison to building the DSL
from scratch?

« Abstract syntax. In which cases might an abstract syntax be napgssnd in which is it
possible to manage without it? How different iisupport an abstract syntax in each case? This
last issue is related to the following aspect.



» Executability. How much does the host language assist in theueadaility of the DSL? Do we
need to adapt the (internal) DSL to facilitatesitecutability? In which cases is it most
recommended to create an interpreted/compiled Eyef

e Optimizations. Can the execution process be optimized to imptioeefficiency?
» Language extensionHow difficult is it to incorporate new construdtdo the language?

« Integration and library availability . How can an internal/external language facilitategration
with other tools such as editors? Are the librarezgiired available in the chosen host language?

« DSL development tools Are there tools that facilitate the creationrternal/external DSLs?
How much freedom do they offer in the creationha&f anguage? Do these tools support the
aspects identified in this comparison?

» Target audience and usability Does the target audience expect a language vsiplecial
syntax? Are they already used to the host langaggiax?

Over the last few years we have gained some expueri@ developing DSLs for model-driven
environments. Some of these have been built asat®SLs (Sanchez Cuadrado & Garcia Molina,
2007) and others as external DSLs (Diaz, Puenteo¥@ & Garcia Molina, 2011; Canovas & Garcia
Molina, 2009). Notably, we have developed RubyTéar(&ez Cuadrado, Garcia Molina & Menarguez,
2006) and Gra2MoL (Canovas & Garcia Molina, 20@9in¢ernal and external DSLs, respectively.
RubyTL is focused on model-to-model transformatjomisile Gra2MoL is intended to perform text-to-
model transformations that are typically needech@dernization projects to obtain a model-based
representation of source artifacts that are desdrity a grammar. Although each language is focaeed
addressing a specific MDE task, they share twoattiaristics: both are transformation languages éhod
to-model and text-to-model, respectively), and tarthinspired by the ATL transformation language
(Jouault, Allilaire, Bézivin, & Kurtev, 2008) sindmth rely on rule and binding concepts as theinma
constructs, signifying that their execution mechkars are alike. In addition, both languages have a
navigation language, but of a different naturedntecase.

As noted in (Mernik, Heering & Sloane, 2005) thisra shortage of guidelines and experience reports
DSL development. This chapter aims to provide guigavhen confronting the external vs. internal
dichotomy by discussing the design decisions inelwn the creation of RubyTL and Gra2MoL. As both
languages share similar features they provide & stasly with which to compare both approaches, and
what is more, to observe the results (benefitstadbacks) of each approach. Both languages ate fir
introduced, along with an explanation of their coomalities and differences, and some particular
requirements that they have to satisfy. The aspeetdioned above are then discussed in the light of
RubyTL and GraMoL, and finally some lessons learaedpresented.

RUBYTL — AN INTERNAL DSL FOR MODEL-TO-MODEL TRANSFO RMATION

RubyTL was created in 2005, as part of a projeatiated to experiment with model transformation
language features. To this end we planned to lamlextensible model transformation language inrorde
to gain some experience in model transformatioguages and devise new features. A rapid and fexibl
implementation was therefore needed, and this h&sain factor involved in our decision to implernen
this language as an internal DSL in Ruby.

During the first versions of RubyTL, several exiens were implemented, and their usefulness was
tested by building transformations that put therprictice. The language later proved to be usefal a
normal transformation language, and not only fgregdmentation purposes, so some of the extensions



were selected and added to the stable versioredatiyuage. RubyTL will now be introduced by means
of an example, and some implementation notes areptovided.

Language description

RubyTL is a hybrid model-to-model transformationgaage, meaning that it provides both declarative
and imperative constructs with which to write tfansation definitions. The declarative part is imeg

by ATL, which is based on the rule and binding apts. Rules establish mappings between a source
meta-model type and a target meta-model type, vehidinding is a special kind of assignment that
establishes a correspondence between a sourciebtpes and a target type feature. As will be shawn
binding is resolved by a rule. Interestingly, thgerative part of RubyTL is reused from Ruby faefr
(i.e., any Ruby construct is valid in RubyTL).

Figure 1. RubyTL Transformation example. (a) Sourcelava metamodel. (b) Excerpt of the UML metamodelansidered
in the example. (¢) RubyTL transformation definition.

We shall illustrate the language by using an exartit transforms Java code represented as a model
into a UML model. Figure 1a shows the source Jastarmodel, while Figure 1b shows an excerpt of the
target UML meta-model. The source meta-model remtsslava classeSldss metaclass) along with

their methodsriethods reference) and fieldsidids reference), while the target meta-model represents
UML classes¢lass metaclass) and their properties{edAttribute  reference). The piece of code

listed in Figure 1c is the RubyTL model transforimafor this example, in which every Java class is
transformed into a UML class, and whenever sudass@ontains getinstance  method, it is

considered as a singleton class. Java class fieddadditionally transformed into UML class projesi

and a property is marked as read-only when theme imethod in the class, following the Java coreent
for setting attributes.

The transformation has two rulgsjaclass2class andfield2property . As can be seen, a rule has a
from part in which the source element metaclass isifgpgicato part in which the target element
metaclass is specified, anehapping part in which the relationships between the soarmktarget model
elements are specified. These relationships aneeespd either in a declarative style through atas
bindings or in an imperative style using Ruby camss. It is worth noting that both bindings andoiRu
constructs can be mixed.

In the example, the first rule is of “top” typegsifying that it is applied to each instance of
Java:Class . Applying a rule means creating the target elemegticlass and executing its mapping
part. The second rule will be executed lazilyhia sense that it will be invoked only if it is neddo
resolve a binding.

A binding is an assignment in the fotarget.property = source-expressigrheresource-expressiois a
Ruby expression whose result is either an elemeatollection of elements belonging to the source
model. When a binding is evaluated, if the rightidhaide type is different from the left-hand siged, a
rule whose source typeédm part) conforms to the right-hand type and whosgetatype (o part)
conforms to the left-hand type is looked up. Ifiduthe rule is applied using the right-hand sigdenent
of the binding as the source element, and the ttetgment obtained is assigned to the target prpper
For example, theml_class.ownedAttribute = java_class fields (line 6) binding is resolved with
thefield2property rule.

As can be seen, it is possible to write imperativge in a rule (lines 7-9) using the regular Ruoytax.
In this respect, all of Ruby’s features and likearare available. For instance, lines 7 and 19 msdef
the Ruby collection library to navigate models m@CL-like style, and line 20 uses built-in regular



expressions. It is worth noting that these feataregprovided free because RubyTL is a Ruby interna
DSL, and provides developers with a means to tamideplex transformations when the declarative style
is not sufficient.

Implementation issues

The specific technigues used to implement an iatdd$L depend on the paradigm the host language
belongs to. In this case, as Ruby is a dynamiccblgjgented language, the aspects commented on as
follows are more amenable to be applicable tokimd of languages.

At the concrete syntax level, the basic implemémaiechnique was to identify the language keywords
(e.g.,rule , from , to ) and to map each keyword into a method, with penmore parameters. For
instance, theule “keyword-method” takes the name of the rule asrampater. A nested structure of the
language was also mapped into a code block, whashpassed as an implicit parameter to the
corresponding keyword-method. For instance, theehds of a ruleffom , to , mapping ) are enclosed
within a code blockdo — end), which would be a second parameter ofrtite  keyword-method.
Precise details of this technique can be foun&&m¢hez Cuadrado & Garcia Molina, 2009).

An internal DSL may use an underlying abstractaymbhodel, which is created as a result of evalgatin
the keyword-methods, and this is in some way evetlafterwards. In (Fowler, 2010), the creation of
this semantic model is considered essential if-deligned DSLs are to be obtained. The alternative
would be to perform actions while the keyword-methare evaluated (much in the style of syntax-
directed translation (Aho & Ullman, 1977)). Rubylikes a mixed approach, in which an abstract syntax
model is obtained while keyword-methods are beirajuated, but with the distinguishing feature that,
for themappingkeyword, the corresponding code block is capttodate executed later, as we shall
explain below. This is done by allowing the abstsamtax of RubyTL point to the runtime Ruby object
which represents the mapping code block.

With regard to the execution strategy, the tramsfdion definition (represented by its abstract aynt
model) is evaluated by the RubyTL interpreter.dotfthe classes that represent the abstract syntax
include methods with which to perform the evaluatiBor instance, in order to start the transforomata
method calle@dxecute_at_top_level is called for each top rule object. It appliesthle to all instances
of the corresponding source type specified iffrds part, thus creating an instance of the target type
specified in theo part and executing thmappingpart which has been captured as a code block. It i
interesting to note that the execution of the daldek is left to the Ruby interpreter. Since thatemt of
the code block is out of the control of the Rubyifiterpreter (i.e., it is regular Ruby code), thieef that
a rule is invoked in order to resolve a bindinthiss achieved by overloading the assignment operato
such a way as to search for the correct rule tsfoam the right-hand side part of the binding gresient
into the left-hand side part. This technique makpsssible to leave the evaluation of expressants
imperative code to the Ruby interpreter, while kegphe transformation algorithm under control.

Finally, an important concern if a model transfotioralanguage is to become mainstream is its
interoperability with other tools. At the time oéekloping RubyTL, Ecore/EMF was (and still is) the
most frequently used meta-modeling framewaork, bigt written in Java, which hindered its use with
RubyTL. Thus, when RubyTL began to be used by dgezk outside our team, interoperability became
more important, and we therefore had to createcameecompatible framework in Ruby. To this end we
joined the RMOF project (http://rmof.rubyforge.orghd integrated RMOF with RubyTL to achieve
interoperability with Ecore/EMF.



GRA2MOL — AN EXTERNAL DSL FOR TEXT-TO-MODEL TRANSFO RMATION

In the context of a Struts-to-JSF migration projeatk in 2007, we needed to obtain models from some
existing Java code in order to apply a model-drivexdlernization process. Extracting models from GPL
source code requires establishing a mapping beteleements of a grammar and elements of a target
meta-model. Implementing this mapping involvesnistee tree traversals in order to resolve refergnce
that is, transforming the identifier-based impligiferences between elements of the syntax tree int
explicit references between model elements. Beamnimgind our previous experience, we decided to
build a DSL, called Gra2MoL, which was tailorediie model extraction problem as an alternative to
implementing ad-hoc parsers. The two main choicdle design of Gra2MoL were: providing a query
language that was specially adapted to traversearidve information from syntax trees, and allogvi

the grammar—meta-model bridge to be expressedRirbgTL-style. Gra2MoL is in fact a text-to-model
transformation language with which to extract medesm any kind of artifact conforming to a grammar
To the best of our knowledge, Gra2MoL is the fiesiguage that uses a rule-based transformation
approach for this type of problems.

From our experience in developing RubyTL, we detiteimplement Gra2MoL as an external DSL
owing to the complexity of the query language acalability concerns, as will be commented on later.
Gra2MolL and its query language will now be introgldidy means of an example, and some
implementation issues are then commented on.

Language description

Gra2Mol is a rule-based transformation languagbérstyle of RubyTL, but with two important
differences: i) the source element of a rule iseagnar element rather than a meta-model elemeni)and
the navigation through the source code is expresgedquery language that is specific to syntagsre
rather than an OCL-like language (which would regjuiriting complex and large navigation chains,
since its objective is to traverse regular models).

Throughout this section we shall use an exampteder to illustrate the syntax and semantics of the
language. The example could be part of model-dnwedernization process of a Java system, where the
first step would be to obtain Java models from Jauace code. These Java models could later be the
input of a model-to-model transformation, suchheg presented previously for RubyTL.

Figure 2a shows an excerpt of the Java grammaid=esl in the example, whereas the Java meta-model
has already been presented in Figure 1a. The gramnemasents classasagsDeclaration rule) and

their corresponding bodiesigssBody rule), which can include several declarationsnfberDecl rule).

In this example we shall deal solely with methodlaetions fethodDeclaration  rule). The

corresponding Gra2MoL transformation in this exagriplcomposed of two rules, which are shown in
Figure 2b.

Figure 2. Gra2MoL transformation example. (a) Except of the Java grammar considered in this examplgb) Gra2MoL
transformation definition.

As can be observed, a Gra2Mol rule has a struethieh is very similar to that defined for RubyTL. A
Gra2Mol rule is composed @bm , to , queries andmappings parts. Therom part specifies the source
grammar element and declares a variable that eibdund to a syntax node element when the rule is
applied. Thao part specifies the target type. Tdweries part contains a set of query expressions that
allow information to be retrieved from the synteset representing the source code. Finallyptigings
part contains a set of bindings with which to alitie the features of the target meta-model element
Unlike RubyTL, in which Ruby imperative code canvadtten along with the bindings, in Gra2MoL
only binding constructs can be used in this part.



Like the RubyTL example, the first rule of the exdenis of the “top” type, which means that it is
executed for every element of ftem type, and its bindings will yield the executionather rules. The
execution of a Gra2MoL transformation is therefalso driven by the bindings, whose syntax and
semantics are similar to those previously explafioedRubyTL. In Gra2MoL, the type of the source
expression can be a literal value or one or manéagytree elements. Like RubyTL, when a binding is
evaluated, if the right-hand side type is differieain the left-hand side type, a rule whose sotype

(from part) conforms to the right-hand type and whosgetatype o part) conforms to the left-hand type
is looked up. Whenever a rule is found, it is aggblio the right-hand side element of the binding as
source element, and the target element obtaineskigned to the left-hand side property.

In the example, thereateClass  rule starts the transformation. This rule defifesrapping between
the classDeclaration grammar element and tlass metaclass, that is, it creates an instance of the
Class metaclass from evetjassDeclaration node in the syntax tree representing the sourde.ckhe
queries part of the rule includes one query which colledtshe method declarations of the class. The
syntax and semantics of the query language withpgained in the following section. On the othendha
the mappings part of theeateClass  rule initializes the features of the target elem&he first mapping
sets the name attribute with the value obtaineah faocessing theassid  leaf of the tree node matched
by the rule ¢d variable). The second binding, whose right-hade gart is the result of thes query, is
resolved by looking up and executing a conforming.rin this case, the conforming rule is the
createMethod  rule, which is executed for each result node ofhthiguery, and it only assigns the (a
leaf node with a string value) to the name of trethod. The element created by the rule will be ddde
themethods reference.

The query language
One distinguishing feature of Gra2MolL is its stuwetshy language inspired by XPath (XPath, 2011). |

is tailored to navigate syntax trees in as simpd@mer, thus avoiding the need to define every rediag
step by using XPath-like operators.

A query in Gra2MoL consists of a sequence of quggrations, each of which includes four elements: a
operator, a node type, a filter expression (optjcerad an access expression (optional). Therehage t
types of operators:, // and/i/ . The/ operator returns the immediate children of a renukis similar

to dot-notation (e.g., in OCL). The and// operators permit the traversal of all the nodédohin

(direct and indirect), thus retrieving all nodesadafiven type. The/ operator searches the syntax tree in
a recursive manner, whereas the // operator ontghma the nodes whose depth is less than or egjual t
the depth of the first matched node. These twoaipes allow us to ignore intermediate superfluous
nodes, thus making the query definition easiecesinspecifies what kind of node must be matched,

not how to reach it, in a structure-shy manner. #bperator is used to indicate the type of root saxfe
the query result and must be associated with odealy one query operation.

As an example, the rubgeateClass  uses the quenyd//#methodDeclaration , Which collects all the
methodDeclaration 'S children (direct and indirect) of the node regmeted by thed variable, which is a
classDeclaration node. The same query expressed in the expressigndge provided by RubyTL
(i.e., an OCL-like language) is as follows:



# Given a node “ClassDeclaration” namedncd
ifncd.classBody.classBodyDeclaration == nil

a

else
ncd.classBody.classBodyDeclaration.
select { |decl| decl.kind_of?(MemberDcl) }.
select {{member| member.kind_of?(MemberDeclarat ion) }
end

It is worth noting how the clarity, legibility armbnciseness are improved, because this query lgagsa
better suited to this domain (text-to-model transfation) than an OCL-like language (which is more
general) like that provided by RubyTL.

Implementation issues

As previously explained, although RubyTL and Gra2MNhave a similar syntax, the latter was
implemented as an external DSL, principally tolfeate the implementation of the query language tand
improve the scalability. The concrete syntax ofltreyuage was therefore defined with a gramman(fro
which we built the parser of the language), thimmhg us to tune the syntax more easily.

Gra2MolL uses abstract syntax models to represamsfsrmation definitions. These models were initial
obtained by using an ANTLR-based parser with artiorta (i.e., actions) in the language grammar. Once
a first prototype of the language had been obtawedlefined a kind of bootstrap process with whah
obtain abstract syntax models from textual tramsé&dion definitions, since Gra2MoL can actually be
used to extract models from any text conforming ggammar. This process receives as inputs the
grammar of the language, the abstract syntax meteinthe transformation definition and the Gra2MoL
transformation definition, and outputs are the raastsyntax model corresponding to the transfonati
definition of interest.

Regarding the language execution, the Gra2MoL engikecutes transformation definitions in three
phases. In the first phase, the source grammaitasretically annotated in order to generate a panse
is able to create a concrete syntax tree fromdhece code. This syntax tree is later used to dzdbe
queries. In the second phase, the bootstrap probéssis the abstract syntax model from the textual
transformation definition, as indicated above. Thimel is eventually used in the third phase by an
interpreter that executes the transformation riidsile the rules are applied, the queries are also
interpreted and executed through the use of thexsyree obtained in the first phase. As a reduh®
transformation execution, the interpreter genertdtesnodel extracted from the source code accoitding
the transformation rules.

Besides the execution engine, we also developé&ttise plug-in that incorporates some development
tools which facilitate the definition of new transhations (e.g., language-specific text editor wightax
highlighting and formatting, outline view, etc).

The language also incorporates an extension mesthamhich allows new operators to be added to the
rules, particularly in the queries and mappingssp&hen developing new operators, it is necedsary
provide both their functionality and a simple synt8ince Gra2MoL has been developed in Java, the
functionality of new operators must be implemerigdising the extension framework provided by the
language. With regard to the syntax for the newatpes, in order to avoid having to modify the
grammar of Gra2MoL for each new extension,dktkeyword allows the new operator to be referenced
by name. For instance,digestName is an extension that deals with string valueis, ftossible to write
name = ext digestName(“some name”)



COMPARISON OF RUBYTL AND GRAZMOL

Deciding whether to create a language as an idterrem external DSL is a key decision since ieeff§

the other decisions involved in the process oftargahe DSL, and more importantly, it may deterenin

its success. This is for several reasons. Firatlgthe freedom to define the desired concretéasyis

very different in each case. Secondly, as we slatiment on later, the user perception of the DSL is
typically different when it is internal or extern&inally, once the decision has been made, ibisasy

to change to the other option since the implememtatf most components of the languages is depénden
on choice.

As mentioned previously, during the last few yeaeshave gained some experience in developing both
internal and external DSLs, learning a few lessdasg the way. In this section we compare RubyTd. an
Gra2MoL with the series of aspects presented iintineductory section. These aspects should bentake
into account in order to make an informed choieesell on the knowledge of the trade-offs of each
approach with regard to the problem that is betidy@ssed. The decisions made when building RubyTL
and Gra2MoL are reviewed below in the light of thaspects and with the perspective of time.

Concrete syntax

The concrete syntax required for the DSL is propable of the main aspects that should be born idmi
because it is the front-end to the end-user. mrdspect, if it must take on a certain shape, (@ well-
known syntax for a certain target community) thes definition of an external DSL is generally
recommended, since making the language internbbwnly be possible if the selected host language
permits a suitable syntax. Languages with a namsite syntax, such as Ruby, Smalltalk, Lisp or
Haskell are therefore more likely to be used as languages. However, the definition of an external
DSL signifies that a grammar must be defined fromateh, which in most cases involves some extra
work to define common language constructs suchxpiessions.

RubyTL did not require a very specialized syntaay(ind object-oriented manipulation in order to
navigate models and write imperative code), ortieowords, the host language syntax was suitable
since the concrete syntax that we attained wagmrffly close to ATL and OCL, in the sense thdyan
few lexical variations were introduced (e.g., bsagther than parenthesis to denote the body of an
iterator). However, in the case of Gra2MoL a cotesyntax close to XPath for the query language was
required, as it was clear to us that an XPathdikgax was suitable for the task that Gra2MoL was
intended for. This kind of concrete syntax is imgel difficult to achieve in an object-orienteddaage,
and this was one of the reasons why we decidetdpteiment Gra2MoL as an external DSL.

Abstract syntax

Using an abstract syntax model as the internaksgmtation is recommended when the compilation or
evaluation of the DSL is not straightforward, ahid inot possible to use syntax-directed evaluafidiis
was the case of both RubyTL and Gra2MoL in whighrille evaluation was sufficiently complex to
require an abstract syntax to guide the interpréteexplained previously, in RubyTL the abstracttax
model only covered the transformation-specific péetg., rules), which refer at runtime to Rubyeod
blocks. This can be seen as interleaving the Rbbtract syntax with a domain-specific abstractaynt
The Gra2MoL abstract syntax, however, was biggdrraare complex as it had to cover all language
features (e.g., rules and query expressions) iardad it to be later fully evaluated by the langaa
interpreter.

Executability

The executability aspect is closely related todeeision to implement a compiler or an interprelter.
both cases it is possible to make the DSL intetmaljn our experience the maximum gain is obtaimgd



creating an interpreter since the runtime infragtre of the host language can be reused. Thiisase
of RubyTL, in which the interpreter is very simplecause it only deals with rule scheduling, while t
rest of the execution is supported by Ruby itdelthis respect, there is a range of options when
designing the language, from a so-called fluent @&®wler, 2010) to more complex approaches like
RubyTL. As regards Gra2MoL, there is ho generappae language with built-in configurable support
for XPath-like queries, and we could not therefsgek support from an existing execution infrastrmect
for Gra2MoL.

Optimizations

A typical limitation of internal DSLs is that it difficult to implement domain-specific optimizatis, and
what is more, tweaking the host language to oliteitain syntax may involve performance penaltieis as
the case of RubyTL (e.g., meta-programming trick&ctv facilitate implementation at the cost of slogi
down execution time). When fine-tuning is requirétn an external DSL is the best option because
developers can control the execution process.ishie case of Gra2MoL, in which we were able to
boost the query execution performance. Relatedisagsue, a typical limitation of RubyTL
transformations is that the abstract syntax moaehot be manipulated by another transformation @.e
higher-order transformation, also known as HOT)abee it is a “mixed” abstract syntax model, as we
have already explained. This has forced RubyTLas®Emove to ATL when they wish to use HOT
technigues (including the developer of RubyTL hilf)se

When dealing with external DSLs, building an intetpr or a compiler requires a great implementation
effort because developers must provide the exatggmantics for each language construct. Howetver, i
allows developers to tune the execution process@improve some features such as error control or
performance. In our experience, the developmeanadhterpreter is usually simpler than that of a
compiler since developers do not have to defindgrtreslation to a low-level language, and the
debugging and testing of the language is facilitatdthough at the cost of a loss of performance.

Language extensions

Incorporating language extensions as they are déeabdlny language users could be thought of as being
easier in internal DSLs (particularly when the Hagguage is a dynamic language) than in external
DSLs, where an extension could imply making in-tegitanges to the language. However, in our
experience this largely depends on the kind ofresite and what parts of the language must be cldange
(i.e., syntax or semantics). From a general pdintew, external DSLs are usually easier to adaptew
concrete syntax requirements whereas internal Rfatly depend on how well the extension fits into
the host language. As an example, Gra2MoL was dgtkto support a kind of rule called “skip” which
has its correspondence in RubyTL in the fornomd-to-manymappings. From an implementation point
of view, the extension was easier to implementuby L because it was easy to integrate it intocthre

of the language (i.e., the semantics), leaving rab8te evaluation to the Ruby interpreter itskitead,

in Gra2MolL parts of the interpreter had to be réen. However, we were forced to make the concrete
syntax fit into Ruby, while the Gra2MoL designedhhe opportunity to choose the most appropriate
one.

Integration

Integration with other tools can be a decisivedaaiepending on the purpose of the DSL. In our
experience this issue is not, in general, infludnmgethe internal/external dichotomy, but by the
availability of the libraries required in a giverogramming language. This issue is clearly illustian
the case of RubyTL. In the first versions we use@arly version of RMOF, a Ruby meta-modeling
framework, in order to be able to read/write modieXMI format. However, as the language became
more stable, some users required a better integratith Ecore/EMF (the widest used modeling



framework). This forced us to practically re-impkemt RMOF to achieve a proper compatibility.
Moreover, and despite our efforts, we never obthmperformance that was comparable to that of EMF
in terms of execution time and memory consumption.

In some respects, the decision to implement Gra2Malava was influenced by this experience, sihce i
was clear that Gra2MoL should take advantage oéfiwing Eclipse modeling tools. In particular,
Gra2MolL uses the EMF modeling framework to managedeats and the CDO framework (CDO, 2012)
to be able to store large models, since extractedeis are normally large. Moreover, since it istten in
Java (and probably as an external DSL) Gra2Molbleas proposed to become part of the MoDisco
project (http://eclipse.org/MoDisco/). On the othand, an alternative would have been to use JRuby
(Ruby for the JVM), but at that time it was notstable as it is now.

Another side of this aspect is integration with GPIn the case of an internal DSL, this is giverthzy

very nature of the approach. In an external DSis, fimctionality usually has to be created in arhad
manner. As explained previously, Gra2MoL featureseghanism with which to add language extensions
written in Java, which can be seen as a form efjirsttion with a GPL. Some language workbenches,
such as MPS, currently provide automatic supparttis (Jetbrains, 2011).

Usability

Regarding usability, one important aspect to carsislIDE support. IDEs providing features such as
syntax highlighting, code folding, auto-completiancheat sheets are currently common for GPLs. An
internal DSL not only inherits the host languade&tures, but it is also possible to take advantdge
some features that are available in existing IOfgHe host language. For instance, features ssich a
syntax highlighting and code folding are straightfard to reuse, while providing auto-completiondzhs
on the domain constructs is complicated to implerbenause it implies dealing with the whole grammar
of the host language. On the other hand, exteamgiuages usually require the development of an IDE
from scratch. However, it is currently possibldéake advantage of tools such as such as xText {xTex
2011), TCS (Jouault et al., 2006) or Spoofax (Katssser, 2010) to create IDEs for textual external
languages including some advanced features (grdashighlighting, auto-completion and code
folding).

RubyTL features an Eclipse-based IDE built on tbBRDT (an extension of Eclipse for Ruby). We
extended RDT with a functionality that was spedifidcRubyTL. Thus, with a limited effort we attained
an editor with syntax highlighting, error and waugpimarkers, program launchers, and a console with
hyperlinks to navigate to source files when ergppeared. Figure 3 shows a screenshot of the RubyTL
IDE. Building a similar environment for Gra2MoL wexd too costly with similar resources since there
were no mature tools to create IDEs at the momeaéeeloping the IDE and everything had to be built
from scratch. However, the Gra2MoL IDE does incoap® some language-specific features such as code
completion, which would be too expensive to adthoRubyTL environment because it would require
computing type information that is not staticallsadable in a dynamic language like Ruby. Figure 4
shows a screenshot of the Gra2MoL IDE. The alteraatould have been to alter the Ruby grammar to
consider RubyTL specific constructs, but then itildono longer have been an internal DSL.

Figure 3. RubyTL IDE.

Figure 4. Gra2MoL IDE.

Target audience

Another aspect of usability is the target audiedsewe have already discussed, if the syntax erpdoy
the users cannot be emulated by the host langtlegean external DSL is the only choice. Another



important aspect that must be considered beforesihg the internal option is whether the target
audience is used to the host language, and ifni@tther they will reject the language because illies
learning a new general purpose language. In owreqce, DSL users tend to perceive that an interna
DSL is more complicated to learn because it imgkesning a new general purpose language, even when
it is sufficient to learn only a part of the hoshguage. For instance, in RubyTL it is not necedsar

learn about Ruby classes, instance variables,aetd.it is sufficient to learn the Ruby collectidrary to
navigate models. However, we have witnessed threatsusnd to be reluctant to use RubyTL because of
this. Thus, if it is possible the target audiendkfeel intimidated by the internal approach, asieenal

DSL is recommended. On the other hand, the freaaftened by an external DSL to shape its syntax may
also cause language users to request certain gotsstinat are common in other languages. For instan
Gra2MoL syntax was criticized by users who weredusedefining model transformations with ATL and
RubyTL because thieom variable was not in the same place in the ruléagaiion.

Tooling

Finally, the availability and appropriateness aflsowith which to create the DSL must be considered
Regular editors or environments are sufficientfi@ development of an internal DSL. In the case of
external DSLs, it is possible to seek support ftoais like xText or Spoofax, which in turn incorpte
tools with which to define the corresponding IDE,cammented on previously. In the case of Gra2MolL,
we could not use these tools since their matueitgll was low. We therefore decided to implement the
language from scratch and to later apply the bagptng process commented on before, which proved
that the language could also be used to definer@itBSLs. However, if we decided to develop a new
external DSL, we would use this kind of tools teethe development process and the creation of the
corresponding IDE

Evaluation and lessons learned

Our experience with RubyTL signified that when veeided to build Gra2MoL, we already had some
insight into those situations in which making a D8lernal was not a good idea. We had learnedrhat
an internal DSL the concrete syntax was somewimdidd, but over all it was a must for Gra2MoL t@us
EMF to deal with large models, and this framewarknly available in Java. The fact is that thedlilas
required for a given DSL are more likely to be &adale for mainstream programming languages (e.g.,
Java, C++) than for languages that are suitablafernal DSLs (e.g., Ruby, Smalltalk, LISP). This
situation is currently changing with languages thaiil top of the JVM and CLR such as JRuby (JRuby,
2012), Clojure (Clojure 2012) or Scala (Scala, 2012

The comparison above provides further insight wlhich is the best choice in each case. It would bés
interesting to compare the implementation efforé dve made this comparison using two kinds of
metrics. We have first applied a set of metricshogrammars of RubyTL and Gra2MoL with the aim of
understanding their characteristics. We have theasored the number of lines of code (LOCs) involved
in the implementation of each language.

We shall measure the languages by using classkinlasn (Power &Malloy, 2004), namelyERM VAR

MCC andHAL, which will allow us to obtain a brief descriptiofithe grammar complexity. We shall
additionally use theRS, LTPS, LAT/LRS andSS metrics proposed irC¢epinsek, Kosar, Mernik,

Cervelle, Forax & Roussel, 2010), which will allas to provide a better characterization of each
language. For the sake of concreteness, we shalletail each metric, but simply discuss their niegin
with regard to RubyTL and Gra2MoL. Interestinglyete is no actual RubyTL grammar but as an
internal DSL it programmatically inherits and “emtis” the one from Ruby (i.e., grammar productions
are not added by using “keyword-methods” as has bgplained). Therefore, we have applied the
metrics to Ruby, but for analysis purposes we les@ manually enriched the Ruby grammar to consider
RubyTL constructs.



Table 1 shows the results obtained, along withief bxplanation of each metric. The RubyTL column
contains the values for the enriched Ruby gramarat,also indicates the variation regarding the Ruby
values in a percentage. The results for Gra2Moarbjlelenote its condition as a DSL: low valuesiixl,
LRS andLTPS metrics. On the other hand, the interpretatiothefvalues for RubyTL is actually difficult
because, as a Ruby internal DSL, the languageiiahiee characteristics from this host language.
However, we can analyze how RubyTL alters the megsults. For instance, although the complexity of
the Ruby grammar is slightly increased (s@¢ andLRS values), the resulting internal language is
actually easier to learn according to tha&/LRs value. Upon considering the different nature ahbo
DSLs, if both languages are compared, Gra2MolLedarty simpler than RubyTL (sé®AL andLRS
values). However, the low value I0AT/LRS, along with a high verbosity (s&S value), denotes that
RubyTL is easier to learn than Gra2MoL, whose qlemguage format may influence this metric.

Metric Explanation Gra2MoL Ruby RubyTL
TERM Number of grammar terminals 71 88 108 (+23%)
VAR Number of grammar nc-terminals 32 83 99 (+19 %
Mcabe Cyclomatic Complexity: Effort for
MCC grammar testing and more potential parsing 3.4 261 2.37 (-9%)
conflicts
HAL Designer effort to understand the grammar 36.86 4464, | 62.69 (+15%
LRS Grammar complexity independent of its size 5 13474| 14.21 (+5%)
LTPS Indicate languag type. GPL > 100 334 320( 3521 (+22%
LAT/LRS Fac_ility to learn the language. Lower value|is 0.28 0.26 0.21 (-19%)
easier to learn.
SS Verbosity of thilanguag 1 1.47 1.8 (+22%

Table 1.Metric results for Gra2MoL, Ruby and RubyTL

Table 2 summarizes the LOCs written to implemeetdbncrete syntax, the core of the interpreter, and
support libraries (e.g., integration with the mankglframework), and Figure 4 shows the percentdge o
implementation devoted to each of the componetegsse bear in mind that it is expected that theesam
functionality in Ruby takes a few less LOCs.

RubyTL Gra2MoL
Concrete syntax 331 781 (194 + 587)
Interpreter 1489 5133
Rule engin 1127 741
Expressions 362 4392
Model manager 737 933
Modeling framework 2187 -
Total 4744 6847

Table 2. Lines of code (without comments and blanknes) involved in RubyTL and Gra2MoL

Figure 5. LOC distribution for each DSL component ketween RubyTL and Gra2MoL.

As expected, the effort involved in defining thencete syntax is less for RubyTL, and more so if we
consider that the LOCs for RubyTL are just plairbiRaode, while for Gra2MoL it involves the grammar
(194 LOCs) and the Gra2MoL bootstrapping transfaiona587 LOCS). The interpreter is split into two
parts: the rule engine and the expression evalubbe rule engine has a similar complexity in both
RubyTL and Gra2MoL (there are more LOCs for RubyEcause it includes a modularity mechanism
that is not present in Gra2MoL (Sanchez Cuadrad&afcia Molina, 2010). The expression evaluator
requires almost no code in RubyTL since it is darimal DSL, only some tweaks to overload the
assignment operator for bindings. However, it imeslmuch more effort in Gra2MoL as it was



developed from scratch. The model managers persanitar tasks in both cases, so they have similar
LOCs.

As explained previously, RubyTL necessitated tleation of a modeling framework that was compatible
with Ecore/EMF in Ruby, called RMOF. The efforta&ating this framework is comparable to that of
creating RubyTL itself. What is more, it could tha reused for Gra2MoL owing to the lack of effiggn
with regard to EMF.

A first conclusion that can be drawn from these snees, is that the cost of building RubyTL is
approximately half that of Gra2MoL, with the addital benefit that RubyTL has more features than
Gra2Mol, in the sense that it provides the podgiif using Ruby features seamlessly (e.g., imjpera
constructs, regular expressions). However, if RM©faken into account then the total effort is milf
we had realized sooner that libraries and integmatiere such important issues, then we would have
probably chosen to implement RubyTL as an extdd&ll. On the other hand, it is true that we were abl
to modify and experiment with RubyTL really quickiyhich provided benefits since it allowed us to
devise new transformation mechanisms (Sanchez @dad Garcia Molina, 2010).

Another conclusion is that an internal approachesakore sense if the runtime infrastructure ohibt
language can be reused, as was the case of Rulbli€lcost of building an internal DSL that does not
delegate on the host language for execution fiwglding a complete abstract syntax model) would be
equivalent to the external approach. As can berabdethe LOCs of both rule engines and model
managers are alike, but the difference is that mibte implementation effort of Gra2MoL was in the
guery engine. The RubyTL interpreter was, in cattrauch simpler because it only dealt with the rul
engine.

With regard to IDE support, if having domain-specissistance in the DSL editor is important then t
external DSL approach is the best choice, and swmrghen taking into account the existence of tools
like xText, TCS or Spoofax.

Finally, regarding the target audience and the tiglof the language, it is our opinion that inisre
difficult to engage users in an internal DSL thareaternal DSL when they do not already know th&t ho
language. This can be an insurmountable obstathetadoption of the language. Thus, if your target
audience does not have some expertise in thedmagidge, then it is better to choose the external
approach.

RELATED WORK

The comparison presented in this chapter can beereto other works that report on DSL
implementation and design techniques, in additbowdrks that describe DSLs for writing model
transformations with similarities to RubyTL and @GkéoL.

With regard to DSL techniques, Spinellis (Spine#6801) identifies several design patterns thatbean
applied in the design and implementation of tex@Ls. These patterns tackle some recurrent prablem
that occur when dealing with DSLs, such as comjpos#énd specialization, and several DSL examples
are given for each pattern. This work was extendéMernik, Heering & Sloane, 2005), in which the
patterns are organized according to the phasé&iD$L development process: decision, analysisgules
and implementation. In (Czarnecki, Donnell & TaR@04) static meta-programming techniques applied
to building internal DSLs in C++, OCaml, and Hasket compared. In (Fowler, 2010) many topics
related to the design and implementation of battrival and external DSLs are discussed. Finallg, it
worth noting that in some works such as (Hudak6)®®&ernal DSLs are referred to as embedded DSLs.
The term embedded DSL is currently also used tr tefthose DSLs created with language workbenches



that provide seamless composition of heterogenB@Ls (Jetbrains, 2011; Kats & Visser, 2010), teat i
heterogeneous embedding. In contrast an internali®& homogenous embedding, as the host language
itself is used for implementing DSL.

Some works have carried out empirical studies fiferent implementation approaches. In (Kosar,
Martinez-Lopez, Barrientos & Mernik, 2008), the satextual DSL is implemented with several
approaches. Some conclusions are of interestaahiapter: i) When using effective lines of code
(eLOC) as a metric, the internal approach was tbst eifficient way in which to implement DSLs; ifjet
original notation was hard to achieve in the cdg¢b@internal approach and iii) error reportinglan
debugging was unsatisfactory for the internal appino Another kind of experiment has been carrigd ou
in (Hermann, Pinzger & Deursen, 2009), in whichdhm was to find the factors contributing to the
success of a DSL, and the authors elaborated aystoyvmeasure the success of the ACA-NET DSL
amongst users of 30 projects all around the wéiddtors such as usability, learnability, expressees,
and reduction of the development costs are presgestéactors for DSL success, and some lessons
learned are discussed.

On the other hand, in the last few years severakDfave been created for purposes similar to that o
RubyTL and Gra2MoL. Some of these are revieweat®as in order to highlight the variety of
decisions that can be made. As acknowledged byr(€zki & Helsen, 2006) a diversity of model-
transformation languages currently exists. In paldr, ATL (Jouault, Allilaire, Bézivin & Kurtev,@8)

is the most similar to RubyTL with regard to itsremtics. It is an external DSL, whose concreteasynt
has been built with TCS (Jouault et al., 2006). &kecutability aspect is covered with a compilendr
ATL to a dedicated virtual machine. It also featuad IDE that is similar to RubyTL, but auto-
completion has recently been added to it. A corsparbetween the implementations of ATL and
RubyTL can be found in (Sanchez Cuadrado & Garaérd, 2007). SiTra (Akehurst, Bordbar, Evans,
Howells & McDonald-Maier, 2007) is a model transf@tion language built as an internal DSL in Java.
It has mechanisms for defining rules that are iiiglsted as Java classes. However, as Java does not
have a non-intrusive syntax, it could be considéodae simply an API. A similar approach is taken f
program transformation in Kiama (Sloane, Kats &¥rs2011). However, in this case the host language
is Scala, which permits a more flexible syntaxs lvorth noting that neither SiTra nor Kiama prasdn
adapted IDE or specialized error control support.

Gra2Mol is related to languages that deal with gnambased artifacts. Examples of those languages ar
the Silver attribute grammar system (Wyk, Bodin &352010) and TXL (Cordy, 2006). In both cases, a
command-line compiler is the tool front-end, andDE& support is available. The LISA system is an
example of grammar system that assists in gengrBt8Ls as well as their associated IDEs (Henriques,
et al., 2005). The Spoofax (Kats &Visser, 2010)iemment is a language workbench for Eclipse that
uses the Stratego program transformation systeta esre. In addition to basic features such asasyn
highlighting, it enables more complex features saghuto-completion.

CONCLUSION

In this chapter we have discussed the advantagedisadvantages of making a DSL internal or externa
with the aim of providing developers who have tafcont this question with guidance when beginning
the development of a DSL. To this end, we have @etphRubyTL and Gra2MoL, two transformation
languages built using the internal and externat@aogh respectively.

Both RubyTL and Gra2MoL have now been in use foess years, and some of the expectations of
them have been satisfied, while others have notb®lleve that choosing the internal or the external
implementation technique has had a direct influeoesummarize the lessons learned during this, time
an internal DSL is a good choice when the hostdagg can support the DSL syntax seamlessly, there



are no st.rong performance constraints, the hagukge runtime infrastructure can be heavily reused
and the target audience knows the host languagd lerast, is not reluctant to learn it. In theestbases,
we believe that an external DSL will be a betteiap
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