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ABSTRACT 

This paper presents a method named Depth-Assisted Rectification 

of Contours (DARC) for detection and pose estimation of texture-
less planar objects using RGB-D cameras. It consists in matching 

contours extracted from the current image to previously acquired 

template contours. In order to achieve invariance to rotation, scale 
and perspective distortions, a rectified representation of the 

contours is obtained using the available depth information. DARC 

requires only a single RGB-D image of the planar objects in order 
to estimate their pose, opposed to some existing approaches that 

need to capture a number of views of the target object. It also does 

not require to generate warped versions of the templates, which is 
commonly needed by existing object detection techniques. It is 

shown that the DARC method runs in real-time and its detection 

and pose estimation quality are suitable for augmented reality 
applications. 

Keywords: Pose estimation, texture-less objects, augmented 
reality, RGB-D cameras. 
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1 INTRODUCTION 

This paper proposes a technique for texture-less planar object 

detection and pose estimation using information provided by an 

RGB-D camera. Since the method makes use of depth data for 
obtaining a rectified representation of contours extracted from the 

RGB image, it is named Depth-Assisted Rectification of Contours 

(DARC). It shall be demonstrated that this normalized 
representation is invariant to rotation, scale and perspective 

distortions. It is obtained by transforming the contour points to a 

canonical view. Once the contours are rectified, they can be 
directly matched by computing their similarity using chamfer 

distance [1]. This allows finding correspondences between 

contours extracted from a query image and previously obtained 
rectified contours from a single template image of each object, 

without needing to compute perspective warps from the reference 

images. Based on these correspondences, accurate pose estimation 
and augmentation of texture-less planar objects in real-time is 

possible. 

There are some object detection and pose estimation techniques 
suitable for non-textured objects that make use of depth data 

[5][6][7]. However, such methods need to capture several views 

of the target object, while the DARC technique needs only an 
RGB-D image of the planar object taken from a single view for 

estimating its pose. 

2 DEPTH-ASSISTED RECTIFICATION OF CONTOURS 

First, contours are extracted from the query RGB image using the 
Canny edge detector [4]. Then, for each extracted contour, the 3D 

points that correspond to the 2D points of the contour and its inner 

contours are selected. In the remainder of this paper, the set of 
points that belong to a contour or its inner contours is named 

contour group. Then, for each contour group, the corresponding 

3D points !! of the 2D contour points !! are used to estimate the 
normal and orientation of the contour group via Principal 

Component Analysis (PCA). The centroid ! of the 3D contour 

points is computed, which is invariant to affine transforms. A 
covariance matrix is computed using !! and !, and its 

eigenvectors !!!!!!!!!! and corresponding eigenvalues 

!!!! !!! !!! are computed and ordered in ascending order. The 
normal vector to the contour group plane is !! [2]. If needed, !! 

is flipped to point towards the viewing direction. Contour group 

orientation is given by !! and !!, which can be seen as the ! and 
! axis, respectively, of a local coordinate system with origin 

at ! [2]. There are four possible orientations given by 

combinations of the ! and ! axis with different signs. It only 
makes sense to consider all four orientations if mirrored or 

transparent objects might be detected. Otherwise, only two 

orientations are enough, which are given by using both flipped 
and non-flipped !! as the ! axis and computing the ! axis as the 

cross product of !! and !!. 

In order to allow matching instances of the same contour group 
observed from different viewpoints, they are normalized to a 

common representation. Translation invariance is achieved by 

writing the coordinates of the 3D contour points !! relative to the 
centroid !. Rotation invariance is obtained by aligning !! and !! 

with the ! and ! global axes, respectively. Since the 3D contour 

points !! are in camera coordinates, they are scale invariant. 
Perspective invariance is obtained by aligning the inverse of the 

normal vector !! to the ! global axis. This way, the rectified 

contour points !!! can be computed as follows: 

!!! ! !! !! !!
!!!! !!!. 

The rectified points should lie on the !" plane (! ! !). Since 

two or four orientations given by !! and !! are considered, each 
one is used to generate a different rectification of a contour group. 

All these rectifications are taken into account in the matching 

phase. In some cases the estimated orientation is not accurate. 
However, this is still sufficient for matching and pose estimation 

purposes. 

After being rectified, query contour groups can be matched to a 
previously rectified template contour group. This is done by 

comparing each rectified query contour group with the rectified 

template contour group, considering the different orientations 
computed. First, a match is rejected if the upright bounding 

rectangles of the rectified contour groups do not have a similar 

size. Then, it is computed a coarse pose that maps the 3D 
unrectified template contour group to the 3D unrectified query 

contour group. Given the rotation !! and translation !! that rectify 

the template contour group and the rotation !! and translation !! 
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that rectify the query contour group, the coarse pose is obtained 

by: 

!
!

!
!

! !

!!
!
!

!
!

! !
. 

The 3D unrectified template contour group is transformed using 

the coarse pose ! !  and then projected onto the query image. 

After that, the upright bounding rectangle of the projected points 
is computed and compared with the upright bounding rectangle of 

the 2D query contour group. If they are not close to each other or 

their sizes are not similar, the match is discarded. 
The similarity between template contour group projection and 

2D query contour group is given by their chamfer distance [1]: 
!

!"
!"

!!!!

!!!

!!! , 

where ! is the number of points in the template contour group, !!
! 

is the !-th template contour point and !"! is the query distance 

transform truncated to a value !. For each query contour group, 
the template contour group orientation with smallest chamfer 

distance is marked as a candidate match. 

If there is a candidate match for a given query contour group, 
then a refined pose of the contour group is estimated from the 

previously computed coarse pose using the Levenberg-Marquardt 

algorithm. The query distance transform is used to compute the 
residuals. Finally, the chamfer distance between the template 

contour group and query contour group is calculated using the 

refined pose. If it is below a threshold, then the match is 
considered as correct. 

In the current implementation, a single contour group is used 

for defining the pose of a given object. If the object contains 
several disjoint contour groups, one of these has to be selected for 

being used as template. 

3 RESULTS 

In order to evaluate DARC, some image sequences were captured 

using an RGB-D camera and synthetic RGB-D images were also 

generated. All the experiments were performed with 640x480 
images. The hardware used in the evaluation was a Microsoft 

Kinect for Xbox 360 and a laptop with Intel Core i7 720QM @ 

1.60GHz processor and 6GB RAM. 
Figure 1 shows some results obtained with DARC for detection 

and pose estimation of different planar objects. It can be seen that 

DARC can deal with significant changes in rotation and scale as 
well as with perspective distortions. The contour groups used as 

templates are the octagon of the stop sign together with its inner 

contours, the continent frontier of the map and the outer square of 
the logo together with its inner contours. 

 

Figure 1: Augmentation of a traffic sign (top left) under different 

poses using DARC. 

Similarly to [6], the use of depth information allows DARC to 

distinguish objects that have the same shape but different sizes, as 
illustrated in Figure 2. The virtual objects are rendered with a 

different color and size depending on the size of the detected 

object. Detection methods that are based solely on RGB data are 
not able to differentiate, for example, between a small object at a 

close distance and a big object at a far distance when their 

projections have the same shape and size. 

 

Figure 2: Distinction of objects with the same shape and different 

sizes using DARC. The bigger stop sign is augmented with a bigger 

green teapot, while the smaller stop sign is augmented with a 

smaller blue teapot. 

The DARC method runs at ~20 fps while detecting a single 

template and then the frame rate declines linearly as the number 

of detected templates increases. 

4 CONCLUSION 

It was presented the DARC technique, which performs detection 

and pose estimation of texture-less planar objects by making use 
of depth data available in RGB-D consumer devices. DARC 

works in real-time and proved to be robust to in-plane and out-of-

plane rotations, scale and perspective deformations, providing a 
pose with reasonable accuracy for AR applications. 
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