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ABSTRACT

Hybrid systems are used to model embedded computing sys-
tems interacting with their physical environment. There is a
conceptual mismatch between high-level hybrid system lan-
guages like SIMULINK, which are used for simulation, and
hybrid automata, the most suitable representation for safety
verification. Indeed, in simulation languages the interaction
between discrete and continuous execution steps is speci-
fied using the concept of zero-crossings, whereas hybrid au-
tomata exploit the notion of staying conditions. We describe
a translation from a hybrid data-flow language to logico-
numerical hybrid automata that points out this issue care-
fully. We expose various zero-crossing semantics, propose a
sound translation, and discuss to which extent the original
semantics is preserved.

Categories and Subject Descriptors

D.2.1 [Software Engineering]: Requirements/Specificat-
ion—Languages; D.2.4 [Software Engineering|: Software
/ Program Verification—Formal methods; 1.6.2 [Comput-
ing Methodologies]: Simulation and Modelling—Simula-
tion Languages

General Terms

Languages, Verification

Keywords

Data-Flow Languages, Hybrid Systems, Hybrid Automata,
Verification

1. INTRODUCTION

The motivation of this paper is the verification of safety
properties of hybrid systems, like, for example, safety-critical
controllers interacting with their physical environment as
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found in modern transport systems. The verification of such
properties amounts to checking whether the reachable state
space stays within the invariant specified by the property.

Specifying hybrid systems. Languages like SIMULINK!,
MobELicA?, and ZELUS [6] have been developed to support
the modelling, implementation and simulation of hybrid sys-
tems. They offer features like modularity, hierarchy and a
data-flow or equational syntax.

SIMULINK for example uses a data-flow-based description
of the behavior of continuous- and discrete-time variables;
STATEFLOW extends it with the ability of automata-based
specifications of the discrete-time behavior. ZELUS extends
the synchronous, data-flow programming language LuUcCID-
SYNCHRONE [26] with differential equations. In these lan-
guages, discrete execution steps that interrupt the conti-
nuous-time evolution are triggered by the activation of zero-
crossings.> Roughly speaking, a zero-crossing is an event
occurring during the integration of an ordinary differential
equation (ODE) &(t) = f(x(t),u(t)), when some expres-
sion z(x(t)) changes sign from negative to positive. A zero-
crossing may also be triggered by a discrete execution step
as in SIMULINK. All these data-flow languages are primar-
ily designed for simulation, hence their semantics is mostly
deterministic.

On the other hand, the concept of hybrid automata [3,
19, 20] was developed for the verification of hybrid sys-
tems. They are lower-level representations of hybrid systems
with a non-deterministic semantics by default, and in which
continuous-time evolution is governed by staying conditions,
usually referred to as location invariants.

Hence, there is a conceptual mismatch between high-level
hybrid system languages and hybrid automata. The main
differences between simulation and verification formalisms
can be summarized as follows:

— equation-based versus automata-based

— continuous modes implicitly encoded in Boolean variables
versus their explicit encoding with locations

— discrete transitions triggered by zero-crossings versus com-
binations of staying conditions and guards

— deterministic, open systems with inputs versus non-deter-
ministic, closed systems.

Our primary goal is to formalize the translation from a
hybrid data-flow formalism to hybrid automata, and in par-
ticular to focus on the translation of zero-crossings. How-
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3STATEFLOW also allows to trigger discrete jumps by ordi-
nary guards that are not interpreted as zero-crossings.



ever, a secondary aspect we have in mind is that we want
to address hybrid systems specified as the composition of a
discrete controller and its physical environment. This means
that the discrete part of the system’s state space might be
complex, and defined by Boolean variables and numerical
variables (counters, thresholds, etc. manipulated by the
controller). The consequence is that we want to translate
the data-flow input language to logico-numerical hybrid au-
tomata, that can manipulate symbolically discrete variables,
in addition to continuous variables governed by differential
equations. Such automata allow a compact representation
by not requiring the enumeration of the discrete state space.

Verifying hybrid systems. There is a vast literature on
hybrid system verification based on hybrid automata. Here,
we cite only some selected methods, that can be classified
as follows:

Bounded-time analysis methods analyze systems up to
some time horizon. Systems with linear or non-linear dy-
namics require a time discretization: either a so-called flow-
pipe (a set of convex sets over-approximating the possible
trajectories) is constructed by set integration [10, 16, 17], or
the discretized system is saturated by constraint propaga-
tion techniques [15, 27].

Unbounded-time methods are more challenging, because
unbounded time raises a termination issue. [18] analyzes
systems with piecewise constant dynamics with convex poly-
hedra and solves the termination issue by the use of widening
[12]. [8] extends this approach, by considering the verifica-
tion of hybrid systems with a large discrete state space and
by combining symbolically properties on Boolean and nu-
merical variables within the abstract interpretation frame-
work. Recently a method exploiting max-strategy iteration
on template polyhedra was proposed in [13].

Contributions. Our contributions can be summarized as
follows:

1. We present the general principles behind the transla-
tion of a simple, yet complete hybrid data-flow lan-
guage that serves as a low-level formalism for lan-
guages such as SIMULINK or ZELUS, to logico-numerical
hybrid automata, i.e. an extension of classical hybrid
automata by Boolean variables. This extension pre-
pares us w.r.t. the verification of programs with a
large Boolean state space.

2. We discuss the various zero-crossing semantics that
appear in the source simulation language. We propose
sound translations to hybrid automata, and we inves-
tigate the extent to which these translations preserve
the original semantics.

Related work. Recent articles describe translations of
hybrid system languages, like SIMULINK/STATEFLOW, to hy-
brid automata, but they only treat a subset of the ways
in which discrete transitions may be activated. A transla-
tion of a subset of the SIMULINK/STATEFLOW language to
hybrid automata is proposed in [2] for the purpose of ver-
ification. They handle STATEFLOW diagrams of which the
translation is rather straightforward, but they do not han-
dle proper zero-crossings. Another translation of a subset
of the SIMULINK/STATEFLOW language to hybrid automata
with the goal of improving simulation coverage is presented
in [4], but they only consider deterministic models, and sim-
ilarly they do not handle zero-crossings. The tool HYLINK
[24], which performs a translation of SIMULINK/STATEFLOW

models to hybrid automata, targets the applications of ver-
ification and controller synthesis. It is restricted to more or
less the same subset as [2]. They introduce blocks for spec-
ifying non-deterministic inputs as required by verification
methods. A formal definition of the translation is ongo-
ing work. The translation of discrete-time SIMULINK models
with periodic triggers to LUSTRE is presented in [31]. The
inverse of what we are doing, namely the embedding of hy-
brid automata in a hybrid system language (here Scicos),
is the goal of [25].

Organisation of the article. §§2 and 3 introduce the
hybrid data-flow formalism and logico-numerical hybrid au-
tomata respectively. §§4 to 7 describe our contributions.
After discussing the results in §8 we conclude in §9.

2. HYBRID DATA-FLOW MODEL

SIMULINK and ZELUS are full programming languages with
constructs for modularity. In order to abstract from such
constructs, we present here a lower-level data-flow formal-
ism that will serve as the generic input language for the
translation.

As this formalism is dedicated not only to simulation, but
also serves as a specification language, we use the notion of
inputs constrained by an assertion as in LUSTRE [9]. This
allows us to give a semantics to the components of a more
general system. Simulation can still be performed by con-
necting a component with inputs to an input generator, see
for instance [28] for the simulation of discrete synchronous
systems.

Notations. We will use the following notations:
s = (b,x) : state variable vector, with b discrete (Boolean
and numerical) and @ continuous numerical

subvectors, e.g. ((b1,b2,n1), 1, x2,23) € (B>x

Z)xR3
7 . input variable vector, e.g. (fB1,&1,£&2) € BxR?
e(s,i) : an arithmetic expression without test, e.g. n+
2r+€
up(e(s,%)) : a zero-crossing, e.g. up(z+&—n)
0% (s,1) a logical combination of zero-crossings, e.g.
up(z1) A —up(22) V up(23)
o(b) : a Boolean expression over discrete state vari-
ables
D(s,1) an arbitrary expression without zero-crossings
Program model. A hybrid data-flow program is defined
by:

I(s
A( : . & = f°(s,i)
(Svl)/\{ s':fd(s,i)

where the predicate Z(s) defines the initial states, the pred-
icate A(s, ¢) is the global assertion constraining the inputs,
the continous flow equations & = f°(s,¢) and the discrete
transition functions s’ = f%(s, ) are of the form:

& =1 es,i) if ¢e(b) s =1¢ ®;(s,4) if 7 (s,14)
We assume that the conditions ¢, define a partition of the
discrete state space, and that Vs3i : A(s, %) (i.e. the asser-
tion does not constrain the state-space).

Furthermore the zero-crossing formulas <ij must be ex-
clusive in order to guarantee determinism, i.e. only a single
<ij may be activated at the same instant. Real languages



let node main xi eps = (n,x) where

assert 0<=xi && xi<=30 && Z(on, stop,n,x) = —stop An=0A0<z<30A

-0.1<=eps && eps<=0.1 and (x<19A onVz>19 A —on)
der x = ::Lf.:n ‘Fhendxi—x+22 else xi-x A((on,stop,n, $)7(£76)) = 0<E<30A—-0.1<e<0.1

init xi an .
on = (xi<=19) -> P §—x+22 %f on

true every up(18-x+eps) {—=x if —on

Ol fa](-ie evegylup(x—QO) ?Illg ) and (ff, stop,n, x) if up(x — 20)
n = 0 -> (last n)+1 every up(18-x+eps) an / oo . _
stop = false -> true every up(n-10) (on’, stop’,n’, z") - = Etot;let::pﬁnx; 1, z) g Zﬁg:ﬁ 1-'8)+ €)
y By 1Oy -

(a) ZELUS thermostat

globally: [0<£<30A —0.1<e<0.1

—stop An=0

up(n—10) — stop’ = tt

(c) Partitioned data-flow model

—on Ax>17.9
—x<zx<30—z

(b) Intermediate data-flow model

—stop An=0

stop'=q A (n—10>0)A

19<x <30 q’:(nfl()g())

on Az>20 "
<.l 22— <&
£<52—x

—on Ax<18.1
—rx<x<30—z

(d) Resulting Hybrid Automaton, with ¢ a state Boolean variable in-

troduced by the translation

Figure 1: Translation of the Thermostat example described in Example 1

achieve this goal using if-then-else constructs or with the
help of priorities, e.g. based on the order zero-crossings oc-
cur in the source code.

A second requirement is that Vj : cij = V,, uw(zm),
where up(z1), ..., up(zum) are the zero-crossings occurring in
the program; this condition prevents from taking a discrete
transition when no zero-crossing is activated.

Although hybrid system languages often include explicit
automata representations, for uniformity of presentation we
assume that they have first been transformed into data-flow
equations, see [11] for instance.

EXAMPLE 1. Fig. 1a shows a variant of the classical ther-
mostat example. The input zi represents the external tem-
perature, the input eps models the inaccuracy of the temper-
ature sensor®, the continuous state variable © is the room
temperature, the discrete Boolean state variable on indicates
the state of the heating system, and the discrete integer state
variable n counts the number of times the temperature goes
from below to above 18 degrees (modulo the uncertainty). At
last, the state variable stop becomes true when “n reaches
10 from below”.

Fig. 1b shows its translation to our intermediate formal-
ism. Observe that this translation factorizes the evolution of
discrete variables according to the zero-crossing conditions.

Semantics of zero-crossings. A zero-crossing is an ex-
pression of the form up(z) that becomes true when the sign
of z(s, 1), an arithmetic expression without tests, switches
from negative to positive during an execution. Instead of
just a valuation of variables of the form (s, i) zero-crossings

4We do not use eps in the expression up(x—20), in order to
show an example of a deterministic zero-crossing.

are interpreted on an execution fragment of the form (sx,
%) — (Sk,ik), .e. two consecutive configurations of an
execution trace. We will use the notation (8g—1, k1, Sk, k)
for short. Several interpretations are possible which are dis-
cussed in §4. For now, we arbitrarily select the so-called
“contact” semantics, formally defined as:

(Skfl,'ikfhsk,ik) ':up(Z(S/L)) iff {zgz:j;:}kil())<0 (1)

In other words, a zero-crossing up(z) is activated (and taken
into account for computing the next step k+1) if the expres-
sion z was strictly negative in the previous step k—1 and
evaluates to some positive value or zero in the current step k.

A zero-crossing formula, i.e. a logical combination of zero-
crossings, p? (s,%) is activated iff it evaluates to true when
interpreting the zero-crossings up(zm) occurring in ©? using
their corresponding constraints over a given (Sg_1, tx—1, Sk, k)
as in (1).

Semantics. We define a trace semantics based on an
ideal discretization of the continuous equations, following
[6]. This semantics uses the theory of non-standard analysis
[23, 29] to model the way typical simulators proceed, rely-
ing on a variable-step numerical integration solver (such as
SunpIALS CVODE [21]). Such solvers are given an initial
state xo, an ODE @(t) = f(z(t)), and a finite set of zero-
crossing expressions z;. Then they integrate the ODE until
at least one of the zero-crossings is activated. When this
happens, the control is given back to the main simulation
loop, which executes one or several discrete execution steps
before continuing integration.

According to this approach, an execution of a hybrid data-
flow program is a trace (So,%0) — (81,%1) — (82,82) — ...
such that Z(sg), »=—c U —4 and



(Sk,ik) —e (Sk-ﬁ-lyikﬂ-l) < A(Sk,ik)/\

31,39>0 : ,
{ (bri1, T ) = (br, Tr+eo(sk, ix)-0)

(8, tk) —rd (8k1,10n1) <= A(Sk, 1)
(sh1, i1, 85, 1) 95 (8,8) A
El.] Vj/<j3 _'((Skflfik*lﬂs/wik) |:¢JZ’(S7Z))
Sk = P;(sk, k)
where 0 is an infinitesimal (c.f. non-standard analysis).

A transition —. corresponds to an infinitesimal conti-
nuous-time evolution, which is possible only if no zero-cross-
ing condition cij has been activated in the previous execu-
tion step. A transition —4 corresponds to a discrete transi-
tion triggered by the first enabled nij .

We pinpoint some properties of this formalism:

(1) Discrete transitions are always guarded by zero-cross-
ings, and continuous modes are always defined by a Boolean
expression over discrete variables, which are piecewise con-
stant in continuous time. This is to go sure that a mode
change (change of dynamics) can only happen on discrete
transitions.

(2) Furthermore, discrete transitions are urgent, i.e. they
must be taken at the first point in time possible.

(3) Zero-crossings may not only be triggered by conti-
nuous evolution, but also by discrete transitions. This is
the case in Example 1: if the zero-crossing up(18 —z +e€)
occurs when n = 9, n is first incremented to 10, activat-
ing the zero-crossing up(n —10) which makes stop become
true. This feature can cause infinite sequences of discrete
zero-crossings. Such a behaviour can be avoided by forbid-
ding circular dependencies between states variables through
zero-crossings in the source program.

Partitioned representation. The hybrid data-flow mo-
del we have defined does not have any concept of control
structure. However, for pedagogical purpose, one can par-
tition the state space to generate an explicit automaton
which may be easier to understand, see Fig. 1c. When doing
this, partial evaluation may be used to simplify expressions
and removing infeasible transitions. This has been done on
Fig. 1lc.

Standardization. As already mentioned the semantics of
the hybrid data flow model is based on non-standard analy-
sis, which allows to give an unambiguous meaning to hybrid
systems even if they contain Zeno behavior for instance.

However, the semantics of the output formalism of our
translation, i.e. hybrid automata, relies on standard anal-
ysis. Hence non-standard behaviors need to be mapped to
standard behaviors. This is called standardization: since
each standard system has a non-standard representation, a
non-standard system is standardizable if it is a non-standard
representation of a standard system.

In the following we give some intuitions about the rela-
tionships between non-standard and standard analysis; we
refer to [23, 7] for further details.

The set *N of non-standard positive integers is N aug-
mented by infinitely large integers. The set "R of non-
standard reals contains R, but also (positive and negative)
infinitely large and infinitesimally small numbers, and non-
standard infinitesimals 0 are the inverse of infinite num-
bers. For each real number z, *R contains non-standard
real numbers that are only infinitesimally away from z. The
standardization operator for converting non-standard reals

Ge(br) AVj = ((Sket, Bht, Sk, i) = tPjZ(Svi))

to standard reals st : R — R identifies these equivalence
classes of non-standard reals: Vo € R : V9 : st(z+0) = z
where 0 is an infinitesimal € *R.

W.r.t. continuous evolution, we have the following prop-
erty: A non-standard sequence consisting of infinitesimal
continuous steps

(So,io) — . (Sn,in)

with n € *N, xg € R?, x,, € R?, has the following standard
meaning: assuming that the input sequence 0 — ... — i,
forms a continuous function ¢ : [0, ] — I, the sequence sg —
... — 8y corresponds to a continuous function s : [0,] — S
with

6/
2(8) = w0 + / ec((bo, (1)), i(t))dt

for & € [0,6], § = st(nd) € RZ° and I and S denote the
input and state space respectively.

However, we can write programs that are not standardiz-
able, i.e. non-standard and standard meaning differ: For ex-
ample the program fragment b’ = (z>0) if up(x) with “cros-
sing” semantics (see §4) gives us b’ = tt in the non-standard
interpretation, but b’ = ff in the standard interpretation.

Naturally, we can only correctly translate standardizable
programs.

3. LOGICO-NUMERICAL HYBRID
AUTOMATA

Hybrid automata [3, 19, 20] are a well-established formal-
ism for modelling hybrid systems. Our definition is more
general in the sense that we allow also Boolean variables and
tests in the expressions appearing in the automata. Fig. 1d
depicts an example of a hybrid automaton.

DEFINITION 1. A logico-numerical hybrid automaton (HA)

is a directed graph defined by (L, F, J,X°) where

- L is the finite set of locations,

- F : L =V is a function that returns for each location
the flow relation V (s, &) € V relating the state variables
s and the time-derivatives & of the numerical state vari-
ables, and

- J C LXRxL defines a finite set of arcs between locations
with the discrete transition relation R(s,s’) € R over the
state variables s.

- X% : L = S is a function that returns for each location
the set of initial states S° € S, which have to satisfy V¢ :
Vs:X0(0)(s) = 3 : F(£)(s, 3).

Further notations:

— Ci(s)=3a: V(s,&) is the staying condition of the flow
V=F().

— Gy (8)=38":R(s, 8') is the guard of the arc (¢, R, {') € J.

Semantics. We use the following definitions: Let Tjo
be the set of differentiable trajectories [0,6] — R™. The
function flowy returns the set of end states of trajectories
7 € T starting in the given state and that obey the flow
relation V:

ﬂowV(b7 :l)) =
E|5>O, dr € T[O’(g] :
/ T70)=x A 7(0) =2’ A
&) v [0,6]: Clb, m(57)) A



We define the concrete semantics in terms of an execution
of a hybrid automaton, which is a (possibly) infinite trace
(fo7 So) — (Zhsl) — (62, 82) — ... with - =—. U —4 and

(0,8) e (U',8") & U= ANV=F{)As € flow,({s})
(£,8) =4 (0,8") & 3FU,R V)€ J:R(s,8)NCu(s)

If we eliminate all Boolean variables by enumerating their
valuations and encoding them with locations, the semantics
above will be equivalent to the semantics of standard hybrid
automata that deal only with numerical variables.

The concrete semantics of hybrid automata exhibit three

kinds of non-determinism:

— Non-determinism w.r.t. flow transitions, i.e. the choice
between different continuous evolutions due to the differ-
ential inclusions defined by the vector field V.

— Non-determinism w.r.t. flow and jump transitions: The
choice between flow and jump transitions due to an over-
lapping of staying condition and guards.

— Non-determinism w.r.t. jump transitions, which is the
choice between several jump transitions.

4. SEMANTICS OF ZERO-CROSSINGS

The fundamental difference between the zero-crossing con-
cept used in our input language and the combination of stay-
ing and jump conditions in our output language is that the
activation of a zero-crossings depends on the history (i.e. a
part of the past trajectory) whereas the truth value of stay-
ing and jump conditions depends only on the current state.

Continuous vs. discrete zero-crossings. As mentio-

ned in §2, a zero-crossing can be activated in two ways:

— It can be triggered by a continuous time evolution, as
up(z—20) in Fig. 1c; in this case it is active during the

second step of an execution fragment s i'>c s’ i—>d s
— It can be triggered by a discrete transition, as up(n—10)
in Fig. 1c; in this case it is active during the second step

. ./
of an execution fragment s 4 8’ “54 s”;
Because a zero-crossing may depend on both discrete and
continuous variables, the same zero-crossing up(e) can be
triggered in both ways in an execution. We will use the terms
continuous (resp. discrete) zero-crossing for indicating its
source of activation.

Three semantics for zero-crossings. We consider an

. ilc—l T
execution fragment — sp1 — sp and we define z, =
2(8k,ir). There are three natural choices for the seman-
tics of zero-crossings:

— “At-zero” semantics : zp <0 Az >0
— “Contact” semantics : 21 <0 A 2, >0
— “Crossing” semantics : 21 <0 A 2, >0

Figs. 3b, 3e and 3h illustrate the activation of continuous
zero-crossings for some typical trajectories according to each
semantics.

The last two semantics are used in simulators. The zero-
crossing semantics of SIMULINK is the disjunction of these
semantics. In MODELICA it is up to the programmer to
choose between these two semantics.

We state the first option, because it fits better to the
semantics of hybrid automata (as it does not involve strict
inequalities).

Chattering behaviour. An issue specific to the “cros-
sing” semantics is that it is possible to write programs that
produce executions that contain periodic sequences of in-
finitesimal continuous evolutions with distinct dynamics.
This happens for example when a trajectory chatters along
a surface with opposed zero-crossings, like in the following
example.

EXAMPLE 2. (see Fig. 2) , ffif up(x)
b :{ tt if up(—z)

T = (bAx=—1Ay=0) tt—><¢ =1

- 1 ifb

Y= -1 it b
In some cases it is possible to standardize such systems by
identifing the chattering behavior and replace it by a so-
called sliding mode [14, 32, 1], i.e. a dynamics that defines
the corresponding trajectory “in” this surface. However, this
is not feasible in the general case (i.e. a specification which
does not correspond necessarily to a physical model). Thus,

we will translate such programs into hybrid automata that
allow chattering in their concrete semantics.

Y Y

-1 -1

(a) Chattering trajectory (b) Equivalent sliding mode

Figure 2: Sliding modes

85 focuses on the translation of continuous zero-crossings,
whereas §6 will discuss the case of discrete zero-crossings, the
translation of which is much less dependent on the choice of
one of the three zero-crossing semantics. However, because
of the limitations of the hybrid automata model, in all cases
the translation will add behavior that is not present in the
original program.

S.  TRANSLATION OF CONTINUOUS
ZERO-CROSSINGS

5.1 Simplest case: one zero-crossing,
no inputs

We investigate here the translation of continuous zero-
crossings of the form up(z(x)): for the sake of simplicity, we
assume that there are neither inputs ¢ nor discrete variables
b in z. We consider the simple case of an origin location 1
with a single discrete transition s’ = ®(s) if up(z(x)) going
from I to a location l2, such that ¢1(b) A (s’ = ®(s)) =
¢2(b'), see Fig. 3a. As the satisfaction of a zero-crossing
depends on the history, the principle of the translation is to
add locations to record the history of the continuous evolu-
tion.

“At-zero” semantics. The translation of “at-zero” se-
mantics (zr1 <0 A 2z >0) is depicted in Fig. 3c. The origin
location is partitioned in two locations: there is a discrete
transition from left to right, but not from right to left to
force the urgency of the discrete transition when z =0 is
reached from below 0. The zero-crossing condition trans-
lates to z=0.



s’ =

D(s) if up(z)

o1

®2

(a) Single zero-crossing

(b) Exact “at-zero” semantics

z

(e) Exact “contact” semantics

(h) Exact “crossing” semantics

(c) Translation according to “at-zero” semantics

1D OR®

) Translation according to “contact” semantics

(i) Translation according to “crossing” semantics

(d) Induced semantics

(j) Induced “crossing” semantics

Notes: (1) The arrows pointing upwards indicate on the left-hand side the points where zero-crossings are activated,
and on the right-hand side the points where the jump transition may be taken non-deterministically. The
dotted trajectories indicate that the preceding transition is urgent.

(2) When s does not appear in the jump condition of a HA, the equality s’ =s is implicit.

(3) The flow function & = f(s

) in the first location in Fig. 3a, translates to the flow relation Vi(&,s) =
(¢1(b) A &= f°(s)), not shown in the figures.

Figure 3: Zero-crossing semantics of the hybrid data-flow language and their translations. From left to right: typical trajec-
tories in the original semantics, proposed translation to hybrid automata, and their typical trajectories.

The rationale for the condition z =0 is based on the as-
sumption of continuity of the function z(t) = z(«(t)) and
the urgency of the zero-crossing: z(tx—1) <0 A z(¢x) >0 with
tr1 < tr implies that there exists ¢ € (tx1,tr] such that
z(t)=0.

This translation induces two kinds of approximations in
terms of executions:

— We lose urgency for all trajectories but the second one in
Fig. 3d. In case of the first trajectory the zero-crossing
may be triggered in a dense interval of time.

— We add a jump transition in the fourth trajectory because
one is not able to distinguish whether the state z =0 is
reached from below or from above 0.

We will not consider any more the “at-zero” semantics in
the sequel, as — to our knowledge — it is not used by any
simulation tool.

“Contact” semantics. In order to translate the “contact”
semantics defined as zx1 <0 A 2, > 0, we split the original
location into three locations as depicted on Fig. 3f. The two
locations with the staying condition z <0 are connected by a
transition guarded by z <0: this is in order to check that the
trajectory was actually strictly below zero before touching
zero. This prohibits the triggering of the jump transition in

the first, third and last trajectory in Fig. 3g. This induces

the following approximation:

— The loss of urgency for the fifth trajectory that touches
(possibly several times) the line z=0 from below.
Observe, that the “at-zero” translation in Fig. 3c is actu-

ally a sound translation of the “contact” semantics, though

with coarser approximations.

“Crossing” semantics. The “crossing” semantics (zp <
0 A 2z > 0) is more subtle to translate. By continuity of
the function z(t) = z(x(t)) we can deduce that z(t) =0 is
valid at the zero-crossing point in standard semantics: by
standardizing z(t) <O A z(t+0) >0 we get st(z(t))=st(z(t+
9))=0.

However, we cannot simply reuse the “at-zero” translation
in Fig. 3c, because it is not sound w.r.t. chattering behav-
iors: in Ex. 2 time cannot advance, because only discrete
transitions can be taken. Since we do not rely on standard-
izing chattering behaviors we have to allow chattering in the
standard semantics. For that reason we allow the trajecto-
ries to actually go beyond zero, but only up to a constant
€>0 (see Fig. 3i). As a consequence, we have the following
approximation:

— Urgency is completely lost. In case of the second, third
and last trajectories the zero-crossing may be triggered in



a bounded time interval with a dense interval of values
for z (see Fig. 3j).
Observe, that this translation simulates the translations of
the other two semantics.

REMARK 1  (CHOICE OF €). Any translation involving an
€ close to zero is not really well-suited for verification: com-
putations with arbitrary-precision rationals become indeed

very expensive (e.g. least common denominators become huge).

5.2 One zero-crossing with inputs

Now we investigate the translation of zero-crossings of the
form up(z(x, 1)), where the inputs 4 have to satisfy an asser-
tion A(s, 1), see §2. We assume that in the discrete infinites-
imal semantics of §2 inputs tend to continuous trajectories
(between two discrete transitions). Inputs allow us to intro-
duce non-determinism in a model, as illustrated by Fig. 1.
The principle of the translation remains the same as in the
previous section and depicted on Fig. 3, except that the
computation of jump and flow transition relations involves
an existential quantification of the inputs 2. The process is
illustrated by Fig. 4.

We use the notation N = —), where ~ denotes the topo-
logical closure operator. We have for instance N(z < 0) =
z>0.

Considering the “contact” semantics and using the conti-
nuity of the function z(x(¢),(t)) during continuous evolu-
tion (see §2) the condition

i1, %k : z(mk_l,ik_1)<0 N A(Sk_1,ik_1) 74\
/
S =

z(a:k,zk)zo /\A(8k7ik) A @(sk7ik)

is equivalent to

Hik,hik : z(a:k,17ik,1)<0 N A(Skfl,ikfl) N
Z(:Bk,’l,k):() N A(Sk,ik) A s = @(Sk,ik)

which in turn is equivalent to

37 : z(a:k_l,i)<0 74\ A(Sk_hi) A (2)
i z(xr,3)=0 A A(sk, %) A 8 = P(s,1)

— The first line of Eqn. (2) defines the new guard of the tran-
sition between the second and third locations of Fig 3f:
Fi: A(s, 1) A z(x,1) <0
— The second line gives us the new transition relation be-
tween the third and fourth locations of Fig. 3f:
R(s,s') =3i: A(s,i) A 2(x,i) =0 A s =D(s,1)
— The new flow relation of the second and third locations is
Ji: A(s, i) A z(x,2) <ONA p1(b) N & = ei(s, )
which induces the staying condition
a3(s) = i : A(s, 1) A z(x,1) <0)
— The new flow relation of the first location of Fig. 3f is
Vi(s,&) = 3i: A(s, i) A z(x,1) >0 A p1(b) A& = ei(s, )
The result is illustrated by Fig. 4b. One can strengthen the
flow relation Vi by conjoining it with N23, so as to minimize

the non-determinism between staying in the first location or
jumping to the second location, as done in Fig. 4c.®

SWe use the operator N instead of — in order to obtain a
topologically closed flow relation.

{Z’::tft if up(z+&)
ﬂb o

(a) Zero-crossing with input £

—0.1<z<0.1AY A

tt r<0.1

(b) Translation according to “contact” semantics

N

tt r<0.1

—0.1<z<0.1AY A

(c) Strengthening the staying condition of the first location

Figure 4: Translation of a continuous zero-crossing with in-
puts, described in Example 3

EXAMPLE 3. Fig. 4b illustrates this translation on the orig-
inal system of Fig. 4a, where b, x,y are state variables and
& is a numerical input variable constrained by the assertion.
The jump condition of the rightmost transition is obtained
from 3¢: (=0.1<EL0IATHE=0AY =ttAx =z Ay =¢&)

=3¢:(-01<z2<01Az=—¢AV A’ =x Ny =—2x)

=-01<z<01AV Az =zAy=—2

Observe that we obtain the non-trivial relation y=—x after
the jump transition.

5.3 Logical combinations of zero-crossings

We consider here a discrete transition function of the form
s’ = ®(s,1) if 7 (s,4) where 7 is a logical combination of
zero-crossings up(z1), ..., up(znm) satisfying the assumption
of §2.

Why do we need such logical combinations? Conjunctions
and negations typically occur when combining two parallel
equations s; = ®; if up(z;) for i = 1,2, which results in an
equation

(@1, P2) if up(z1) A up(2z2)
(8/178/2) = (P1,s2) if up(z1) A —up(z2)
(s1,®2)  if up(22) A —up(z1)

@y if up(z1)

Dy else if up(z2)

Dy if up(z1)

Dy if —up(z1) A up(z2)
Disjunctions allow to express that the same transition may
be triggered by different zero-crossings:

A specification of the form s’ = {

is similarly translated to s’ = {

s’ =@ if up(z1) V up(22)

Because successive graph refinements are cumbersome to
describe, we reformulate the translation scheme of the pre-
vious sections by using additional discrete state variables to
the system, rather than by introducing locations. This will
make it easier to explain this generalization. We sketch this
principle using the “contact” semantics (the translation for
the general case will be presented in §7).



To encode locations, we add M discrete state variables
q1...qu of the enumerated type {above, below, ready} for
each distinct zero-crossing up(zm ) occuring in the zero-cross-
ing formulas pZ.

— Their transition relations are defined as

R,, = match ¢, with
above — ¢}, € {above, below}
below — 2, <0 A g,, =ready V @ = qm
ready — 2z, =0 A q,,, € {above, below}V g.,, = gm

— The staying condition defined by the zero-crossing up(zm)

is:
Cy, = match ¢, with

above — z,>0
below — 2,<0
ready — 2, <0

— The activation condition G,, associated to the zero-cross-
ing up(zm) is
(zm) Gm = (gm =ready) A (zm =0)
We can now build the global flow and discrete transition re-
lations:

R((q7 3)7 (q’7 S’)) - (/\m Rm) N (_‘H A S’:S vV HA S’:Q)

V(@)@ = (A Cn) A (Vo(0e(b) A& = ée<s>>)(
3)
with H = @Z[Vm : up(2m) + Gm] where e[z < y] means
that x is substituted by y in expression e.
In order to obtain an explicit automaton one has to enu-
merate the valuations of the discrete state variables g and
to encode them into explicit locations (see §8).

It is interesting to mention that this translation keeps
enough information in order to preserve urgency in case of
conjunctions like s’ = @ if up(21) A up(z2) where the tra-
jectory can move all around the intersection z1 =0 A z2 =0
while not satisfying both zero-crossings at the same time.
Fig. 5 gives an illustration of such a trajectory.

1 /_-/\\, up(z1) A up(z2)

up(22) \‘_‘_)\ —up(21) A up(22)
______ up(z1) A —up(z2)

up(z1) 4>

—>

Figure 5: Conjunction of two zero-crossings

6. TRANSLATION OF DISCRETE ZERO-
CROSSINGS

Discrete zero-crossings are activated by discrete transi-
tions. Discrete zero-crossings occur in so-called zero-crossing
cascades, which are sequences of zero-crossings of which the
first one is triggered by continuous evolution, whereas the
others are discrete zero-crossings. Example 1 contains such
a zero-crossing cascade, which is commented in §2 point (3).

The translation explained in §5.1 is not sound for dis-
crete zero-crossings, because we have supposed that the zero-
crossings are activated by continuous evolution.

Principle of translation. The translation that we pro-
pose applies the same principle as above to encode the his-
tory of the execution into locations (using discrete state vari-
ables).

We explain it using the “contact” semantics (again with-
out inputs and logical combinations of zero-crossings). We
consider 8’ = ® if up(z) and we introduce a Boolean vari-
able ¢¢, which holds at each step k the value of z< 0 at step
k—1.

— The evolution of ¢% is defined by the initial state ¢¢ = ff
and the relation R? = ((¢%) =(2<0));

— The condition up(zm) is translated to the activation con-
dition G* = (g% A 2>0);

— The global transition relation R is generated as in Eqn. (3).

Interrupting continuous evolution. The transitions as
translated above are not urgent, i.e. the continuous states
can evolve on intermediate states of a cascade. We need to
prohibit this evolution explicitly if one of the discrete zero-
crossings is activated. This is done by strengthening the
global flow relation V(q, s, &) with V' =V A NG

In case of inputs, we have G% = (¢* A z(s,4) >0) and we
take V' = VAN(V4 : G): the idea is that in a state (q, s), if
the discrete zero-crossing is activated for any input (i.e. V3 :
Gd), then the continuous evolution is blocked. Otherwise,
for some input, the discrete zero-crossing is not activated
and the continuous evolution should be possible.

REMARK 2. A zero-crossings can be both discrete and con-
tinuous, e.g. up(x+n). In this case it is translated twice:
once as a continuous zero-crossing and a second time as a
discrete one.

REMARK 3  (COMPRESSING CASCADES). Zero-crossing
cascades can be “compressed” into a single discrete transi-
tion triggered by a continuous zero-crossing by composing
the discrete transitions forming the cascade. This is possible
if there are mo instantaneous cyclic dependencies between
the variables. The advantage of this kind of preprocessing
is that the translation does not have to deal with discrete
zero-crossings. However, care must be taken w.r.t. safety
verification, because this transformation does not preserve
the set of reachable states (it removes intermediate states).

7. THE COMPLETE TRANSLATION

We give here the formulas for the complete translation of
a hybrid data-flow program

&= { ez(s,i): lf be(b)

I(s) , A(s,i)A

s = { ®,(s, i) if o7 (s,4)

as defined in §2 to a hybrid automaton by combining all the
concepts presented in §5 and §6.

We use the notation ¢, to denote the constraints induced
by a zero-crossing up(zm), e.g. (n° = (zmzo) or (0<se =
(0 <zm< e) .

Discrete zero-crossings. For each discrete zero-crossing
up(zm) we introduce a Boolean state variable ¢2.
d __ 1d __ o | (o2 ol
R;" o (qdm _gm) “contact” | -<0 >0
Gm = (Qj A Cm)

“crossing” | - <0 >0
Continuous zero-crossings. For each continuous zero-
crossing up(zm) we introduce a state variable gy, .




— Their transition relations are defined as follows:

0 o
‘contact” | -<0 -=0
“crossing” | =0 0<-<e

R;, = match ¢;, with
above — ¢’y € {above, below}
below — ((¢7,)' =d5) V ((¢7,)" =ready) A (7,
ready — (g5,)" € {above,below} A (7, V (g5,) =5,
— The activation conditions GY, are defined as
o
“contact” -=0
“crossing” | 0<-<e
~ Using 9 = \/,(¢e(b) A & =ex(s,4)) we define the partial
flow relations (containing the staying conditions):

G7. = (gr, =ready) A (7,

o
‘contact” -<0
“crossing”

Vi = match g;, with
(Fi: A(s, ) NGO AYP)A
above = { (N3 A(s, i) AGRP)
below — 34 : A(s,4) A SO A
ready — 3¢ : A(s,4) A AW

Transition relations. We define G, = G¢, V G<, and
R, = RS, A R%,. Now, we can finally put things together
and define the jump and flow transition relations:

A(s, 1) A (A, Bm)A
(~(V; Hy) ns'=sv
\/j(Hj /\S’:‘Dj))

V.. Vin((q, 8), &) A
N (Ve : A(s,3) AV, HY)

R((q,s),(q',s")) =3 :

Vi(a.9.4) = {

with H; = o? [Vm : up(zm)  Gm].
We obtain a hybrid automaton ({£o}, F, J, 2°) with
- F(by)=V,
- J={(¢o, R, %)}, and
- 2%¢)={(q,s) | ¢*=FfFAN\,, q; € {above, below}AZ(s)}
For the proofs of the complete translation we refer to [30].

8. DISCUSSION

We have presented the complete translation of a hybrid
data-flow specification to a hybrid automaton. However,
further preprocessing steps are necessary to enable verifica-
tion using classical hybrid analysis methods.

Explicit representation. As explained in §5.3 we have
chosen to present our translation by encoding the locations
of the HA with N additional finite-state variables g. This
results in a HA with a single location and a single self-loop
jump transition. Of course, it is possible to expand this
“compressed” representation into a more explicit one, such
as shown in Figs. 3 and 4. This is done by enumerating the
valuations of these finite-state variables and by partitioning
the system into these O(2") states. As already mentioned
in §2, partial evaluation may be used to simplify expressions
and to remove infeasible jump transitions.

Convexification of staying conditions and guards.
The induced staying conditions C(s) and guards G(s) of
jump transitions might be non-convex w.r.t. numerical con-
straints. For verification it is necessary to transform these
conditions into the form \/, Ay with Ay = ¢r(b) A ¢ (s),
where ¢ (b) is an arbitrary formula over Boolean variables

and ¢ (s) is a conjunction of numerical constraints. For
staying conditions, the system has to be partitioned accord-
ing to these Ay; for guards, arcs are split w.r.t. the Ag.

EXAMPLE 4. The non-convez flow transition V

non-convexr numerical condition

—_—~
(bl\/—\bg)/\ (1'§0V1'25)
(=1 Ab) A (0<2<B) A (&=1)

Nz=1-2z) V

has to be transformed into

(b1 Vb)) A (2<0)A (2=1—2x) V
(b1 Vb)) A (z>5) A (E=1—2x) V
(b1 Ab2) A (0<z<B)A(2=1)

Then, the system is going to be partitioned into three loca-
tions, one for each line.

Approximations during analysis. In §5.1 we have ex-
plained that the translation to hybrid automata loses sev-
eral properties, like determinism and urgency, which may
result in an overapproximation in terms of reachable states.
Moreover, hybrid reachability analysis methods further ap-
proximate the reachable states with (finite disjunctions of)
convex sets, such as convex polyhedra.

The translation with “contact” semantics involves strict
inequalities. Thus, the analysis may benefit from the ability
of representing open sets. A suitable abstract domain might
be in this case convex polyhedra with strict inequalities [5].
Otherwise, if the analysis can only handle closed sets, the
translation with “contact” semantics (Fig. 3g) will behave
like the one for “at-zero” semantics (Fig. 3d).

Preliminary experiments. We have implemented a pro-
totype tool that makes use of the BDDAPRON library [22] to
handle logico-numerical formulas represented as MTBDDs.

First experiments showed that — as expected — the ma-
jor parameter affecting performance is the number of zero-
crossings, which becomes apparent when making locations
explicit as described at the beginning of this section. In
the applications that we are targeting, i.e. synchronous
controllers connected to their physical environment, zero-
crossings are (1) those used for modeling the sampling of
inputs and (2) those in the environment model. Since the
number of (1) is usually small, the total number of zero-
crossings inherently depends on the complexity of the envi-
ronment model in practice.

9. CONCLUSION

We have presented a complete translation of a hybrid
data-flow formalism to logico-numerical hybrid automata.
In comparison to previously proposed translations, our trans-
lation handles zero-crossings.

To achieve this, we considered a simple yet expressive hy-
brid data-flow formalism to which large subsets of existing
hybrid system languages can actually be reduced.

We discussed different choices of zero-crossing semantics
and their possible translations to hybrid automata. Since
hybrid automata are not as expressive as the source lan-
guage, we can only provide sound over-approximations of
the original semantics.

However, this is counterbalanced by the fact that exist-
ing hybrid verification tools such as HYyTECH [20], PHAVER



[16] and SPACEEX [17] are all based on the standard hybrid
automata model.
Though, these tools require to encode Boolean variables

explicitly in locations.

As this enumeration results in an

exponential blow-up of the hybrid automaton size, we as-
sume that this is a major bottleneck in verifying controllers
with complex discrete state spaces jointly with their physical
environment. Therefore future work will comprise the devel-
opment of methods and tools for combining classical hybrid
system analysis with implicit handling of Boolean variables
in order to counter state space explosion. Our translation
to logico-numerical hybrid automata lays the basis for such
an approach.
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