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Observer design for nonlinear systems under

unknown time-varying delays

M. Ghanes, J. De Leon and J-P. Barbot

Abstract

The design of observers for nonlinear systems with unknown, time-varying, bounded delays, on both state and input,

still constitutes an open problem. In this paper, we show how to solve it for a class of nonlinear systems by combining the

high gain observer approach with a Lyapunov-Krasovskii functional suitable choice. Sufficient conditions are provided to

prove the practical stability of the observer. It is shown that the observation error is bounded and depends on the size of

two parameters: the known upper bound delay of the unknown time-varying function delay and the instantaneous state

dynamic variation. Furthermore, for the particular case of constant known time delay, the convergence of the proposed

observer becomes exponential. The feasibility of the proposed strategy is illustrated by a numerical example.

I. Introduction

It is well-known that time delay is an inherent property of several dynamical systems such as in

tele-operation, communications, mechanical, electrical, biological embedded systems and many others

( [2], [6], [24], [26], [27], [31], [33], [37]). However, to reconstruct the state of such systems, it has only

been solved for particular cases and a large variety of open problems concerning nonlinear observer

for time delay system exist. For this reason, the observer design for time-delay nonlinear systems has

been attracting the attention for researchers in recent years. Furthermore, important efforts have been

done to solve such problem and different observation approaches have been employed. For example,

those based on asymptotic approach ( [4], [9], [18], [19]), exponential method ( [5], [8], [10], [20], [28]),

numerical approach ( [3], [26]), algebraic method ( [1], [11], [12], [25], [40], [41]), sliding mode approach
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( [13], [32], [35]), H∞ method ( [7], [34], [39]) and so on, which have been developed for linear ( [4], [5],

[7], [8], [9], [11], [19], [28], [34], [35], [39]) and nonlinear ( [1], [10], [18], [20], [25], [40], [41]) time-delay

systems.

To solve the observation problem, this paper deals with the convergence analysis of an observer for

a class of time-delay nonlinear system in strict triangular form, by using an asymptotic observation

method.

On the other hand, regarding the time-delay assumptions, in [1] the identifiability of the delay param-

eter is related to the form of input-output equations for nonlinear systems assuming a single constant

known time delay. Furthermore, a high gain observer for unknown time delay nonlinear system in

triangular form which an exponential convergence of the observation error has been proposed in [10].

However, the time delay is still considered same for original system and its observer. In [18] a state

observer for single-input single-output nonlinear delay systems has been proposed. Conditions for ex-

ponential observation error decay with a constant known time delay are given. In [20] a new adaptive

observer is proposed for bounded-state nonlinear systems written in triangular form. It has been shown

that the observer vector gain has been obtained by updating only one parameter of the appropriate

Riccati equation. However, this design is built by the knowledge of the system constant delay. Based

on theory for time-delay linear systems, in [25], it has been shown how to design an observer for a

class of time-delay nonlinear systems with constant time delays. Finally, in [40] different notions of

parameter identifiability for nonlinear systems with known time delay has been presented.

Nonetheless, all the nonlinear observation techniques described above assume that the time delay is

known ( [1], [10], [18], [20], [25], [40]).

In the present work, under unknown and variable time delay, the first main contribution is to guar-

antee the practical stability of the proposed observer, where the observation error converges to a ball

depending on the size of the instantaneous state dynamic variation and the known upper bound delay

of the unknown time-varying function delay. If the time delay is assumed to be constant and known,
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the exponential convergence of the observation error is ensured, which is a particular contribution of

the main one.

The second main contribution leads to propose an analysis study, which is a natural extension of the

considered class of systems without time delay. More precisely, if it is set the time delay equal to zero,

all demonstrations of this paper are similar to the well-known proofs of [14] and [16]. The proposed

Lyapunov-Krasovskii functional (see [22] for more details), when the time delay is taken into account,

contains a term which allows to cancel the influence of the time delay on the observation error.

The paper is organized as follows. The system description is presented in Sections II. In Section III, the

observer design and its convergence analysis for a class of time-delay nonlinear systems in triangular

form are given. Following in Section IV, simulation results highlight the performances of the proposed

observer. Finally, in Section VI, some concluding remarks are given.

II. System description

Consider the following class of time-delay nonlinear systems in triangular form

Στ(t) :



ẋ(t) = Ax(t) + Ψ(x(t), xτ(t), u(t), uτ(t)), t ≥ 0.

y(t) = Cx(t),

x(s) = ϕ(s), ∀s ∈ [−τ ∗, 0]

(1)

where x(t) ∈ Rn is the state of the system, u(t) ∈ Rm is the input, y(t) ∈ R represents the output of

the system. xτ(t) = x(t− τ(t)) and uτ(t) = u(t− τ(t)) are respectively the delayed state and input and

x =



x1

...

xn


, xτ(t) =



x1,τ(t)

...

xn,τ(t)


, A =

0 In−1

0 0

 , C =

(
1 · · · 0

)

where xi,τ(t) = xi(t− τ(t)), for i = 1, ..., n and In−1 is the identity matrix of dimension n-1.

Furthermore, τ(t) represents a positive real-value unknown function that denotes the time varying
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delay affecting both state and input of the system. τ ∗ denotes the known upper bound of τ(t), and

x(s) = ϕ(s),∀s ∈ [−τ ∗, 0] is an unknown continuous bounded initial function.

The vector function Ψ(x, xτ(t), u, uτ(t)) is given by

Ψ(x, xτ(t), u, uτ(t)) =



Ψ1(x1, x1,τ(t), u, uτ(t))

Ψ2(x1, x1,τ(t), x2, x2,τ(t), u, uτ(t))

...

Ψn(x, xτ(t), u, uτ(t))


where the nonlinearities Ψi(x1, x1,τ(t), ..., xi, xi,τ(t), u, uτ(t)) have a triangular structure with respect to

x1, ..., xi and x1,τ(t), ..., xi,τ(t), for i = 1, ..., n.

Considering the structure of Ψ and the fact that (A, C) is on observable canonical form, then the

system Στ(t) (1) is uniformly observable for any input and time-delayed input.

To complete the description of system Στ(t) (1), the following assumptions are considered.

Case 1: Variable and unknown time delay.

A1. The state and the input are considered bounded1, that is x(t) ∈ χ ⊂ Rn (that is a compact subset

of Rn) and u(t) ∈ U ⊂ Rm (that is a subset of Rm).

A2. The function Ψ(x, xτ(t), u, uτ(t)) is globally Lipschitz (on χ) w.r.t x, xτ(t) and uτ(t), uniformly

w.r.t. u.

A3. The time-varying delay satisfies the following properties:

i) ∃ τ ∗ > 0, such that sup(τ(t))t≥0 ≤ τ ∗.

ii) ∃ β > 0, such that 1− τ̇(t) ≥ β.

Case 2: Constant and known time delay (τ(t) = τc).

H1. The function Ψ(x, xτc , u, uτc) is globally Lipschitz (on χ ⊆ Rn: compact) w.r.t x and xτc , and

uniformly w.r.t. u and uτc .

The class of systems Στ(t) (1) under consideration includes several systems of many application do-

1The boundedness of the state excludes implicitly all initial conditions that generate unbounded state.



5

mains. For instance:

- Biological: Predator-Prey Interaction (see for example [15], page 68)

- Traffic: Autonomous Intelligent Vehicle Control (see for example [29], page 55)

- Telemanipulation: Shared Compliance Control (see for example [29], page 60).

III. Observer design

Consider system (1), then an observer for the class of systems of the form (1) is given by

Oτ∗ :


ż(t) = Az(t) + Ψ(z(t), zτ∗ , u(t), uτ∗)− θ∆−1

θ S−1CT{ŷ(t)− y(t)}

ŷ(t) = Cz(t)

(2)

where ∆θ = diag(1, 1
θ
, ..., 1

θn−1 ) with θ > 0 is a design parameter and S is the unique symmetric positive

definite solution (see for example [10], [16], [17]) of equation (3)

S + ATS + SA− CTC = 0. (3)

Remark 1: For seek of simplicity, hereinafter we have chosen the arbitrarily fixed time-delay ob-

server (2) equal to τ ∗. Nevertheless, for example in network applications, sometimes the delay is

unknown but its upper bound and its distribution are known. In this case, the expected value of the

distribution τe can be chosen as the arbitrarily fixed delay of the observer (see [36]).

Let us now define ε = z − x the observation error, whose dynamics is

ε̇ = {A− θ∆−1
θ S−1CTC}ε+ Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ(t), u, uτ(t)) (4)

Theorem 1: Suppose that assumptions A1-A3 are fulfilled and ‖ε(s)‖ < δ1 for any bounded δ1 > 0

and ∀ s ∈ [−τ ∗, 0]. Then, ∃ θ0 ≥ 1 such that the observation error dynamics (4) is δ2-practically

stable2 for all θ ≥ θ0 and for some bounded δ2 > 0.

2Roughly speaking, practical stability means that the observation error converges exponentially to a ball Br with radius r > 0.

For more details, see Appendix A.
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Proof: First, consider the following change of variable e = ∆θε and identities ∆θA∆−1
θ = θA,

C = C∆−1
θ , then system (4) can be expressed in terms of e as follows

ė = θ{A− S−1CTC}e+ ∆θ{Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ(t), u, uτ(t))} (5)

In order to invoke assumptions A1 and A2, the term {Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ(t), u, uτ(t))} is rewritten

as follows by adding and substracting Ψ(x, xτ∗ , u, uτ∗)

Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ(t), u, uτ(t)) = Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ∗ , u, uτ∗) + Ψ̄(x, xτ∗ , u, uτ∗ , xτ(t), uτ(t))

where Ψ̄(x, xτ∗ , u, uτ∗ , xτ(t), uτ(t)) := Ψ(x, xτ∗ , u, uτ∗)−Ψ(x, xτ(t), u, uτ(t)) (6)

characterizes the difference between the term that depends on the upper bound of the unknown delay

and the term which depends on the unknown delay.

Define the Lyapunov-Krasovskii candidate functional

V (e) = eTSe+
∫ t

t−τ(t)
exp−

α
2τ∗ (t−σ)eT (σ)e(σ)dσ (7)

with α a positive constant defined thereafter. Taking the time derivative of (7) along the trajectories

of system (5) and making use of (3), we have

V̇ (e) + α
2τ∗
V (e) ≤ −(θ − α

2τ∗
)eTSe− θeTCTCe+ eT e− (1− τ̇(t))eTτ(t)eτ(t)exp

−ατ(t)
2τ∗

+ 2eTS∆θ{Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ∗ , u, uτ∗)}

+ 2eTS∆θΨ̄(x, xτ∗ , u, uτ∗ , xτ(t), uτ(t))

(8)

The following inequalities hold globally (on χ) thanks to assumption A2

‖∆θ{Ψ(z, zτ∗ , u, uτ∗)−Ψ(x, xτ∗ , u, uτ∗)}‖ ≤ ν‖∆θ(z − x)‖+ ν‖∆θ(zτ∗ − xτ∗)‖ ≤ ν‖e‖+ ν‖eτ∗‖ (9)

‖∆θΨ̄(x, xτ∗ , u, uτ∗ , xτ(t), uτ(t))‖ ≤ ν0‖xτ∗ − xτ(t)‖+ ν0‖uτ∗ − uτ(t)‖ (10)

where ν is a Lipschitz constant in (9), and ν0 > ‖∆θ‖νΨ̄, with νΨ̄ is a Lipschitz constant of Ψ̄, in (10).

From assumption A1, there exists a bounded constant ν1 > ν0νxu such that (10) can be written as

‖∆θΨ̄(x, xτ∗ , u, uτ∗ , xτ(t), uτ(t))‖ ≤ ν1 (11)
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where νxu is a positive constant which refers to the boundedness of ‖xτ∗ − xτ(t)‖ + ‖uτ∗ − uτ(t)‖.

Next, writing (8) in terms of ‖e‖ and ‖eτ∗‖, we have the following inequality

λ1e
T (t)e(t) ≤ eT (t)Se(t) ≤ λ2e

T (t)e(t) (12)

where λmin(S) := λ1 > 0 and λmax(S) := λ2 > 0 are respectively, the minimum and maximum

eigenvalues3 of S and ‖S‖2 is the 2-norm matrix of S satisfying ‖S‖2 = ϑ > 0.

Taking into account (9), (11), (12) and using assumptions A3 i) and A3 ii), then (8) can be expressed

as

V̇ (e) + α
2τ∗
V (e) ≤ −ρ1(θ, α)‖e‖2 + ρ2‖e‖‖eτ∗‖ − β‖eτ∗‖2exp−

α
2 + µ1‖e‖ (13)

where ρ1(θ, α) = λ1(θ − α
2τ∗

)− {1 + 2λ2ν}, ρ2 = 2λ2ν, µ1 = 2ν1ϑ.

Furthermore, using the following inequality µ1‖e‖ < η
2
‖e‖2 + 1

2η
µ2

1 < 0 with η ∈ (0, 1), (13) can be

expressed only in function of quadratic errors terms. It follows that

V̇ (e) + α
2τ∗
V (e)− 1

2η
µ2

1 ≤ −(ρ1(θ, α)− η
2
)‖e‖2 + ρ2‖e‖‖eτ∗‖ − β‖eτ∗‖2exp−

α
2 (14)

Now, the right side of the above inequality can be rewritten as follows

−(ρ1(θ, α)− η

2
− ρ2

2

4βexp−
α
2

)‖e‖2 − ρ2
2

4βexp−
α
2
‖e‖2 + ρ2‖e‖‖eτ∗‖ − β‖eτ∗‖2exp−

α
2

= −(ρ1(θ, α)− η

2
− ρ2

2

4β
exp

α
2 )‖e‖2 − { ρ2

2
√
βexp−

α
4
‖e‖ −

√
β‖eτ∗‖ exp−

α
4 }2

To satisfy inequality (14), all we need to do is choose α and θ such that (ρ1(θ, α)− η
2
− ρ22

4β
exp

α
2 ) > 0.

Set α = 2
q
ln θ. Then, ∃ θ0 ≥ 1 such that the following inequality is verified

θ − 1

qτ ∗
ln θ − ν2λ2

2

λ1β
q
√
θ − η

2λ1

− 1 + 2λ2ν

λ1

> 0 (15)

where θ > θ0 and q ≥ 2. Thereafter, (14) becomes V̇ (e) ≤ − lnθ
qτ∗
V (e) +

µ21
2η

, which is equivalent to

V (e(t)) ≤ exp−
α

2τ∗ tV (e(0)) +
2τ ∗Ω

α
{1− exp−

α
2τ∗ t} ≤ exp−

α
2τ∗ tV (e(0)) +

2τ ∗Ω

α
(16)

3λ1 and λ2 are obtained directly by solving equation (3), as A and C are given explicitly depending on the dimension n of the

system.
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where Ω =
µ21
2η
.

Now, the objective is to prove the uniform practical stability of (4). For that, (16) should be rewritten

in terms of the observation error norm. Then, from Lemma 1 (see Appendix B), the following inequality

is obtained

V (e(t)) ≤ λ2‖e(t)‖2 + δM(α, τ ∗) maxs∈[t−τ∗,t] ‖e(s)‖2

≤ δ∗M(α, τ ∗) maxs∈[t−τ∗,t] ‖e(s)‖2.

(17)

where δ∗M(α, τ ∗) = λ2 + δM(α, τ ∗) with δM(α, τ ∗) = 2τ∗(1−exp−
α
2 )

α
.

By using (12) and (17), it follows that

λ1‖e(t)‖2 ≤ V (e(t)) ≤ exp−
α

2τ∗ tV (e(0)) + 2τ∗Ω
α

≤ δ∗M(α, τ ∗)exp−
α

2τ∗ t maxs∈[−τ∗,0] ‖e(s)‖2 + 2τ∗Ω
α

(18)

where an upper bound V (e(0)) comes from (17) by setting t = 0.

Consequently, (18) can be written in terms of ‖e(t)‖, as follows

‖e(t)‖ ≤ K(α, τ ∗)exp−
α

4τ∗ t maxs∈[−τc,0] ‖e(s)‖+ Γ (19)

with K(α, τ ∗) =

√
δ∗M (α,τ∗)

λ1
and Γ =

√
2τ∗Ω
αλ1

.

Then, there exist δ1 > 0, δ2 > 0 and T0 > 0, such that

‖e(t)‖ ≤ K(α, τ ∗)exp−
α

4τ∗ T0δ1 + Γ ≤ δ2, for ∀t ≥ T0

where maxs∈[−τ∗,0] ‖e(s)‖ ≤ δ1. Finally, from the change of variable e = ∆θε, the observation error ε(t)

satisfies
‖ε(t)‖ ≤ θn−1‖e(t)‖ ≤ θn−1δ2 (20)

where δ2 corresponds to parameter ζ in the ζ-practical stability (see Appendix A for more details).

Then, we can conclude that observation error (20) is globally (on χ) δ2-practically stable. This ends

the proof of Theorem 1.
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Corollary 1: Let τc be a known constant time delay. Consider system (1) with τ(t) = τc and

Hypothesis H1 holds. Then, system (2) with τ ∗ = τc is a globally (on χ) exponential observer4 for

system (1).

Proof: Let ε = z − x and τ(t) = τ ∗ = τc. Following the proof of Theorem 1, inequality (8)

becomes

V̇ (e) + α
2τc
V (e) ≤ −(θ − α

2τc
)eTSe− θeTCTCe+ eT e− eTτceτcexp

−α
2

+ 2eTS∆θ{Ψ(z, zτc , u, uτc)−Ψ(x, xτc , u, uτc)}
(21)

where the term (6) is equal to zero (τ(t) = τ ∗), which implies that µ1 = 0 in (13) and consequently,

Ω = 0 in (16).

Then, from Hypothesis H1, the following inequality holds globally (on χ)

‖∆θ{Ψ(z, zτc , u, uτc)−Ψ(x, xτc , u, uτc)}‖ ≤ κ‖∆θ(z − x)‖+ κ‖∆θ(zτc − xτc)‖ ≤ κ‖e‖+ κ‖eτc‖ (22)

where κ is a Lipschitz constant.

By using (22) in (21) and after some computations, we get V̇ (e) + α
2τc
V (e) ≤ 0, which is equivalent to

V (e(t)) ≤ exp−
α

2τc
tV (e(0)) where α = 2

q
ln θ. The design parameter θ is obtained from (15), without

− η
2λ1

and by setting β = 1 and ν = κ. Following the same procedure proof of Theorem 1 and using

Lemma 1 on Appendix B, the observation error e(t) is

‖e(t)‖ ≤
√
δ∗M(α, τc)

λ1

exp−
α

4τc
t max
s∈[−τc,0]

‖e(s)‖

where δ∗M(α, τc) = λ2 + δM(α, τc). Finally, with e = ∆θε, the observation error ε(t) is given by

‖ε(t)‖ ≤ θn−1K(α, τc)exp
− α

4τc
t max
s∈[−τc,0]

‖ε(s)‖

which is, from Hypothesis H1, globally (on χ) exponential stable, where K(α, τc) =

√
δ∗M (α,τc)

λ1
. This

ends the proof of Corollary 1.

4Exponential observer means that the observation error converges exponentially to zero.
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IV. Illustrating example

Let us consider the unknown time-variable delay nonlinear system

Στ(t) :



ẋ1 = −γ1x
2
1,τ(t) + x2

ẋ2 = −x1uτ(t) − γ2x1x2,τ(t)

y = x1

(23)

where A =

0 1

0 0

; Ψ(x, xτ(t), u, uτ(t)) =

 −γ1x
2
1,τ(t)

−x1uτ(t) − γ2x1x2,τ(t)

 , with γ1 = γ2 = 0.01. From this

definition of Ψ A2 assumption is satisfied. The input u = sin(2πft) with f = 50Hz. It is bounded

and from figures (1) and (2) the states are bounded, which make assumption A1 holds. The function

τ(t) is defined as follows:

τ(t) =



0 if t ∈ [0, 5]

2( t
5
− 1) if t ∈ [5, 10]

2 if t ∈ [10, 20]

2(−2t
5

+ 10) if t ∈ [20, 25]

0 if t ∈ [25, 35]

(24)

where the assumption A3 is verified with τ ∗ = 2 s. For system (23), an observer Oτ∗ is designed as

(2), with

z =

z1

z2

 and Ψ(z, zτ∗ , u, uτ∗) =

 −γ1z
2
1,τ∗

−z1uτ∗ − γ2z1z2,τ∗

.

The initial conditions for the system are x(0) = [2, 1]T , for the observer z(0) = [1, 2]T . θ = 10.

If the time delay is constant and known, that is τ(t) = τ ∗ = τc, then assumption H1 is satisfied.

Fig. 1 and Fig. 2 show the obtained simulation results. According to the practical stability enhanced

in the proof of Theorem 1, it can be seen that the observation error (Fig. 1 and Fig. 2) of the observer

converges to a ball with a radius r > 0 depending on two parameters: the size of the instantaneous
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state dynamic variation and the delay difference between the observer and the system. For example,

at t = 70s (Fig. 1 and Fig. 2) the system exhibits a highest variation of the instantaneous bounded

state dynamic with the maximum bounded delay difference between the observer and the system,

then a bounded highest error appears. When the delay is the same for the system and the observer

τ(t) = τc = τ ∗, for example from t = 10s to t = 20s (Fig. 1 and Fig. 2), the observation error is

cancelled and an exponential stability is ensured according to the proof of Corollary 1.

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200
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z
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2

Fig. 1. x2 and its estimate z2, time-varying delay τ(t) and observation error (z2 − x2).
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Fig. 2. x1 and its estimate z1, time-varying delay τ(t) and observation error (z1 − x1).

V. Conclusion

In this paper, an observer for a class of time-delay nonlinear systems in strictly lower triangular form

was proposed. In the general case of a bounded and unknown variable time delay, sufficient conditions

were given to guarantee a practical stability of the proposed observer. Furthermore, the exponential

convergence of the observer was proved, being a particular case of the general one when a constant

known time delay is considered. Simulation results were presented for both cases in order to illustrate

the well performances of the proposed observer.
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Appendix

A. Practical Stability

The definition of practical stability for a general class of time-delay systems is introduced. The practical

stability definition is more suitable in dealing with problems in the real world. Then, for practical

purpose, practical stability seems desirable (see [23] for systems without delays and [38] for time-delay

systems). It is worth mentioning that the practical stability is refereed to as ultimate boundedness

with a fixed bound. Now, we establish the definition for a general class of time-delay systems of the

form 
ẋ = f(t, x, x(t− τ)), t > 0

x(s) = Φ(s), ∀s ∈ [−τ, 0].

(25)

where x(t,Φ) is the solution of the system with initial function Φ, verifying

x(s,Φ) = Φ(s), ∀s ∈ [−τ, 0].

Φ is a continous function in the Banach space Cn,τ := C([−τ, 0], Rn) with norm

‖Φ‖τ := max
s∈[−τ,0]

‖Φ(s)‖,

f : R+ ×Rn ×Rn → Rn is piecewise continuous in t and locally Lipschitz in x and τ is the delay.

Definition 1: (Practical stability of time-delay systems)

The system (25) is said to be ζ -practically stable, if for some ζ > 0, there exists T0 = T0(ζ,Φ), such

that

‖x(t)‖ ≤ Kexp−βT0‖Φ‖τ + r ≤ ζ, ∀t ≥ T0

with r > 0, K > 0 and β > 0.

Remark 2: The practical stability is refereed as uniformly exponentially convergent to a ball Br

with radius r > 0.
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B. Technical result

Lemma 1: Consider function

∫ t

t−τ∗
exp−

α
2τ∗ (t−σ)‖e(σ)‖2dσ > 0 (26)

Then, it satisfies the inequality

∫ t

t−τ∗
exp−

α
2τ∗ (t−σ)‖e(σ)‖2dσ < δM(α, τ ∗) max

s∈[t−τ∗,t]
‖e(s)‖2

Proof: Consider (7) and using Hölder inequality, we obtain

∫ t

t−τ∗
exp−

α
2τ∗ (t−σ)‖e(σ)‖2dσ ≤ max

s∈[t−τ∗,t]
‖e(s)‖2

∫ t

t−τ∗
exp−

α
2τ∗ (t−σ)dσ. (27)

Furthermore, with δM(α, τ ∗) defined in (17), inequality (27) follows.
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